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The Young supertableaux of the superunitary groups are studied. We give the conditions on the 
size oflegal supertableaux, the type of atypicity for tensor representations which are irreducible 
making the link between the Kac-Dynkin parameters and those of the supertableau. A discussio~ 
is given on nonfully reducible representations and generalized atypical supertableaux. 

I. GENERAL CONSIDERATIONS 

The Young tableaux playa key role in the study of the 
irreducible representations of the classical Lie groups. They 
offer a simple graphical description of the tensor representa
tions of these groups and, in particular, they allow a quick 
reduction of the product of two irreducible representations 
into its irreducible components. This aspect of the Young 
tableaux theory is particularly appreciated by physicists. 

The extension of the notion of Young tableaux to Z2 
graded Lie algebras is due to Balantekin and Bars. J These 
authors have defined the Young supertableaux for the super
unitary and the orthosymplectic groups and they have given 
very elegant and compact formulas for computing char
acters, dimensions, and superdimensions. The important 
case of the superunitary groups SU(n 1m) has been considered 
by Bars, Morel, and Ruegg2 who built the bridge between the 
Kac-Dynkin parameters of a representation3

,4 and the su
pertableau parameters. In particular a complete description 
of the fully covariant or fully contravariant supertableaux of 
SU(nlm) can be found in Ref. 2. However, we know that 
mixed supertableaux with covariant boxes are present and 
the aim of our study is a complete analysis of these supertab
leaux. A first set of results concerning the supergroups 
SU(n 11) or SUI 11 m) has already been published and we shall 
refer to this pUblication5 as I. 

Before going into details let us make a comparison 
between the SU(n) and SU(n 1m) cases on three specific points 
where the differences are nontrivial. 

(1) For the unitary group SU(n) the covariant tensors 
describe all the finite-dimensional irreducible representa
tions. Because of the unimodular character of the SU(n) 
transformations purely contravariant tensors and mixed 
tensors are equivalent to purely covariant ones. 

For the superunitary groups SU(nlm) such an equiv
alence between covariant and contravariant indices is no 
longer true. In particular, purely covariant and purely con
travariant supertensors are unrelated. In the description of 
irreducible representations ofSU(nlm) we must use the two 
types of supertensors and, in addition, supertensors with 
both types of indices. Moreover the irreducible representa
tions of the superunitary groups SU(nlm) cannot all be de
scribed with supertensors when n i= 1 and m i= 1. 
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(2) The Young tableaux ofSU(n) have, at most, n rows of 
arbitrary length, the highest rank of a fully skew symmetric 
tensor in an n-dimensional vector space being precisely n. 

The same argument cannot be used for the Young su
pertableaux ofSU(nlm) because of the existence of bosonic 
and fermionic indices due to the grading of the space of rep
resentation. In fact a legal supertableau of SU(n 1m) has, at 
most, n rows and m columns of arbitrary length and the 
precise mathematical condition is given in Sec. IV. 

(3) For the unitary group SU(n) all the finite-dimension
al representations are fully reducible and each Young tab
leau is associated to one irreducible representation ofSU(n). 

For the superunitary group SU(n 1m) the same property 
extends to the typical representations, not to the atypical 
ones.3 There exist nonfully reducible atypical representa
tions and some of them can be associated to generalized 
atypical supertableaux which are collections of atypical su
pertableaux which cannot be divided. 

The ~~in original results of our study are the following: 
(1) a defimtlOn of the degeneracy of the atypicity of an irredu
cible representation of SU(n 1m) and of its minimal realiza
tion (Sec. II); (2) a definition of the legality ofa Young super
tableau ofSU(nlm) and a measure of its size (Sec. III); (3) a 
computation of the Kac-Dynkin parameters of a supertab
leau of SU(n 1m) (Sec. IV); (4) a relation between the size of a 
legal supertableau and the degeneracy of the atypicity of its 
highest weight (Sec. V); (5) a characterization of which irre
ducible representation ofSU(nlm) can be represented with a 
legal supertableau (Sec. VI); and (6) a description of the struc
ture of the generalized atypical supertableaux (Sec. VII). 

Our results contain, in particular, those obtained by 
Bars, Morel, and Ruegg for purely covariant and for purely 
contravariant supertableaux of SU(n 1m). 2 

II. KAC-DYNKIN PARAMETERS FOR SUPERUNITARY 
GROUPS 

The graded Lie algebra of the superunitary group 
SU(n 1m) with n i= m is simple and its Bose sector is the ordi
nary Lie algebra of the group Go=SU(n) ® SU(m) ® U( 1). We 
have n + m - 1 Cartan operators HI interpreted as follows: 

HJ,· .. ,Hn - J, n - 1 Cartan generators for SU(n); 

Hn + 1 , ... ,Hn + m _ l' m - 1 Cartan generators for SU(m). 

The infinitesimal generator Q of the U( 1) part of G is defined 
by 0 
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In- 1 1 m - I 

Q=- LsHs +Hn -- L (m - t)Hn+t· 
n I m I 

(1) 

An irreducible representation of SU(nlm) is determined by 
n + m - 1 Kac-Dynkin parameters a l which are the eigen
values of the Cartan operators HI for the highest weight A of 
the representation. This highest weight corresponds to the 
smallest eigenvalue of Q if n > m and to the largest one if 
n < m (see Refs. 3 and 4). The following notation will be used 
for ~ irreducible representation ofSU(nlm): 

A~{al' a2 , .. ·, an_Ilan lan+ 1'"'' an+ m -I ). 

The Kac-Dynkin parameters except an are non-negative in
tegers and a priori an is any real number. In the supertableau 
approach considered here an is restricted to be an algebraic 
integer.2 The eigenvalue of the operator Q for the highest 
weight A is given from Eq. (I) by 

I n - 1 1 m - I 

QHW =- L sas +an -- L (m -t)an+t· (2) 
n I m I 

The highest weight A of an irreducible representation of 
SU(n 1m) is also the highest weight of an irreducible represen
tation of the ordinary Lie group Go. As a consequence A can 
be described by pairs of ordinary Young tableaux (X, Y) and 
the explicit construction of these pairs is given in Appendix 
A. 

An irreducible representation of SU(n 1m) is atypical 
when an takes one of the values A jk defined by2.3 

Ajk = (k + * an +r) - V + t an _) (3) 

withO~<n - 1 andO<k<m - 1. For all the other values of 
an the representation is typical. 

Because ofthe positivity of the SU(n) and SU(m) Kac
Dynkin parameters the discrete spectrum of the atypical val
UeSAjk is located within the following bounds: 

n-I m-I 

- L (1 +an_r)<Ajk < + L (1 +an+r)· (4) 
I I 

For a given set ofSU(n) and SU(m) Kac-Dynkin param
eters we construct the n X m tableau of the atypical values 
Ajk defined in Eq. (3). The degree of degeneracy of the pa
rameter an ,8(an), is the number of times an enters in this 
tableau. For a typical representation 8 (an) = 0 and for an 
atypical one 8(an » 1. Using again the positivity of the SU(n) 
and SU(m) Kac-Dynkin parameters we find an upper bound 
for the function 8 (an). DefiningL as the minimum of the two 
integers nand m, 

L = min[n, m], 

we easily get 

(5) 

(6) 

Let us consider an atypical irreducible representation 
with 8 (an) = 2. By definition we have two pairs of indices 
Ij, k ), (j', k 'I, and two pairs only such that 

Ajk =Alk " (7) 

Again by positivity if j' > j then k' > k and the equality (7) 
implies a linear relation between SU(n) and SU(m) Kac
Dynkin parameters, 
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l k' 

(j'-j-I)+ Lan-r=(k'-k-I)+ Lan+r' 
j+1 k+1 

(8) 

The particular solutions of this equality 
l k' 

L an - r = k' - k - 1, Lan + r = j' - j - I (9) 
j+1 k+1 

are called, by definition, minimal realizations of the degree 
of degeneracy 8(an ) = 2 exhibited by Eq. (7). The solution of 
Eq. (9) is, in general, not unique; but we must pay attention, 
in solving Eqs. (9), to avoid the appearance of unwanted de
generacies. 

When 8(an ) > 2 we have 8 - I linear relations of the 
type (8) and these relations are independent because they 
involve different SU(n) and SU(m) Kac-Dynkin parameters. 
As a consequence a degree of degeneracy 8> 2 can equiv
alently be viewed as a set of 8 - I degeneracies of order 2. In 
particular a minimal realization of a degeneracy 8 > 2 is 
nothing but a simultaneous minimal realization of 8 - I de
generacies of degree 2. 

The reduction of an irreducible representation of 
SU(n 1m) with respect to the subgroup Go is the description of 
the SU(n) ® SU(m) content of the various levels associated to 
the possible eigenvalues of the U(l) operator Q. These levels 
can be labeled by a non-negative integer v, 

Ov=QHW+v[lIm-lIn], v=O,I, ... ,vM • (10) 

the maximal value VM is bounded by the product nm and for 
typical representations we have VM = nm. 

For the two extreme levels v = 0 and v = VM we have 
only one SU(n) ® SU(m) component defining, respectively, 
the highest weight and the lowest weight of the considered 
representation. For typical representations the highest 
weight and the lowest weight have the same SU(n) ® SU(m) 
component and the eigenvalues of the operator Q are related 
by 

(11) 

To our knowledge for an atypical representation the explicit 
relation between the Kac-Dynkin parameters of the highest 
and lowest weights and the formula giving the dimension of 
the representation in terms of Kac-Dynkin parameters are 
not known. 

Two irreducible representations Rand R of SU(nlm) 
are contragradient representations if their reduction with 
respect to the subgroup Go produces contragradient 
SU(n) ® SU(m) components with opposite eigenvalues of the 
operator Q. In particular the highest weight A of R is the 
contragradient weight of the lowest weight Ao of R. If R is 
typical then R is also typical with a highest weight A related 
toA by 

with 
In-I n-I 

an = -an + L (I+a n +r)- L(1+an - r). 
I I 

This last equality isjust a consequence ofEqs. (2) and (II). If 
R is atypical then R is also atypical and the following proper
ties will become obvious in the supertableau approach of the 
coming sections. 
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(i) The degree of degeneracy of the atypicity is the same 
for R andR 8(an) = 8 (an)' 

(ii) If R is a minimal realization of the degeneracy 8 (an) 
then R is also a minimal realization of the atypicity 8 (an)' 

However, the determination of the Kac-Dynkin param
eters of A in terms of those of A is still an open problem for 
atypical representations. Obviously this problem is identical, 
by contragradience, to that pointed out at the end of the 
previous paragraph. 

III. CLASSIFICATION OF SU(nlm) SUPERTABLEAUX 

For a measure of the number of boxes of a Young super
tableau we introduce the usual notations2 

I bb'j'l I covariant I counts the . boxes of the row j, 
contravanant 

Ie Ckk I I covariant I counts the . boxes of the column k, 
contravanant 

with the positivity constraints 

bl>b2>···>bj > ... >D, CI>C2>"'>Ck > .. ·>D, 

bl>b2> .. ·>bj > ... >D, CI>C2> .. ·>ck > .. ·>D. 
(12) 

We introduce two sets of constraints BI and C/o where I 
is a non-negative integer: (i) n - I + 1 constraints B I' 

ba+1 +bn_1_a+l<m-l, a=D.l, .... n-l; (13) 

(ii) m - I + 1 constraints C1, 

CP+I +Cm_l_p+I<n-l, P=D,I, ... ,m-l. (14) 

Such a construction is possible as long as n - I and m - I are 
non-negative. Using the minimal value L of n and m already 
defined in Eq. (5) we introduce a family J of indices 
J = I D, 1, ... , L J. The sets BI and C1 are defined provided 
leJ. 

By definition a Young supertableau belongs to the set SI 
ifand only if at least one of the constraintsBI is satisfied. It is 
straightforward to check that equivalently SI can be defined 
as the set of supertableaux satisfying at least one of the con
straints C1• 

As a consequence of the structure ofthe constraints BI 
and C1 we get the following relations of inclusion: 

SO::;SI ::;S2::;",::;SI ::;",::;SL' (15) 

As pointed out in I the set So is the set of the legal 
supertableaux of class one ofSU(n 1m) and for that reason we 
have limited I to non-negative values. The cleanest proof of 
this result lies on the possibility for the supertableaux of So 
and for these supertableaux only to perform a reduction with 
respectto the subgroup SU(n) ® SU(m) ® U( 1) as explained in 
Ref. 2. This aspect will be discussed in the next section. A 
different argument based on the computation of the dimen
sion of illegal supertableaux is proposed in the Appendix B. 

The subset..::11 of the set SI is defined as the complement 
of SI + I . By extension we put ..::1 L =S L' The classes of super
tableaux..::1 1 realize a partition of the set So of legal supertab
leaux in nonempty disjoint subsets whose union is So and 
where I belongs to the family J of indices. For instance, in the 
cases of SU(n 11) or SU( 11 m), L = 1, and we only have two 
classes..::1o and..::1 1 as discussed in I. 
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The size u of a supertableau belonging to the class..::11 is 
simply defined by 

u{l) = L -I. (16) 

As a consequence 

D<u<L. (17) 

The structure of the two sets of constraints B/ and C/ 
and the general positivity constraints (12) imply two Lem
mas. 

Lemma I: if the constraint a in B/ is not satisfied or 
simply saturated then the constraint a in B1+fJ

I 
for 

D<81<n-I-a and the constraint a-82 in B1+ ti2 for 
D < 82 <a are not satisfied. 

Proof By assumption, 

ba + 1+ bn _ 1_ a + I >m -I. 

We use the positivity requirements (12) 

bn+l_a+l<bn_l_a+1 -81, for D<81<n-I-a, 

ba+l<ba+1 -82, for D<82<a, 

and we get 

ba+ I + bn- 1- a+ I-til >ba+ I + bn_ 1_ a+ I 

>m - I> m - 1- 81, 

ba+ l-ti2 + bn_ 1_ a+ I >ba+ 1+ bn_ 1_ a+ I 

>m - l> m - 1- 82 , 

These inequalities are the content of the Lemma I. 
Lemma II: If the constraint P in C1 is not satisfied or 

simply saturated then the constraint P in C1 + til for 
D < 8 1 <m - I - P and the constraint P - 82 in C1 + ti2 for 
D < 82<fJ are not satisfied. 

The proof of Lemma II is entirely similar to that of 
Lemma I. As a consequence of these lemmas we get the fol
lowing interesting result. 

Result: If the supertableau T satisfies only one con
straint B/ or only one constraint C/ then it belongs to the 
class..::1 l · 

Let us point out that this sufficient condition is not a 
necessary one. 

The operation of contragradience for supertableaux is 
defined as the exchange of covariant and contravariant 
boxes 

b++b, c++C. 

In such a transformation the sets of contraints B/ and C/ 
remain globally invariant. As a consequence a supertableau 
T and its contragradient T have the same size and they be
long to the same class ..::1. 

IV. HIGHEST WEIGHT OF A SUPERTABLEAU OF 
SU(nlm) 

A legal supertableau is entirely determined by the 
lengths b and b of its rows satisfying at least one constraint 
Bo. Equivalently it is entirely defined by the lengths C and C of 
its columns satisfying at least one constraint Co. However 
the determination of the highest weight of a representation A 
refers to the subgroup SU(n) ® SU(m) ® U(I) and it is more 
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convenient to use a description of the supertableau with both 
row and column parameters. In order to avoid a double 
counting we must decide if a given box belongs to a row or to 
a column. A third description of a legal supertableau of 
SU(n 1m) is then given by n parameters band hand m column 
parameters C and C. 

Let us define as J the smallest value of a for which one 
constraint Bo is satisfied and by K the smallest value of /J for 
which one constraint Co is satisfied. We obviously have 

O<J<n, O<K<m. (18) 

The considered tableau T belongs to the class T f and we 
have realized another partition of the set So oflegal supertab
leaux of class one ofSU(nlm). FromEq. (18) the total number 
of these classes is (n + I)(m + 1). A supertableau of Tf is 
then described by 

J row parameters h K column parameters C 

n - J row parameters b m - K column parameters C. 

Necessary conditions of existence of such a supertableau are 

h,> ... >hj>m -K, c,>"'>cK>n -J, 
(19) 

Let us point out that other nontrivial positivity restrictions 
for the parameters of a supertableau of the class T f originate 
in the fact that, by definition of J and K, the constraints Bo 
for O<a < J and the constraints Co for O</J < K are not satis
fied. We shall come back to this point later. 

The method of determination of the highest weight A of 
a supertableau T has been introduced in I. We have to make a 
reduction of the supertableau Twith respect to the subgroup 
Go=SU(n) ® SU(m) ® U(I) and the highest weight A is asso
ciated to a pair of Young tableaux (X, Y) which describes an 
irreducible representation of Go as explained in Sec. II and 
Appendix A. In the language of I we associate to the super
tableau T a point P (T) in a n + m dimensional lattice space 
and the coordinates x I"'" x,,; Y I" •• , Y m of P define the Young 
tableau X and Y. The Kac-Dynkin parameters are then com
puted from the coordinates of P by the formulas given in 
Appendix A. The relation between the coordinates of P (T) 
and the supertableau parameters b, Ii, c, and C is discussed in 
Appendix C. 

We first consider the case 0 <J < n, 0 <K < m where the 
four types of parameters b, h, c, and c are present. By defini
tion of J and K the constraints a = J - 1 of Bo and 
/J = K - 1 of Co are not satisfied: 

hJ +bn_J+2>m + 1, cK +Cm _ K+2>n + 1. (20) 

Using conditions (19) we also have 

b,,_J+2 <b"_J+ 1 <K, Cm -K+2 <cm _ K+' <J, (21) 

and therefore we obtain for hj and CK positivity constraints 
which are more restrictive than conditions (19): 

hJ>m-K+l, cK>n-J+1. (22) 

The simultaneous lower limit for h J and c K is also excluded. 
The coordinates of the point P (T) are given in terms of the 
row and column parameters by the expressions derived in 
Appendix C: 
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Xs = bs , s = 1,2, ... ,n - J, 

xs=m-h,,+I_s, s=n-J+l, ... ,n; 

y, = c, - n, t = 1,2 ... ,K, 
(23) 

y, = -Cm +,_" t=K + 1, ... ,m. 

The SU(n) Kac-Dynkin parameters are computed by using 
Eq.(A2) 

as=bs-bs+ l , s=1,2 .... ,n-J-l, 

a,,_J=b"_J+hJ-m, (24) 

as =h,,_s -h,,_s+" s=n-J+ 1, ... ,n-I; 

and the SU(m) Kac-Dynkin parameters by using Eq. (A6) 

a,,+, =C, -C'+I' t= 1,2, ... ,K -1. 

a,,+K =ck +cm _ K -n, (25) 

a,,+, = cm _, - Cm _,+ I' t =K + I, ... ,m - 1. 

Using the inequalities (19) and (22) we obtain positivity con
straints on the Kac-Dynkin parameters a" _ J and a" + K en
tering in the highest weight of a supertableau of the class T f 

(26) 

Inverting the formulas (24) we compute the n row param
eters b and h in terms of the n - 1 SU(n) Kac-Dynkin pa
rameters as and one free parameter it is convenient to choose 
as the coordinate x" 

"-s 
bs =xn + L a"_r> s= 1,2, ... ,n -J, 

I 

s- 1 

bs = m -x" - L a,,_r' s = 1,2, ... ,J. 
1 

(27) 

Inverting the formulas (25) we compute the m column pa
rameters C and C in terms of the m - 1 SU(m) Kac-Dynkin 
parameters an + t and one free parameter. it is convenient to 
choose as the coordinateYI: 

t-I 

C, = n + YI - La,,+r' t = 1.2, ... ,K; 
1 

m-t 

ct = -YI + L an+r> t= 1,2, ... ,m -K. 
I 

(28) 

The ranges of variation of the parameters x" andy, are gov
erned by the positivity constraints (19) and (22) on 
bn_J,bj,cK andcm _ K • We get 

J J-I 

K - La,,_r<x,,<K -1- L an_r> 
I 1 

K-I K 

-J + 1 + L a,,+r<YI< -J + La,,+r (29) 
1 1 

Let us point out that the ranges of variation (29) are not 
empty as soon as the constraints (26) are satisfied. 

Finally the last Kac-Dynkin parameter an is given by 
Eq. (All) 

an =Xn + YI' 
As a consequence of the inequalities (29) we immediately 
compute a lower bound and an upper bound for the possible 
values of the Kac-Dynkin parameter a" of the supertableau 
of the class Tf. Using Eq. (3) we get 

(30) 
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TABLE I. Positivity constraints for the row and column parameters of a supertableau of class T f 

J=O O<J<n J=n 

b;>O hj>m + I 
K=O cm>O 

bn>K hj>m -K + I 
O<K<m cK>n + 1 cm_K>O cK>n-J+ I 

bn>m hj> I 
K=m 

cm>n + 1 cm>n-J+1 

The limiting cases J = 0, J = n, K = 0, K = m can be 
discussed in an analogous way. We only give here the main 
results collected in the tables. The positivity constraints on 
the length of the row and column parameters are given in the 
Table I. The positivity constraints (26) on the SU(n) and 
SU(m) Kac-Dynkin parameters extend trivially. They are 
indicated on the Table II with the range of variation of the 
Kac-Dynkin parameter an' We observe that for the super
tableaux of the classes Tg and T';: no restriction occurs on 
the Kac-Dynkin parameters. Finally, by using the bounds 
(4) we easily see that the supertableaux of the classes T~ and 
T'(; are all typical. 

V. SIZE AND ATYPICITY OF SUPERTABLEAUX 

We consider a supertableau T of the set S, defined in 
Sec. III. Because of the inclusion property (15) the supertab
leau T belongs also to the sets S;" with the integer A in the 
range 

(31) 

We then define asj;" (k;,,) the smallest value of alP) for which 
one constraint B;" (C;,,) is satisfied. Of course J = jo and 
K = ko. Using Lemmas I and II we easily see that the two 
sets of integers j;" and k;" are ordered as follows: 

0,;;,1<}1<""<};" <'''·<}f<.n -I, 
(32) 

The supertableau T belongs to the class T~ with J and K 
constrained by the inequalities (32). Conversely a supertab
leau T ofthe class T~ can belong only to sets Sf for which 

O<.I<.L (J, K), 

where 

L (J,K) = min[n -J, m -K]. 

(33) 

(34) 

bn_J>O hn>m + I 
cm>J cm>n 
bn_J>K bn>m-K + 1 
Cm_K>J cK>1 cm_K>n 
bn_J>m bn >1 

cm>1 

In particular when J = n or when K = m we have 
L (n, K) = L (J, m) = 0 and the supertableaux ofthe classes 
T~ with O<.K<.m and T';' with O<.J<.n cannot belong to the 
set S I' Therefore they have the maximal size (T = L and they 
all are in the class .do. 

Theorem I: If a supertableau Tbelongs to the set S 1 then 
its highest weight is atypical with an = Ahk, . 

Let us simply, in the text, give the proof in the case 
j 1 = J and k 1 = K. By assumption the supertableau T satis
fies the additional constraints of BI and C1: 

bJ+ 1 +bn_J<.m -1, 

CK+1 +cm_K<.n-l. 

(35) 

(36) 

On the other hand, the supertableau Tbeing in the class T~, 
we have the relations of positivity 

bn_J>K, cm_K>J, bJ+1<.m-K, cK+1<.n-J, 

and the only possible solution of the constraints (35) and (36) 
turns out to be 

(37) 

The equalities (37) determine the parameters Xn andYI' But 
using Eqs. (27) and (28) we get 

J K 

xn=K-Ian _ r , YI= -J+Ian+r> (38) 
1 1 

and for the Kac-Dynkin parameter an we obtain an atypical 
value 

(39) 

The general proof of Theorem I is given in Appendix D. 
Corollary I: A typical supertableau has t5 (an) = O. From 

Theorem I, a typical supertableau cannot belong to the set S 1 

and therefore it belongs to the class .do. 
Theorem II: If a supertableau T belongs to the set Sf 

with 2<.I<.L then it is atypical from Theorem I with 

TABLE II. Constraints on the Kac-Dynkin parameters for a supertableau of class T~. 

1869 

K=O 

K=m 

an + K> 1 

AOK _ 1 + 2<an 
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an -J> I 

an<A J _ ,O -2 

an_ J>1 an+ K >1 

AJ K _ I + 2<an <AJ _ I K - 2 

an _ J > 1 

AJm _ , + 2<an 

an <A n _ ,o -2 

an + K >1 

an <A n _ 1K -2 

F. Delduc and M. Gourdin 1869 



                                                                                                                                    

an = Ailk, and the degeneracy {) (an) is lower bounded by I. 
We only give, in the next, the proof for 1 = 2 with 

j2 = jl = J and k2 = kl = K. In addition to the constraints 
(35) and (36) of BI and C I we have the two constraints due to 
B2 and C2 

(40) 

CK + I +Cm _ K _ I .;;;;n-2. (41) 

The supertableau Tbeing in the class Tf we also have the 
inequalities 

bn_J_ 1 >K, Cm-K-I >J, 

and the only possible solution of the constraints (35), (36), 
(40), and (41) is 

bn_J =bn_J_ 1 =K, 

cm_K =Cm_K_1 =J. 

(42) 

(43) 

As previously, the Kac-Dynkin parameter an is atypical, 

(44) 

and the equalities (42) and (43) imply the vanishing of two 
Kac-Dynkin parameters 

an_J_I=O, an+K+I=O. (45) 

We have the equality of two atypical values 

AJK =AJ+ IK+ I' (46) 

and we get {) (an »2. It must be noticed that the relations (45) 
provide a minimal realization of the degeneracy {) = 2 asso
ciated to Eq. (46). The general proof of Theorem II is given in 
Appendix E. 

Corollary IL' The supertableaux of the class A I for 
I.;;;;I.;;;;L are atypical and the degeneracy {) (an) is restricted by 
a double inequality 

I.;;;;{)(an ).;;;;L. (47) 

In particular the atypical supertableaux of the class A L have 
the degeneracy {)(a n ) = L. This result is a trivial consequence 
of the two theorems and of the inequality (6). 

Corollary IlL' If a supertableau of the set SI has a degen
eracy{) (an) = 1 then it belongs to the classA I andfor2.;;;;I.;;;;L 
it is a minimal realization of the degeneracy {) (an) = L. 

Again, Corollary III is an immediate consequence of the 
two theorems. In particular the supertableau T cannot be in 
thesetSI + I because inSI+ I' {)(an »1 + 1 which contradicts 
the assumption {) (an) = I. Being in SI the supertableau T 
must belong to AI' 

VI. IRREDUCIBILITY OF SUPERTABLEAUX 

As a result (obtained in Ref. 2) the purely covariant and 
the purely contravariant legal supertableaux are associated 
to irreducible representations of SU(nlm) and they will be 
called irreducible supertableaux. The situation is different 
for mixed supertableaux because of the existence of traces 
between the covariant part Y I and the contravariant part 
Y 2 of a mixed supertableau T. Both Y I and Y 2 are legal 
irreducible supertableaux and their tensor product is sym
bolically written as 

Y I ®Y2 = Tal trace terms. (48) 
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The supertableau T is irreducible if and only if the trace 
terms in Y I ® Y 2 can be isolated. If not the representation 
Y I ® Y 2 is not fully reducible. As an illustration we discuss 
the simple example of the supertableaux T + and T _ repre
sented below: 

I · I 9j. 
The covariant part Y I +(YI _) is the second rank supersym
metric (superantisymmetric) tensor and the contravariant 
part Y 2 is the fundamental supertableau P. In the graded 
vector spaces of the fundamental representations F and P, we 
define the basis 

F:IAgA)' P:(AgA I, 

wheregA is the degree of the index A (gA = 0 or 1 modulo 2). 
In the vector space Y I ® Y 2 the induced basis is6 

(W ± l~ = IAgA)IBgB)(Cgcl ±E(gA,gBIIBgB)/AgA)(Cgcl, 
(49) 

where the commutation factor is defined as usual by 

E(gA,gB) = (- I)gAgB. 

It is now straightforward to check that Y I ® Y 2 contains 
one invariant subspace X transforming like a fundamental 
representation F 

The traceless part of W ± has then the general form 

(W ± )~B = (W ± )~B - a ± [{)~ (X ± )A 

±{)~E(gA,gB)(-X±)B]' (51) 

The constants a ± are such that the trace operation (50) ap
plied on W gives zero. The result is 6 

(a±)-I=STrI+I, (52) 

where the supertrace of the unit matrix is given for class one 
representations by 

S Tr I = LE(gA,' gA) = n - m. (53) 
A 

The trace term in Y 1 ®Y2 can be separated in Eq. (48) as 
long as the constant a-I is not vanishing. In that case the 
supertableau Tis irreducible. We then have 

TI irreducible, when n - m¥= - 1, 

T _ irreducible, when n - m ¥= + I, 
and the tensor product Y I ® Y 2 has the form 

= I . I ED D, 

= ED D. 
When the trace cannot be separated we obtain a nonfully 
reducible representation ofSU(nlm) and the supertableau T 
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is part of a generalized atypical supertableau already intro
duced in I: 

[D®G] = I . I I forn - m = -1, 

8 ®[] = qj forn - m = + 1. 

This example can also be analyzed in the language of super
tableaux presented in this paper. The highest weights A ± of 
the supertableaux T ± are given by 

A ± =} {2,0, ... ,01010, ... ,0,Ij, 

A_ =} {(O,I,O, ... OIOIO, ... ,O,Ij. 

The size u ± of the supertableaux T ± and the degeneracies 
{j ± of the atypical value an = ° depend only on the differ
ence n - m as shown in Tables III and IV. When {j + u = L 
the supertableaux T + and T _ are irreducible and they de
scribe the irreducible atypical representations ofSU{nlm) of 
highest weights A + and A _. When {j + u = L + 1 the su
pertableaux T + and T _ have no individual meaning and 
they form, with the trace, a two-generalized atypical super
tableau describing a nonfully reducible representation of 
SU(nlm). 

The method of separation of the trace is extremely gen
eral but its practice becomes rapidly very complicated. The 
result expressed in terms of size and degeneracy of the atypi
city is extremely simple and we get the following theorem. 

Theorem III: The supertableaux of the class..1 1 whose 
highest weight has a degeneracy of the atypicity {j (an) = I 
are irreducible supertableaux associated to irreducible re
presentations ofSU(nlm). 

The discussion of the supertableaux of the class..11 hav
ing {j (an) > I is postponed to the next section and we succes
sively study here the three cases 1=0, 1= 1, and t~2 for 
{j = I. 

Let us first consider the typical supertableaux of the 
class ..1 0 • They correspond to irreducible typical representa
tions ofSU(nlm) but the correspondence between supertab
leau and representation is not one to one. In general we have 
an one-parameter family F (A ) of equivalent typical supertab
leaux describing the same typical representation of SU{n 1m) 
of highest weight A. Such a situation has been discussed in 
detail in I. A typical supertableau of the class T f belongs to 
F (A ) if the positivity constraints of Table II are fulfilled. 
Then the length of its rows and columns is given by Eqs. (27) 
and (2S) in terms oftwo parametersxn andYI whose sum is 
fixed by an. 

The supertableaux oftheclass..1 1 with{j = 1 are atypical 
nondegenerate and they correspond to irreducible atypical 

TABLE III. For T +, A +: n>2, m>2. 

n-m .;;; -3 -2 -1 0 +1 > +2 

0'+ 0 I 1 1 1 0 
6+ L L-l L L-l L-l L 
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TABLE IV. For T_,A_: n>3, m>2. 

n-m .;;;-2 -1 0 +1 

0'_ 0 1 I 1 
fJ L L-l L-l L 

+2 >+3 

1 0 
L-l L 

representations ofSU{n 1m). Conversely, to an atypical high
est weight A with the degeneracy {j (an) = 1 we can associate 
one unique supertableau of ..1 1• The knowledge of the atypi
cal value an determines the quantitiesjJ and k l , 

an = Aj]k] , 

and the length of one row and one column, 

bn _ j ] =kl' cm _ k ] =jl· 

The other rows and columns parameters are then given by 
expressions analogous to (27) and (2S): 

n-S 

bs = kl + L an _ r' S = I, ... ,n - jl - 1, 
h+l 

h 
bs = m - kl + Lan - r , S = I, ... jl' 

s 
k] 

C, = n - jl + Lan + r' t = I, ... ,k l , , 
m-k 

C, =jl + L an + r , 
k] + I 

t = t, ... ,m - kl + 1. 

(54) 

The irreducibility of these atypical supertableaux is dis
cussed in Appendix F. 

The supertableaux of the class ..1 1, 2<I<.L, with {j = I 
are atypical and they correspond to irreducible atypical re
presentations of SU(n 1m) which are minimal relations of the 
degeneracy {j = I. Conversely to an arbitrary irreducible 
atypical representation of SU{n 1m) with a degeneracy {j> 1 
we cannot, in general, associate an irreducible atypical su
pertableau. The only case where such a supertableau exists 
and is unique is when the irreducible atypical representation 
is a minimal realization of the degeneracy {j > t. Then the 
supertableau belongs to the class..1 6 and its construction is 
made by using Eq. (54). 

VII. GENERALIZED ATYPICAL SUPERTABLEAUX 

The necessity of introducing generalized supertableaux 
associated to nonfully reducible representations of SU(n 11) 
has been discussed in I for the atypical supertableaux of the 
class ..1 0 • In the two examples of the supertableaux T + and 
T _ studied in Sec. V we have recognized that the crucial 
parameter is the sum u + {j of the size u of the supertableau 
and of the degeneracy {j of the atypicity of its highest weight. 
We are then lead to the following theorem. 

Theorem IV: The supertableaux of the class.L1 1 with 
0<1 <.L - 1, whose highest weight has a degeneracy of atypi
city {j > I, have no individual existence. They participate to a 
p-generalized supertableau which is a collection of p atypical 
supertableaux describing globally a nonfully reducible rep
resentation ofSU(nlm) withp given by 

(55) 

F. Delduc and M. Gourdin 1871 



                                                                                                                                    

The origin offormula (55) is discussed in the Appendix G. 
The case 1 = 0 has already been discussed in I. In the 

classAo we have a one-parameter family of equivalent gener
alized supertableaux describing the same nonfully reducible 
representation ofSU(n 1m). This equivalence property disap
pears for I> 1. In particular the various atypical supertab
leaux of the class A I' whose common highest weight A has a 
degeneracy of atypicity 8>2, are inequivalent. Their dimen
sions are different and they are parts of different generalized 
supertableaux associated to different nonfully reducible re
presentations. 

The p-generalized supertableau is a collection of p atypi
cal supertableaux Ta whose dimension da can be comput
ed-at least formally-by the determinant method ofBalen
tekin and Bars. I. For the dimension of the p-generalized 
supertableau we get 

a=p 

DT = L da' (56) 
a=1 

The nonfully reducible representation described by this p
generalized supertableau has Np atypical components Aa . 
In general we simply have Np = 2P but this number may 
fluctuate in particular situations. The dimension da of the 
atypical component Aa is known by counting its SU(n) 
® SU(m) ® U( 1) components and the dimension of the non
fully reducible representation is given by 

a=Np 

DR = L da · (57) 
a=1 

As a result DT = DR but the matching between the typical 
supertableaux Ta and the atypical components Aa is not 
uniquely well-defined essentially because these supertab
leaux Ta have no individual existence, in general. 

VIII. CONCLUDING REMARKS 

The results of our previous paper I are particular cases 
of those obtained here. For the supergroup SU(nll), L = 1, 
and the set So of legal supertableaux contains only two 
classes A 1 and A o' 

(a) The class A 1 of minimal size 0' = 0 has CI + ci <;n - 1 
and it contains the irreducible atypical supertableaux de
scribing the irreducible atypical representations of SU(n 11). 

(b) The classAo of maximal size 0' = 1 hasc i + c1>n and 
it contains two types of supertableaux: (i) the typical super-

TABLE V. Structure ofthe supertableaux ofSU(312). 

0'=0 6=2 Irreducible atypical supertableau 
Irreducible atypical representation 

0'=1 6=1 Irreducible atypical supertableau 
Irreducible atypical representation 

6=2 Two-generalized supertableau 
Nonfully reducible representation 

0'=2 6=0 Irreducible typical supertableau 
Irreducible typical representation 

6=1 Two-generalized supertableau 
Nonfully reducible representation 

6=2 Four-generalized supertableau 
Nonfully reducible representation 
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tableaux describing the irreducible typical representations of 
SU(n 11); and (ii) the atypical supertableaux which participate 
to two-generalized supertableaux associated to nonfully re
ducible representations ofSU(n 11) with four atypical compo
nents. 

The supergroups SU(nI2) and SU(2Im) offer the sim
plest examples of a degeneracy of atypicity 8 (an »2. The set 
So oflegal supertableaux has now three classes A 2' A I' andAo 
with a structure represented on Table V. 

The supertableaux of the supergroup SU(312) have been 
extensively studied by us as a laboratory for the general case 
presented here. 7. 

As found in I and in our study of the supergroup 
SU(312) for a two- generalized supertableau with four atypi
cal components a structure of the type 

/A 2"'-., 

AI ;44 'A2/ 

is certainly present for the associated nonfully reducible rep
resentation. However the general case of a p-generalized su
pertableau with Np atypical components has not yet been 
investigated, nor the precise value of the number of compo
nents Np as a function of the highest weight A. 
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APPENDIX A: PAIRS OF YOUNG TABLEAUX (X, Y) 
DESCRIBING THE HIGHEST WEIGHT A 

We call asX the Young tableau of the Urn) irreducible 
representation {x I' x2' ... , Xn J, where the x's are algebraicin
tegers in the order 

(AI) 

The positive (negative) parameters x measure the length of 
the covariant (contravariant) rows of the tableau X. The dif
ferences of two successive x's give the Dynkin parameters of 
the representation 

Xs - xs+ I = as, S = 1,2, ... ,n - 1, (A2) 

and the sum of all x's is the eigenvalue of the operator QI 
commuting with the n2 operators of the Urn) Lie algebra. We 
use the normalization 

1 n 

QI =- LXs' (A3) 
n I 

The U(n) unequivalent irreducible representations 
{x I + X,x2 + X'''''Xn + x J, where x is any algebraic integer 
are equivalent irreducible representations of SU(n) because 
of the unimodular character of these transformations. How
ever the value of QI depends linearly on x, 

(A4) 

We then proceed in the same way for the SU(m) part. 
We call as Y the Young tableau of the U (m) irreducible repre
sentation !YI,Y2, ... ,Ym}, where they's are algebraic integers 
in the order 
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YI>YZ>"'>Ym' (AS) 

The differences of two successive y's determine the Dynkin 
parameters 

Yt -Yt+1 =an+ tt t= 1,2, ... ,m -1, (A6) 

and the sum of all y's is the eigenvalue of the generator Q2 
commuting with the m 2 generator of the U(m) Lie algebra. 
We choose the normalization 

1 m 
Q2 = -IYt. (A7) 

ml 
The U(m) unequivalent irreducible representation 
{YI + y, Y2 + y,···,ym + Y J where Y is any algebraic integer 
are equivalent irreducible representations of SU(n) and the 
eigenvalue of Q2 depends linearly on y: 

~~=~~+~ ~) 

The U( 1) operator Q defined in Eq. (1) is simply related 
to the operator QI and Q2 by 

Q = QI + Q2' (A9) 

Its eigenvalue Q HW for the highest weight A represented by 
the pair of Young tableaux (X, Y) is then given from (A3), 
(A 7), and (A9) by 

1 n 1 m 

QHW = - Ixs + - IYt. (AW) 
n I m I 

This expression allows us to compute the last Kac-Dynkin 
parameter an using Eqs. (2), (A2), (A6), and (AW) we get 

an=xn+YI' (All) 

Taking into account the relations (A4), (AS), and (A9) we 
immediately see that the unequivalent irreducible represen
tations ofU(n) ® U(m) 

{XI + a,x2 + a, ... , Xn + aJ X {YI -a'Y2 -a,···,Ym -aJ, 
where a is any algebraic integer are equivalent irreducible 
representations of SU(n) ® SU(m) ® U(l). Therefore, the 
pairs of Young tableaux (X, Y) for which the parametersx's 
andy's satisfy the relations (A2), (A6), and (All) are all asso
ciated to the same highest weight A and we get a one-param
eter family Y A of equivalent pairs of Young tableaux. 

The problem of determining which pair of this family is 
associated to a supertableau T of highest weight A is then 
solved by reducing the supertableau T with respect to the 
subgroup SU(n) ® SU(m) ® U(l). For details concerning the 
Young tableaux of unitary groups see Ref. S. 

APPENDIX B: LIMITS ON THE SIZE OF 
SUPERTABLEAUX 

Let us first consider as in I the simple case of the super
group SU(nll). The constraints Co ofEq. (14) reduce to 

c1 + c2';;;n, C2 + cl.;;;n. (B1) 

We want to show that the dimension of the supertableau 
vanishes when the constraint (B1) are just violated and for 
that purpose we consider a four-column supertableau T as 
follows: 

1873 

C1 = J it c2 = n + 1 - J I , 

C2 = J2, ci = n + 1 - J2, 
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(B2) 

with 1 .;;;JI ';;;n, 1.;;;J2 .;;;n. The dimension of T is given by a 
4 X 4 determinant (see Ref. 6): 

an+ I-J, an + 2 - J2 aJ,-2 aJ2 -3 

D= 
an _ J, an + I-J2 aJ,_1 aJ2 -2. 

(B3) 
an _ 1_ J, an_ J, aJ, aJ2 - 1 

an - 2- J, an - 1- J2 aJ,+1 aJ2 

where aJ is the dimension of a supertableau of class one of 
SU(n 11) with J boxes in one column. This dimension aJ is 
defined by a contour integral6 

a
J 
=_1_1,~ (1 +zt. 

2i1rJ zJ+11-z 
(B4) 

The computation of the dimensions aJ is made by using the 
recurrence relation 

1 f dz a -a =- 1 zn 
J J-J 2' ~+), 

11r Z 
(BS) 

and the result of this last contour integral is 

aJ - aJ _ 1 = C~, for O.;;;J';;;n, 

aJ -aJ _ J =0, for n + l.;;;J, 
(B6) 

where the binomial coefficients C~ are given, as usual, by 

C~ = n!/J!(n - J)!' (B7) 

The results for aJ are then 

{

o, for J <0, 

aJ = * C!, for O.;;;J.;;;n, 

2n, for n.;;;J. 

(BS) 

By using the symmetry relation C! = C ~ - k which is ob
vious on Eq. (B7) it is straightforward to get the interesting 
result 

(B9) 

It follows that all the elements of the column sum of the 
columns 1 and 3 of D are equal to 2n and all the elements of 
the column sum of the columns 2 and 4 of D are also equal to 
2n 

• As a trivial consequence the determinant D vanishes. 
We now extend these considerations to the supergroup 

SU(nlm). We consider a supertableau T with 2(m + 1) co
lumnsjust violating the constraints Co ofEq. (14) 

Ck=Jk, ck=n+I-Jm + 2_ k, k=1,2, ... ,m+1. 
(BW) 

The dimension of the supertableau T is computed with a 
(2m + I)X(2m + 1) determinant D whose elements aJ are 
given by the contour integral 6 

1 1, dz (1 + z)" (Bll) 
aj = 2i1r J zJ+ I (l-z)m' 

The quantity aJ is the dimension of a supertableau of class 
one of SU(mlm) with J boxes in one column and it can be 
computed by using a recurrence formula which now takes 
the form 
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m 

2) - )kC~aJ_k = C~, for ° <,J<:, n, 
o 

(BI2) 
m 

L (- )kC~aJ_k = 0, for n + I<:,J. 
o 

Of course, as previously, aJ = ° for J < 0. By using again the 
symmetry relation C~ = C~-J and by combining properly 
the row and column elements of the determinant D as indi
cated in Eqs. (BI2) we obtain the vanishing of the determi
nantD. 

APPENDIX C: HIGHEST WEIGHT OF THE 
SUPERTABLEAUX OF SU(nlm) 

We first consider the purely covariant supertableaux. 
The legality condition bn + I <:,m found in Ref. 2 is simply the 
a = ° constraint Bo and therefore these supertableaux be
long to one of the classes T~ with O<:,K<:,m. More precisely 
the parameter K is determined by 

cK>n + 1, cK+ I <:,n. 

The determination of the highest weight of a purely covar
iant supertableau has been made by Bars, Morel, and Ruegg2 

and their result is a pair of Young tableaux (X, Y) defined by 

Xs = bs ' s = I,2, ... ,n, (CI) 

(C2) y, = C, - n, t = I,2, ... ,K, 

y, = 0,· t = k + I, ... ,m. (C3) 

The extension of this result to the mixed supertableaux of the 
class T~ is straightforward. To the n covariant rows and K 
covariant columns of Twe may add, at most m - K contra
variant rows in the Young tableau Ywith Eq. (C3) replaced 
by 

y, = -cm + I _" t=K + I, ... ,m. (C4) 

It is clear that the legality of the Young tableau Y is de
stroyed if we add to T a number of contravariant columns 
larger than m - K. 

The case of purely contravariant supertableaux has also 
been treated in Ref. 2. The legality condition cm + I <:,n is 
simply the /3 = ° constraint Co. Therefore K = ° and these 
supertableaux belong to one of the classes T~ with J deter
mined by 

bJ>m + 1, bJ+ I <:,m. 

The determination of the highest weight of a purely contra
variant supertableau leads to a pair of Young tableau (X, Y) 
defined by2 

Xs = 0, s = I,2, ... ,n - J, (C5) 

xs=m-bn _ s+ l , s=n-J+l, ... ,n, (C6) 

Yt = - cm + 1-" t = 1,2, ... ,m. (C7) 

The extension of this result to the mixed supertableaux of the 
class T~ is straightforward. To the m contravariant columns 
and J contravariant rows of T we may add, at most, n - J 
covariant rows and these covariant rows will appear as co
variant rows in the Young tableau X with Eq. (Cl) replaced 
by 

Xs = bs' s = 1,2, ... ,n - J. (C8) 
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Again the legality of the Young tableau X is destroyed if we 
add to T a number of covariant rows larger than n - J. 

Let us now study a supertableau Tofthe class T': with n 
contravariant rows and m covariant columns. The contra
gradient supertableau T has n covariant rows and m contra
variant columns and it belongs to the class Tg. We have the 
relations of contragradience 

bs(T) = bs(T), s = I,2, ... ,n, 

c,(T) = Ct(T), t = 1,2, ... ,m. 

The highest weight of a supertableau of the class T g has been 
previously determined in the Appendix. The pair of Young 
tableaux (X, Y) associated to the highest weight A ofT has its 
parameters given by Eqs. (C4) and (C8) 

X::::}xs = bs(T), s = 1,2, ... ,n, 
(C9) 

T::::}Yt = -cm+I_,(T), t= 1,2, ... ,m. 

The contragradient weight of the highest weight A of the 
supertableau Tis the lowest weightAo of the supertableau T 
by contragradience 

Xs::::} -Xn + l _ s' Yt::::} -Yn+I-" 

and the pair of Young tableaux (Xo, Yo) describing the lowest 
weight Ao of T have their parameters given, from (C9), by 

XAXs = - bn+ l-s(T), S = 1,2, ... ,n, 
Yo::::} y, = Ct(T), t = 1,2, ... ,m. 

(ClO) 

The highest weight A of the supertableau Tis now construct
ed from its lowest weightAo by the usual procedure of trans
fer to boxes between the SU(n) and SU(m) parts. Both super
tableaux T and T satisfy the result of Sec. III and then the 
transfer is maximal, e.g., the two extreme levels in Q, Q HW 

and QLW, have the same SU(n) ® SU(m) component and the 
separation formula (11) holds: 

QLW = QHW + n - m. 

As a consequence the pairs ofY oung tableaux (X, Y) for the 
highest weight A and (Xo' Yo) for the lowest weight Ao are 
simply related by 

X=Xo® (m,m, ... ,mj, in U(n), 

Y= Yo® ( - n, - n, ... , - nj, in U(m), 
(Cll) 

where the right factors in Eq. (ClI) are, respectively, a SU(n) 
singlet and a SU(m) singlet. We then obtain the parameters 
of the highest weight A of a supertableau of class T ': 

X::::}X =m-b s-12 n s n+l-s' -, , ... , , 

Y::::} Yt = Ct - n, t = 1,2, ... ,m. 
(eI2) 

Consider now the general case of a supertableau T of 
class Tf with J> 1, K> 1 as represented in Fig. 1. Using the 
results (Cl HC8) we cut the covariant part of T at the row n 
and its contravariant part at the column m. We then obtain 
the two tableaux N and M respectively associated to the 
SU(n) and to the SU(m) parts as shown in Fig. 2. The integers 
j and k used in Fig. 2 are defined by 

bj - m>O, bJ+ I - m <0, 0<J<J, 

Ck - n>O, ck+ I - n <0, O<k<K. 

The tableau N(M) is not a legal Young tableau of SU(n) 
[SU(m)] because it contains more than n(m) rows. In order to 
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FIG. 1. General mixed supertableau T. 

obtain the Young tableaux X and Y describing the highest 
weight of T we must modify Nand M by transferring boxes 
and annihilating covariant and contravariant boxes. Two 
possibilities exist: (i) annihilate covariant and contravariant 
boxes in N and in M independently; and (ii) transfer boxes 
from N (M) toM (N) and annihilate covariant and contravar
iant boxes. We have just studied the particular case J = n 
K = m by an independent technique. The lesson contained 
in the final result (CI2), is that the second procedure is the 
correct one when applied to the subtableaux A and B of N 
and M represented in Fig. 3. The supertableaux A and Bare 
located within two rectangles whose sides have the lengthsJ 
and K. The transfer of boxes and the annihilation of covar
iant and contravariant boxes has to be made in such a way as 
to respect the supersymmetrization of rows and columns. 
More precisely the covariant box belonging to the row u and 
the column v is annihilated by the contravariant box belong
ing to the row n + I - v and the column m + 1 - u with 

n + 1 - J<.u<.n, 1 <v<.K, 

and such an annihilation occurs when and only when both 
boxes in the subtableaux Nand M exist. 

The result is two subtableauxA of A andB of B as shown 
in Fig. 4, and the two Young tableaux X and Y representing 
the highest weight of Tare given in Fig. 5. The consistency of 
this procedure is insured by the positivity constraints on the 
length of the rows and columns of T. By definition of J the J 
first constraints Bo are not satisfied and therefore 

bs>m-bn+t _ s, forn-J+l<.s<n. 

Equivalently, by definition of K theK first constraints Co are 
not satisfied and, as a consequence of Lemma II, the K first 
contraints Clare not satisfied and therefore 

ct>n -Cm+l-t> for m -K + l<.t<m. 

l 
I • I 

l{ . . .. I 

N M 

FIG. 2. Tableaux Nand M. 
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K J 

[IE fillI]. . . . . K 
I J : 
r '" __ 

FIG. 3. Supertableaux A and B. , , 
-- -' 

A B 

Finally the coordinates xs and Y t of the Young tableaux X 
and Yof Fig. 9 are simply given by 

xs = bs, s = 1,2, ... ,n - J, 
X=> - (C13) 

xs=m-bm+1_ s, s=n-J+I, ... ,n; 

t = 1,2, ... ,k, y, =Ct -n, 
Y=> -

y, = -cm+1- t, t=k+ 1, ... ,m, 
(CI4) 

It is now straightforward to check that the formulas (C13) 
and (CI4) contain, as particular cases, those obtained earlier 
in this Appendix. 

APPENDIX D: THE SUPERTABLEAUX OF 51 ARE 
ATYPICAL 

The supertableau T of the class Tf is assumed to belong 
to the set St and therefore it satisfies the following inequal
ities of Bl and C 1: 

bJ+t +bn_J>m, 

bj , + bn _ j, + 1 >m, 

bh + t + bn _ j, + 1 <.m - 1, 

CK + 1 + Cm - K + t >n, 

Ck , + Cm _ k, + t >n, 

Ck, + 1 + Cm_ k, <.n - 1. 

(Dl) 

(D2) 

On the other hand, the supertableau T satisfies the inequal
ities (19) and in particular 

bn -h >bn _J>K, for jl>J, 

Cm_k,>Cm_K>J, for k1>K. 

Using the constraint a = jl of Bl we get 

bh + t <.m - 1 - K, or equivalently cm _ K ~t' 

and from the constraint P = kl of CJ we obtain 

(D3) 

(D4) 

ck, + t <n - 1 - J, or equivalently bn _J<k1. (D5) 

We then associate one equation a of (D 1) with J <a ~ t - 1 
and the equation P = kJ of (D2) and we derive a sequence of 
inequalities: 

bn _ a <.kJ with a of (Dl) implies 

ba + 1 >m - kl or Cm _ k, >a + 1, 

Cm _ k, >a + 1 with P of (D2) implies 

ck,+t<.n-a-20rbn_ a _ 1<.k1· 

A B 
FIG. 4. Subtableaux A and B after the annihilation 
of boxes. 
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JI 
x y 

FIG. 5. Young tableaux X and YofthehighestweightA. 

The first inequality for a = J is just the result (05) and for 
a =jl - 1 we obtain 

(06) 

We then proceed in an analogous way associating one equa
tionpof(02) K<P<kl - 1 and the equation a =jl of(OI) 
and we derive a second sequence of inequalities: 

Cm_p<.il withP of (02) implies 

cp+ 1 >n - jl or bn -h >P + 1, 

bn-h>P + 1 with a =jl of(OI) implies 

bh + l<m-p-20rcm_p_I<.iI· 

The first inequality for {3 = K is just the result (04) and for 
{3 = kl - 1 we obtain 

bn -h >kl, cm _ k, <.il· (07) 

Combining now the result (06) and (07) we get the solution 

(08) 

The values of the parameters Xn and YI are now computed 
from Eqs. (27) and (28), 

h 
Xn = kl - Ian- r , 

1 

k, 

YI = -jl + Ian + r , 

1 

(09) 

and the Kac-Oynkin parameter an takes the atypical value 

(010) 

APPENDIX E: ATYPICITY OF THE SUPERTABLEAUX OF 
5, 

We consider a supertableau T of the class Tf and we 
assume that Tbelongs to the set S/ with 2<J<L (J, K). Be
cause of the inclusion relation (15) we have 

TeS)., for A. = 0,1, ... ,/. 

In particular T e S 1 and from Theorem I discussed in the 
previous Appendix T is atypical with the relations 

(E1) 

leading to 

We first derive the consequence of the assumption T e S2. 
We have two sets of constraints B2 and C2 analogous to the 
sets (01) and (02) considered in the Appendix 0: 
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bh + bn-h>m - 1, 

bh +1 +bn_h _ l <m-2; 

Ck, + 1 + cm _ k,-I >n - 1, 

Ck2 +cm- k2 >n -1, 

Ck2 + 1 + cm _ k2 -I <n - 2. 

We use the inequalities (19) in the form 

bn-h-I>bn-h =kl, forj2>jl' 

Cm-k2 -1 >Cm_k, =jl' for k2>kl· 

(E2) 

(E3) 

(E4) 

Taking into account the constraint a = j2 of (E2) and the 
constraint {3 = k2 (E3) we obtain 

(E5) 

Now the method is the same as in Appendix o. We associate 
one equation a of (E2) with jl <a<.i2 - 1 and the equation 
P = k2 of (E3) and we derive a sequence of inequalities end
ing with 

(E6) 

We then associate one equation{3of(E3) with kl<P<k2 - 1 
and the equation a = j2 of (E2) and we obtain the final in
equalities 

bn- h _ l >k2, Cm- k2 - 1<.i2· (E7) 

The common solution of (E6) and (E7) is then 

(E8) 

and we get a second expression for the parameter Xn andYI' 
h+1 k,+1 

Xn = k2 - I an - r' YI = - j2 + I an +" 
1 1 

(E9) 

and the Kac-Oynkin parameter an , 

(EIO) 

We then have a degeneracy {j = 2 for the atypical value of an , 

Ahk, =Ah+lk2+1' 

and comparing Eqs. (09) and (E9) we obtain 

h+ 1 

I an_ r = k2 - k l, 
h+1 

k2 + 1 

I an+r =j2 -jl· 
k,+ 1 

(Ell) 

(E12) 

Equations (EI2) are a minimal realization of the degeneracy 
{j = 2 associated to Eq. (Ell). 

The general proof continue in the same way for T e S3 
up to T e Sf. At the step T e S). we freeze one row parameter 
and one column parameter and we can derive two relations 
analogous to (EI2) which are again a minimal realization for 
a degeneracy {j = 2. 

The conditions 

bn-h.-;"+I =k;.., cm_k,,_).+1 =j). 

imply for Xn andYI the values 

F. Oelduc and M. Gourdin 
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h+,t-I 
Xn =k,t - L an_ r, 

I 

kA+,t-1 
YI = -j,t + L an+r, 

I 

(EI4) 

and a new expression ofthe Kac-Dynkin parameter an is 

an =Ah+,t-IkA+,t-I' 

The degeneracy equality 

Ah _I+,t-2kA_I +,t-2 =Ah+,t-IkA+,t-1 

is satisfied with the minimal realization 

h+,t-I 
L an_r=k,t-k,t_I' 

h_I+,t-1 
kA+,t-1 

L an+r=j,t-j,t-I' 
kA_ 1 +,t-I 

(EI5) 

(EI6) 

(EI7) 

APPENDIX F: IRREDUCTIBILITY OF THE ATYPICAL 
SUPERTABLEAUX WITH A DEGENERACY 8 = 1 

We study the supertensor associated to a supertableau 
for which the highest weight A is atypical and nondegenerate 
D = 1. The problem is to recognize if this supertensor is an 
irreducible representation of SU(nlm) or if it is a part of a 
nonfully reducible representation in which case a second 
highest weight is present in the representation. We then con
struct this second highest weight in order to see when it dis
appears. 

Before proceeding let us be reminded of some useful 
features of the Lie superalgebra of the superunitary groups. 
The notations used are those of Ref. 2. 

The operators of the bosonic sector of the superalgebra 
corresponding to simple positive and negative roots are 

P/ =El+ I, P I- =El+ I, 

1= I,2, ... ,n - 1, n + I, ... ,n + m - 1. 

The operators of the fermionic sector associated to positive 
and negative roots are 

/ n + kEn + k /j Ej 
j = j , n+k = n+k, 

j = I,2, ... ,n, k = 1,2, ... ,m. 
The Cartan subalgebra operators are defined by 

HI = El- El! 1, 1= I,2, ... n - 1, n + 1, ... ,n + m - 1, 

H n =E~ +E~!l. 
The highest weight A is an eigenvector of the Cartan opera
tors with, as eigenValues, the Kac-Dynkin parameters ai' 

HilA) = aliA), 1= I,2, ... ,n + m - 1, 

and it satisfies the constraints 

P / IA ) = 0, 1= 1, ... ,n - 1, n + I, ... ,n + m - 1, 

/~+IIA) =0. (Fl) 

We start with the simple case of the supergroup SU(n 11) 
and this subsection is an Appendix of I. Let us first define a 
set of n vectors IA j ) by the application oflowering fermionic 
operators to the highest weight A, 

IA) / n-j/n-j+1 /n IA) j = n+1 n+1 ... n+1 , j= O,I, ... ,n - 1. 
(F2) 
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We now introduce the n vectors 

In) - / n + I n + I / n + I IA) ~~j - n nn_I'" n-j+1 j' j = O,I, ... ,n - 1, 
(F3) 

and we compute the action of the raising operators P 1+ and 
/ ~ + I by using the commutation relations of the superalge
bra and the property (Fl) of the highest weight. The result is 

p/lnj ) =Dln_j(an -Aj)lnj _ I ), j= 1,2, ... ,n-l, 
(F4) 

/~ + lin) = Dpan IA ), 

where Aj is the atypical value Ap defined in Eq. (3). If the 
representation is typical all the vectors Inj ) are nonzero. 

We suppose the representation to be atypical with 
an = Aj • Ifit is irreducible we have no second highest weight 
and 

Inj ) =0. (F5) 

We then introduce the vectors 

In(P)=/n+I ... P ... /n+IIIA.) 
J n P n-J+ }, 

p=n-j+l, ... ,n, (F6) 

where the sign ....... on the operator /; + I indicates that this 
operator is missing in the product. The action of the raising 
operators P 1+ and / ~ + I is computed as previously and we 
find 

P / In (Jl) = Dip In 'I + 1), P = n - j + 1, .. . ,n - 1, 

/~+llnJ') =onplnj ). (F7) 

By assumption there is no other highest weight in the repre
sentation besides IA) and as a consequence the vectors 
In 'I) must vanish: 

In 'I) = 0, p = n - j + 1, ... ,n - 1. (FS) 

Iterating the procedure we can prove the vanishing of all the 
vectors of the form 

.--..... ......--
In (PI"'P,) = /n + 1 ... /" + 1 ... /" + I ... /n + I lin.) = 0 (F9) 

} n PI p, n -} + } . 

The only possible solution to the full set of equations (F5), 
(FS), and (F9) is 

IAj) = O. (FlO) 

We then obtain a necessary condition for the atypical repre
sentation of highest weight A and atypicity an = Aj to be 
irreducible. 

Let us apply condition (FlO) to the atypical supertab
leaux of SU(n 11). The supertableaux of the class Li I have 
C I + C I <n - 1 and we callj the smallest value of a for which 
one constraint B I is satisfied: 

bj+ I + bn _ j = O. 

Therefore bj ;;d, ci = j, and C I <n - j - 1. 

The highest weight A of the supertableau is associated to 
the point P of coordinates 

Xs = bs , s = 1, ... ,n - j - 1, 

P 
X n _ j = 0, 

s=n -j+ 1, ... n 

YI = -c i = -j, 
and the parameter an has the atypical value an = Aj . 
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The vector A j _ 1 is obtained from the highest weight 
after the transfer ofthej controvariant boxes of they part to 
the x part and the coordinates of the point 1>; _ I associated to 
A j _ I are simply 

x. = b., 

x n _ j =0, 

x. = -bn + I _., 

YI=O. 

s= I, ... ,n -j-l, 

s=n-j+I, ... ,n 

An additional transfer is not possible and we get the vanish
ingof IA): 

IAj) = I::;:~ IAj _ l ) = O. 

For the supertableaux of the class..:1o which are atypical we 
have cl + cl>n + I as shown in I and the relation (FlO) is 
not satisfied. 

As an example consider the mixed supertableau T, 

93· 
It satisifes an = 0 and the SU(2) ® U(I) content of the 

first highest weight A is 

(8,8l. 

The vector lAo) = IJIA) represented by 

is nonzero and it is a second highest weight. 
We proceed in an analogous way for the general case of 

the SU(nlm) supergroup. The algebra has been previously 
defined and we introduce the vectors 

(Fll) 

and 

(FI2) 

for j = O,I, ... ,n - I and k = O,I, ... ,m - I and 
(s', t '):;6 n - j, n + k + 1. The action of the creation opera
tors on the vectors IJJjk ) is now given by 

k'=k 

P/IJJjk ) = {)i- j II (an -Ajk·)lJJj_lk) 
k'=O 

/=j 

-{)i+ k II (an -A/k)IJJjk _ I ), (F13) 
/=0 

I: + Ilfljk ) = {)jO{)kOan IA ), 

where the Ajk's are the atypical values defined in Eq. (3). If 
the representation is typical all the vectors IJJjk ) are non
zero. If the representation is atypical with an = Ajk the vec
tor IJJjk ) is either zero or a second highest weight. Therefore 
for an irreducible representation IJJjk ) = O. 

Proceedings as in the SU(n II) case one can show that 
any vector deduced from IJJjk ) by suppressing any number 
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offermionic raising operators must also vanish and the final 
condition is 

(FI4) 

APPENDIX G: GENERALIZED SUPERTABLEAUX 

We first consider a supertableau T of the class..:1 0 with n 
rows and m columns as discussed in Sec. III. In general, Tis 
typical and irreducible but it may accidentally become atypi
cal when some specific relation between one row parameter 
bj (bj ) and one column parameter Ck (Ck) is satisfied. Of 
course such a situation affects only mixed supertableaux. 
Consider a particular relation of atypicity 

bj - ck = njk , (GI) 

and suppose that the supertableau T of the class..:1o is typical 
and such that 

bj - ck = njk - 1. 

In the tensor product of Tby the fundamental one covariant 
box supertableau F we have in general two supertableaux TI 
and T2 and two supertableaux only such that 

for T I , b j = bj + I and all other parameters as in T, 

for T 2> cle = C k - I and all other parameters as in T. 

It is clear that for TI and T2 the constraint (GI) is fulfilled 
and both supertableaux are atypical. We describe this result 
as the pair production of atypical supertableaux. 

In the particular situations for the supertableau T 

lb. I =b'l IT I _' - _ .:. the supertableau TI does not exist. 
Ck+1 -Ck 2 

However it can be proven that even in these cases a second 
supertableau becomes atypical in the product T ® F with a 
different atypicity constraint. As discussed in I the supertab
leaux TI and T2 do not have, in general, an individual exis
tence and only the consideration of the pair (TI , T2) makes 
sense. This pair by definition is a two-generalized supertab
leau and it describes a nonfully reducible representation of 
SU(nlm). 

If the supertableau T is chosen in such a way that the 
same procedure can be repeated for a different atypicity rela
tion we can construct two supertableaux TIl and TI2 from TI 
and two supertableaux T21 and T22 from T2• These four su
pertableaux are atypical with a degeneracy of atypicity 
{) = 2. Only the consideration of the quartet (Til> T 12, Tw 
T22 ) makes sense and by definition this collection is a four
generalized supertableau and it describes a nonfully reduc
ible representation of SU(n 1m). 

Such a construction can be made for all subsets of atypi
cal relations (G I). The full set of atypical relations has obvi
ously the dimension L and therefore we can obtain collec
tions of 2P atypical supertableaux with degeneracy of 
atypicity {) = p as long as p<..L. This collection is ap-general
ized supertableau and we have 

p = 28
, with 1 <..l)<..L. (G2) 

The extension of these considerations to the atypical 
supertableaux of the class..:11 for 1 <..I<..L - 1 is straightfor
ward. The original supertableau is an atypical irreducible 
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supertableau of the class A I whose highest weight has a de
generacy of atypicity 8 = I. Therefore I atypical relations of 
the type (GI) have already been used and we have at our 
disposal only (L - I) independent atypical relations. We then 
use the same method of construction as previously and we 
get p-generalized supertableaux of the class A I with p now 
given by 

(G3) 
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A semidirect product of Schwartz' space functions on R3 and the group of diffeomorphisms of R3 
can describe quantum-mechanical systems. We interpret a class of continuous unitary 
representations of this group, characterized by multipole moments, as describing tightly bound 
composite particles. 

I. INTRODUCTION1-4 

Nonrelativistic quantum theory may be described by 
means of unitary representations of the group of diffeomor
phisms ofR3. In such a representation, the self-adjoint gen
erators form a Lie algebra oflocal currents, indexed by vec
tor fields on R3. In this paper, we examine representations of 
the local current algebra which are inequivalent to the N
particle representations previously studied, and which de
scribe tightly bound composite particles. 

At a fixed time t, the charge density pIx) and the momen
tum density J(x) are operator-valued distributions. That is, 
the averaged currents p(f) = fp(x)f(x)d 3X and J (g) 
= f J(x) • g(x)d 3X are self-adjoint operators in a Hilbert 

space K, wheref and the components of g are C co functions 
of rapid decrease on R3 (Schwartz' space functions). These 
operators satisfy the equal-time commutation relations (with 
Ii = 1) 

[p(fd,p(h)] = 0, 

[p(f), J(g)] = ip(g • Vf), 

[J(gl)' J(gz)] = iJ(gz' Vg I - gl • Vgz), 

(1) 

(2) 

(3) 

where gz • Vg I - gl • Vg2 is the Lie bracket [gl' gz] of the 
vector fields gl and g2' Thus Eqs. (1)-(3) represent the Lie 
algebra of C co scalars and vector fields on R3 by self-adjoint 
operators. 

The associated one-parameter unitary groups are U (sf) 
= exp[isp(f)] and V(<<I»:) = exp[isJ(g)], where sER and «1»:: 

R3 ~ R3 is the flow generated by g; i.e., as«l»: = g0«l»: and 
«I»:=o(x) = x. The operators U(f)v(<<I») representthe semidir
ect product group .Y 1\ %, where.Y is Schwartz' space un
der addition, % is the group of C co diffeomorphisms which 
rapidly tend to the identity at infinity, and the group law is 
given by 

(fl' «I»d(h, «1»2) = U; + f20¢ I' «1»2°«1»1)' (4) 

The representations ofEq. (1)-(3) that we study are obtained 
from continuous unitary representations of.Y 1\ %. 

In Sec. II we present explicit representations which we 
interpret as describing systems of composite particles having 
an internal degree of freedom, the dipole moment. Section 
III introduces representations describing quadrupole parti
cles and explains their interpretation as describing compos-

ite systems, concluding with a brief discussion of higher mul
tipole representations. In Sec. IV, we elaborate further on 
our interpretation of these representations as describing kin
ematically bound particles. 

II. REPRESENTATIONS DESCRIBING DIPOLE 
PARTICLES 

First we consider a single dipole particle. Let K be the 
Hilbert space of square integrable functions tP(x,i..) with re
spect to Lebesgue measure on (x,i..) space. We think ofx as 
the position coordinate, and i.. as the dipole moment co
ordinate. The group representation is defined for 
(/.«1») E .Y 1\ % by 

(U(f)tP)(x,i..) = exp[ii..· (Vf)(x)]tP(x,i..), (5) 

(v(<<I»)tP)(x,i..) = tP(<<I»(x),/.(x)i..)det/.(x), (6) 

where /.(x) is the Jacobian matrix of «I» at x, and i..' 
= /. (x)i.. is given by (A ')k = (aj </> k )(xjA. j, summation over 

repeated indices being assumed. One can verify directly that 
Eqs. (5) and (6) provide a representation ofEq. (4). Because 
(x,i..) space is a single orbit under %, this representation is 
irreducible. 

The representation of the current algebra, Eqs. (1)-(3), is 
easily found using p(f)tP = i-I as U (sf)tPl s = 0 and J (g)tP 
= i-I as V(<<I»:)tPls=o' We obtain 

(P(f)tP)(x,i..) = [i.. • (Vf)(x)]tP(x,i..), (7) 

(J(g)tP)(x,i..) = (l/2i)[g(x)' V + V· g(x)]tP(x,i..) 

+ (a.5 )(x)- A'-,.k l[.a 
, 2; aA k 

+-A' ·t.lxi..). a 'J aA k 'PI' 
(8) 

In Eq. (8), the derivatives act on all quantities to their right. 
To interpret this representation, consider two ordinary 

particles of equal and opposite charge q. The two-particle 
representation of .Y 1\ % is given by2 

(U (f)cI> )(xl,xz) = exp{ iq[f(x l ) - f(x2 )] J cI> (X l ,X2), (9) 

(V (<<I»)cI> )(xl,XZ) = cI> («I»(xl),<<I»(X2)) 

X [det/.(xl)det/.(xzW12
, (10) 
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where tP is a square-integrable function of the particle co
ordinates (x t,x2). Suppose that the particle separation is 
small so thatf(x) varies slowly between Xt and x2; that is, 
suppose that tP (xt,x2) = 0, unless Xt and X2 are close in this 
sense. Then from Eq. (9), 

(P(f)tP )(xt,x2) = q[f(xtl- f(X2)]tP (x\Jx2) 

:::: [A' (Vf)(x)]tP (x t ,x2), (11) 

whereA = q(Xt - x2) and x = ~(Xt + x2). Thus we obtain Eq. 
(7) in this approximation, with tP(x,A) = tP (x t,x2). Similarly, 
we have for small particle separations, ifJ (xt) - ifJ (x2):::: /.,. (x) 
[Xt - x2]. Then from Eq. (10), 

(V(eft)",)(x,A) = "'(Heft(xt) + eft(x2)] , q[eft(xtl- eft(x2)]) 

• [det/<I>(xt)det/.,.(x2W/2 

::::tP(eft(x), /<1> (x)A)det /<1> (x), (12) 

thus approximating Eq. (6). We see that for any particular 
choice (/.eft), the dipole representation U(f)V(eft) ofEqs. (5) 
and (6) approximates the two-particle representation for 
wave functions describing sufficiently tightly bound parti
cles. However, the dipole representation and the two-parti
cle representation of the local currents are unitarily inequi
valent, and thus describe physically distinct systems. 

Note that the dipole moment variable A is here a contin
uous parameter, ranging over R3

" { o}. The wave function 
tP(x,A) may be thought of as a probability amplitude for find
ing a neutral particle at x with dipole moment A. In a station
ary state with no external fields, the expectation value of A 
will be zero. 

We can easily generalize Eqs. (5) and (6) to representa
tions of Y /\ % describing N identical dipole particles, by 
taking symmetric or antisymmetric tensor products. We ob
tain 

[U(f)",](xt,At;··· ;xN,AN) 

= exp[ijttAj' (Vf)(Xj)]tP(Xt,At; ... ;xN,AN), (13) 

[V(eft)'" ](xt,At; ... ;xN,AN) 

= "'(eft(xt),/.,. (xtlAt; ... ;eft(xN )'/'" (XN )AN) 
N 

X IT det/<I>(xj ), (14) 
j=t 

where", is either totally symmetric or antisymmetric under 
exchanges (x,;,Aj ) - (xk,Ak)' Both the position and dipole 
moment coordinates must be exchanged in defining the sym
metry of "'; thus A acts like an internal degree offreedom of a 
composite particle. 

Representations of Y /\ % can also describe particles 
having a fixed net charge e as well as a variable dipole mo
ment. One simply takes 

(U(f)",)(x,A) = exp[ief(x) + iA' (Vf)(x)]",(x,A), (15) 

with V(eft) as in Eq. (6). Now the charge density operator 
becomes pif) = ef(x) + A . (Vf)(x) in the single-particle 
representation, with the obvious generalization to N parti
cles. 
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III. QUADRUPOLE AND HIGHER MUL TIPOLE 
PARTICLES 

A quadrupole particle may be represented in the Hilbert 
space off unctions ",(x,A,Q ), square integrable with respect to 
a measure v, where x is the particle coordinate, A is the di
pole moment vector, and the 3 X 3 quadrupole matrix Q is a 
symmetric tensor. (Unlike the standard quadrupole matrix, 
Q is not required here to be traceless.) For a diffeomorphism 
cfte%, we have the transformation eft: (x,A,Q) - (x',A',Q') 
given by 

x' = eft(x), (16) 

(A ')k = (ajifJ k)(X),JJ + !Qmn(am anifJ k)(X), (17) 

(Q 'tn = (ajifJ m)(x)(akifJ n)(x)Qjk. (IS) 

Note that if Q = 0, Eqs. (16)-(IS) reduce to the transforma
tion law eft: (x,A) - (x' ,A') for a dipole particle. 

The action ofthe group Y /\ % is given by 

(U (f)",)(x,A,Q) = exp [iA j(aj')(x) 

+ (i/2)Qmn(am aJ)(x)]tP(x,A,Q), 

(19) 

[ 
dv' ] 1/2 

(V(eft)",)(x,A,Q) = tP(x',A',Q') dv (x,A,Q) , (20) 

where v' is the transformed measure, and dv'/dv is the Ra
don-Nikodym derivative of v' with respect to v. Thus v' and 
v are required to have the same measure zero sets for all 
efte%; i.e., v is quasi-invariant under the action of %. Since 
(x,A,Q) space is finite dimensional, v can be chosen to be a 
Lebesgue measure. One can verify directly that Eqs. (19) and 
(20) provide a representation satisfying Eq. (4). 

In general, the representation given by Eqs. (19) and (20) 
may have nontrivial invariant subspaces, and thus be reduc
ible. To decompose it into irreducible representations, we 
need to consider the orbit structure under % of the space 
{ x,A,Q }, which is a 12-dimensional manifold. For any fixed 
Q #0, it is easy to see that % acts transitively on x and A, as 
follows. Given (x,A,Q) and arbitrary x', choose eft so that 
x' = eft(x), while /<1> is the identity matrix in a neighborhood 
of x; a "local translation" accomplishes this. Thus eft: 
(x,A,Q) - (x',A,Q). Likewise, given (x,A,Q ) and arbitrary A', 
choose a coordinate system in which Q is diagonal and 
Q tt # 0; then choose eft so that eft(x) = x, /.,. (x) = /, and 
(aiifJ) (x) = (Q l1)-t(A' - A), with all other second deriva
tives vanishing at x. Then we obtain Q mn(am an ifJ k) 
X (x) = (A ,)k - A k, and eft: (x,A,Q) _ (x,A',Q). 

Thus it remains only to describe the orbit structure of 
the six-dimensional manifold of Q 's, which is summarized in 
the following theorem. 

Theorem 1: The manifold !!2 of nonzero 3 X 3 symmet
ric real matrices is partitioned into mutually disjoint orbits 
under the action of the diffeomorphism group % given by 
Eq. (IS), according to the signs ofthe eigenvalues ofthe ma
trices. That is, two elements of!!2 are in the same orbit if and 
only if they have the same number of positive, negative, and 
zero eigenvalues. 

Proof: First we show that / .,. (x) can always be written 
as a dilation followed by a rotation, or equally well as a rota
tion followed by a dilation. The most general dilation is of 
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the form R -ID+R, whereReSO(3)andD+ is diagonal with 
positive entries, i.e., R chooses a coordinate frame in which 
the axes are each dilated. Thus we shall show that / '" (x) has 

,the form RID+R2 for R I,R2eSO(3). Letting A = /",(x)' 
XI'", (x), we have that A ' = A. Also, A is positive definite: 
for any veR3, (v.Av) = (I'", (x)v'/'"(x)v)>0 since 
det / '" (x) ;60. Hence, A has the form R 2- ID 2+ R2 for some 
R2eSO(3) and some D 2+ diagonal and positive definite. Now 
let K = /",(x)R 2-ID ~ IR2. It is straightforward to show 
thatK'K = I using the factthat R ~ = R 2- 1

• Thus KeSO(3), 
and / '" (x) = KR 2- ID +R2 = RID +R2 as desired. 

Next, we show that D+QD+ has eigenvalues with the 
samesignsasQ. LetD+(t) = 1+ (D+ - /)t,fort = [0,1). Let 
the eigenvalues of Q be (a I,a2,a3), some of which may be 
zero. Then the eigenvalues (a I"a2"a3,) of D+(t )QD+(t) are 
continuous functions of t, and equal (a l ,a2,a3) when t = O. 
Let 1f, be the subspace ofR3 on whichD +(t )QD +(t) vanishes, 
and 1fo the subspace on which Q vanishes. It is easy to see that 
D +(t): 1f, -1fo and D +(t)-1: 1fo -1f,; thus dim 1fo 
= dim 1f" for all t. Hence, sgn(aj ,) = sgn(aj ), forj = 1,2,3. 

Now from Eq. (18), Q'=/",(x)Q/",(xl'=RID+R2 
X QR 2- ID +R ,- I. But the eigenvalues of Q are the same 
as those of R2QR 2- \ and therefore have the same signs as 
those of Q I. We thus see that Eq. (18) preserves the signs of 
the eigenvalues. Q.E.D. 

Conversely, let QI and Q2 have eigenvalues (a l ,a2,a3) 
and I.PI,{32,{33) of corresponding signs. Let Yj = /3/aj when 
sgn(aj) = sgn~ );60, and Y.J = 1 when aj = /3j = O. Let 
D2+ be the diagonal matrix with positive entries (YI'Y2'Y3)' 
We can diagonalize QI and Q2 by writing QI = R I-IDIR I 
and Q2 = R 2- ID2R z, and we define / = R 2- ID +R I' Then 
/QI'/' = R 2-ID+DID+Rz = Q2' Thus the matrix / 
connects QI and Qz. (Note that a rotation can exchange the 
positions of eigenvalues in a diagonal matrix, so that their 
order is arbitrary in the preceding, as long as eigenvalues of 
the same sign are chosen to correspond to each other.) Final
ly, we observe that for fixed x there exists a diffeomorphism 
cf»e% such that (ad) k)(X) = / for any,/ of the form R 2-

1 

xD +R I' Hence QI and Q2lie on the same orbit if and only if 
they have the same numbers of positive, negative, and zero 
eigenvalues. 

We thus have nine orbits in !!2, as follows. When all 
eigenvalues are nonzero (det Q ;60), the orbits are six dimen
sional. There are four possibilities: (1) all eigenvalues posi
tive; (2) one positive, two negative; (3) two positive, one nega
tive; and (4) all eigenvalues negative. When one eigenvalue is 
zero, the orbits are five dimensional, and the possibilities are 
(5) two eigenvalues positive; (6) one positive, one negative; 
and (7) two eigenvalues negative. Finally, when two eigen
values are zero the orbits are three dimensional, and the pos
sibilities are (8) one eigenvalue positive, and (9) one eigenval
ue negative. 

Each orbit in !!2 now corresponds to a distinct irreduci
ble quadrupole representation of the group.Y /\ %, where v 
in Eqs. (19) and (20) is chosen to be concentrated on that 
orbit. Since each orbit is a finite-dimensional manifold and v 
is quasi-invariant, the measure class of v for each orbit is 
unique. 

In analogy with the dipole case, it is possible to interpret 
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the quadrupole representations of.Y /\ % as "limits" of N
particle representations in which the charges become infinite 
and the separations tend toward zero. We shall consider one 
case in detail, that of an orbit in which the quadrupole matrix 
has just one nonzero eigenvalue. Consider a three-particle 
configuration in which a particle of negative charge - q3 is 
located at x3eRl, and particles of positive charge ql and q2 
have coordinates Xl and x2, respectively. For the composite 
to be neutral, we take q3 = ql + qz. Let us take moments 
about the point x3. To shrink the system and obtain a finite 
nonzero quadrupole moment, set x; - X3 = 8;E + 1f;C, 
i = 1,2, and set q; = qoJc, i = 1,2,3, with ai' 1)/, and qo/ 
finite; then let E _ O. The dipole moment is 

2 2 

A = ~ L a/qo; + L 1);qo/' 
;=1 ;=1 

For A to be finite as E - 0, we need ~: = I a;qo; = 0; that is, 
the particles are to first order colinear. Taking them to lie to 
first order on the Xl axis, with X3 = 0, we have Q 11 

= ~: = I qo; ladz > 0, and A = ~: = I qo;1);. Note that an arbi-
trary dipole moment can result from the second-order term 
in the position coordinates, describing a small noncolinear
ity. Next, the charge density is given by 

(,o(f)t,b)(X I ,X2'X3) 

= qt!(x l ) + q2f(X2) - q3f(x3) 

= ~I fIx) + alE + 1) lc) + q;z f(X3 + azE + 1)zc) 

- [(qol + qoz)/c] flX3)' 

Keeping all terms to second order in E, we have 

fIx + aE + 1)c) - fIx) 

'ZEN(aj f)(x) + crr(aj f)(x) + ~ c8m8"(ama,J)(x), 

and thus 
2 

p(f)t,b'Z LWo/8 {(aj')(x)t,b 
;=1 

2 

+ Lqo;1f{(aj')(x)t,b 
;=1 

2 

+ ~ L qo/)'!,87(am a,J)(x)t,b. (21) 
;=1 

This is in agreement with Eq. (19), where U (I) = exp[ip(l)), 
if we impose 

2 

Lqo;1); = A, 
;=1 

2 

LQo;l),!,l)7 = Qm". 
;=1 

Now consider the action of a diffeomorphism c!»: (X I ,X2,X)) 
- (c!»(x l ),c!»(X2)'c!»(X3)). We have 

¢; k (x + aE + 1)c) 

'Z ¢; k (x) + E8 j(aj ¢; k )(x) + C1f j(ai ¢; k )(x) 

+ ~c8m8"(ama,,¢; k)(X), 

whence 

x' = c!»(x), (8 ')k = (aj ¢; k )(x)8 i, 

(1f/)k = (aj ¢; k)(X)1fj + ~l)m8"(am an¢; k)(X). 
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With 

2 2 

A' = IqOi1Ji> (Q,)m.n = IqOi(O;nO;)n, 
i=l i=l 

we see that Eqs. (16)-(18) are recovered. 
Thus, the representation of.Y 1\ % based on a quadru

pole orbit with one nonzero eigenvalue can be understood as 
a quantum theory of tightly bound nearly colinear three
particle configurations having zero net charge. The sign of 
the eigenvalue is opposite to the charge of the central, differ
ently charged particle, x is the coordinate of that particle, 
and A and Q are the dipole and quadrupole moments about 
x. The nine degrees offreedom of the three component parti
cles agree with the nine dimensions of the orbit in (X,A,Q) 
space; that is, the condition of near colinearity does not re
strict the number of degrees of freedom of the system. 

Similarly, a representation of .Y 1\ % based on a qua
drupole orbit with two nonzero eigenvalues can be under
stood as the "limit" of shrinking nearly coplanar four-parti
cle configurations. That is, the fourth particle lies to first 
order in the plane of the first three, and the first-order dipole 
moment is constrained to be zero. An arbitrary value for the 
dipole moment now results from the second-order contribu
tion. Such a configuration has 11 degrees offreedom, as fol
lows. Fixing the charges of the particles so that they sum to 
zero, the coordinates of the first three particles determine to 
first order the coordinates of the fourth (so that the dipole 
moment vanishes). Thus far, we have nine independent co
ordinates. However, the description of such a configuration 
by means of a spatial coordinate x and a quadrupole moment 
Q about x results in only eight degrees of freedom: one-di
mensional equivalence classes of coplanar particle configu
rations have the same quadrupole moment. Finally, three 
additional degrees of freedom result from including the sec
ond-order contribution to the dipole moment, making 11 
degrees of freedom. In Theorem 2, we shall see that the three 
quadrupole orbits with two nonzero eigenvalues correspond 
to the three distinct ways in which the signs of the charges 
can be distributed among the particles: one negative and 
three positive charges corresponding to two positive eigen
values for Q, one positive and three negative charges corre
sponding to two negative eigenvalues for Q, or two positive 
and two negative charges corresponding to eigenvalues of 
opposite sign. 

Finally, the case in which all three eigenvalues are non
zero can be obtained as a "limit" in which the separations 
between five charged point particles tend toward zero. Five 
particles with fixed charges and arbitrary coordinates in ]R3 

have 15 degrees offreedom. The condition that to first order 
the dipole moment is zero reduces the number of degrees of 
freedom to 12. For a given quadrupole moment Q having 
three nonzero eigenvalues, the particle configuration is not 
unique-there is a three-parameter family of configurations 
having the same quadrupole moment. This brings us down 
to nine degrees offreedom. Thus (as the previous case of two 
nonzero eigenvalues), in describing a "tightly bound com
posite" by means of its quadrupole matrix, some information 
about the structure of the components is lost. Introducing 
the second-order terms which restore an arbitrary finite di-
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pole moment adds three degrees offreedom, yielding the 12 
degrees of freedom corresponding to the dimensionality of 
the orbits in (X,A,Q) space. Theorem 2 demonstrates in paral
lel with the earlier cases that four quadrupole orbits with 
three nonzero eigenvalues correspond to the four distinct 
ways in which the signs of the charges can be distributed 
among the five particles. 

Theorem 2: Consider a configuration of four coplanar 
but not colinear particles having fixed charges, where the 
total charge and dipole moment are zero. Then the number 
of eigenValues of the quadrupole matrix with positive (nega
tive) sign is one less than the number of positive (negative) 
charges. In a configuration of five noncoplanar charged par
ticles, with total charge and dipole moment zero, the number 
of positive (negative) eigenvalues of the quadrupole matrix is 
likewise one less than the number of positive (negative) 
charges. 

Proof: In both cases the quadrupole moment matrix is 
the same about any origin, because the total charge and di
pole moment are zero. Suppose all charges but one are of the 
same sign. Then we can choose the origin to be at the loca
tion of the particle having unlike charge, and we can choose 
the coordinate axes so as to diagonalize the quadrupole ma
trix. We thus obtain exactly one zero eigenvalue in the four
particle coplanar case, and three nonzero eigenvalues in the 
five-particle case, with all nonzero eigenvalues having the 
same sign as that of the like charges. 

Now suppose in the four-particle case that there are two 
positive and two negative charges. Consider the two co
planar line segments connecting the pairs of particles having 
like charge. Because the dipole moment is zero, these line 
segments intersect; choose the origin at their point of inter
section. Now we can perform a dilation with respect to the 
coordinate system defined by the angle bisector and its nor
mal in the plane, so that the transformed line segments be
come perpendicular. (We saw in Theorem 1 that a dilation 
does not change the signs of the eigenvalues.) The resulting 
quadrupole matrix has one positive and one negative eigen
value. 

Finally, in the five-particle case, consider the triangular. 
region of a plane whose vertices are at the locations of three 
particles having like charge. The line segment connecting 
the other two particles intersects this triangle because the 
dipole moment is zero. Now we dilate with respect to the 
coordinate axes defined by the bisector of the angle between 
the line and the plane, its normal in the plane, and their 
normal. Such a dilation can transform the line segment and 
the plane so that they are perpendicular. Now the quadru
pole eigenvalue defined by the direction normal to the plane 
has the sign ofthe two like charges, and the two eigenvalues 
corresponding to directions within the plane have the sign of 
the three like charges. Q.E.D 

In a manner similar to our discussion of dipole and qua
drupole representations, one can construct representations 
of.Y 1\ % on spaces off unctions whose arguments are high
er-rank symmetric tensors. These describe more complicat
ed composite systems having higher multipole moments. In 
each case, the key step is to "lift" the action of the diffeomor. 
phism group to the appropriate space of tensor fields. For 
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example, "octopole composites" are obtained from the 
transformation law: 

X' = ~(x), (22) 

(...t ')k = (alP k)(X),U + !Qmn(am an¢J k)(X) 

+ !(ap aq ar¢J k)(X)opqr, (23) 

(Q 'tn = (aj¢J m)(x)(ak¢J n)(x)Qjk 

+ i L {(~ ~ ¢J m)(x)(~ ¢J n)(x) 
cyclic perms 

!Po'l 

+ (m ~ n)}opqr, 

(0 'Fr = (aj¢JP)(x)(ak¢J q)(x)(a1¢J 1(X)Ojkl, 

(24) 

(25) 

where 0 is the octopole moment tensor. 
The pattern is evident: all indices of the highest multi

pole are acted on by the Jacobian matrix, while to each lower 
multipole there is a contribution obtained by contracting the 
higher tensors with the appropriate higher derivatives of ~, 
and symmetrizing where necessary. 

IV. DISCUSSION AND INTERPRETATION 

The representations Y 1\ % discussed in this paper 
arise naturally in an induced representation formalism. 3

,5 

The single-particle and N-particle Bose representations are 
induced by the identity representation of the stability group. 
Other representations of the stability group can be used to 
induce additional representations of Y 1\ % based on the 
multi pole orbits. The N-particle Fermi representations are 
obtained in this way, as in Ref. 3. Together with other pre
viously obtained representations of the diffeomorphism 
group describing particles with spin,6,7 our present results 
illustrate how internal degrees offreedom arise kinematical
ly in a quantum theory based on local currents, i.e., from the 
unitary representations of Y 1\ %. 

The interpretation of the particles as "composites" rest 
on a weak correspondence. Consider the matrix elements 
(i.e., the outcomes of measurements) for the operators U(f) 
and V(~), which we assume generate a complete set of obser
vables. Physically, this assumption implies that the system 
has no additional degrees offreedom beyond those described 
by an irreducible representation. When evaluated for N-par
ticle states in which the particles are close together relative to 
distances in whichfand ~ change appreciably, these matrix 
elements approximate the matrix elements of U (f) and V (~) 
in the multipole representations. Furthermore, the multi
pole representations are inequivalent to the N-particle repre-
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sentations. Thus, the particles cannot be separated and the 
extra variables must correspond to internal degrees of free
dom. Hence, the outcomes of measurements in the multipole 
representations are as if the particles were tightly bound 
composites of more elementary "components," which are 
not observable individually. 

The existence of such representations is a mathematical 
property of the group of diffeomorphisms ofR3

, much as the 
existence of spinor representations is a property of the group 
of rotations of three-dimensional space, or its covering group 
SU(2). Thus, the multipole particles described here are kine
matical, and are compatible with any choice of Hamiltonian 
that can be expressed in terms of the local currents, in exact
ly the same sense that particles with spin are predicted by 
group theory without prior commitment to a particular dy
namics. 

From the multi pole representations a model could be 
constructed for a system of interacting composite particles. 
For a given representation a Hamiltonian can be written as a 
differential operator in the variables, including the internal 
degrees offreedom (x, A, Q, etc.). In such a model the compo
sites always remain bound and thus the binding energy is not 
defined. Energies relative to the ground state are meaning
ful. This model would be a reasonable approximation to the 
physical reality of composite particles when the excitation 
energy of the internal degrees of freedom is small compared 
with the physically observed binding energy, and the separa
tion between composites is large compared with their phys
ical size. It is not the purpose of this paper to construct a 
dynamical model, but rather to show how these systems 
arise kinematically from the representations in the local cur
rent description of quantum theory. 
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Wigner coefficients for the class 1 representations of the generalized Lorentz groups SO(n + 1,1) 
in the parabolic basis corresponding to the group reduction SO(n + 1,1):)E(n):) T(n) are 
calculated. They are in general expressible in terms of Appell's F4 hypergeometric functions of 
two variables. However, in the case of n = 1,2 they can also be expressed in terms of ordinary 
hypergeometric functions 2F!. 

I. INTRODUCTION 

The generalized Lorentz groups SO(n + 1,1) are the 
most important noncompact Lie groups used so far in var
ious areas of elementary particle physics. One of the prob
lems which has arisen in the applications of these groups to 
elementary particle physics is the explicit construction of the 
Clebsch-Gordan coefficients (or, equivalently, the Wigner 
coefficients) defined relative to some complete set of com
muting observables. In a previous paper! we have calculated 
the Clebsch-Gordan coefficients for the class 1 representa
tions ofSO(n + 1,1) in the canonical basis corresponding to 
the group reduction SO(n + 1, 1):) SO(n + 1):) .. ':)SO(2). 

The present paper is devoted to the computation of the 
related Wigner coefficients in the parabolic basis corre
sponding to the group reduction SO(n + 1, l):)E (n):) T(n). 
With the choice of this basis the Wigner coefficients have 
especially simple forms. They are in general expressible in 
terms of Appell's F4 hypergeometric functions of two varia
bles. However, in the case of n = 1,2 they can also be ex
pressed in terms of ordinary hypergeometric functions ~!' 

The content of the paper is arranged as follows. In Sec. 
II we establish notation and review the properties of 
SO(n + 1,1) needed in the sequel. In Sec. III we obtain an 
integral representation for the single Wigner coefficients of 
SO(n + 1,1). In Sec. IV we carry out the explicit calculation 
of the Wigner coefficients ofSO(2, 1). In Sec. V we discuss the 
Wigner coefficients of SO(n + 1,1) for n> 1. In Sec. VI we 
determine some symmetry properties of these coefficients. 

II. REVIEW 

In order to fix notation and terminology we start with a 
brief description of a class 1 representation of the 
SO(n + 1,1) groups. As is well known,2 the class 1 represen
tations ofSO(n + 1,1) can be realized in the space of infinite
ly differentiable homogeneous functions F(k) on the upper 
sheet of the (n + 1 )-dimensional cone k 2 = k i + ... 
+ k ~ +! - k ~ + 2 = 0, kn + 2 > 0, with degree j (j is an arbi-
trary complex number) 

F(ak)=aiF(k), a>O. (1) 

The representations ofSO(n + 1,1) are given by 

Q J(g)F(k) = F(g-!k), 

wheregeSO(n + 1,1). 

Generally, we may choose a large number of different 
coordinate systems on the cone. It is well known that differ
ent chains of coordinate systems on the cone lead to different 
reductions of the SO(n + 1,1) group to its subgroups. The 
parabolic basis for SO(n + 1,1) is given by the decomposition 
according to "parabolic subgroups," SO(n + 1,1):)E(n) 
:JT(n), where by E(n) and T(n) we denote Euclidean and 
translation subgroups ofSO(n + 1,1), respectively. As a pre
lude to this decomposition one introduces coordinates on the 
cone given by 

k j = mx j , i = 1,2, ... ,n , (2) 

kn+! =! m(l - y), kn+2 =! m(l + y), (3) 

where y = X2, X2 = xi + x~ + ... + x~. The parameters Xj 
may be taken to vary in the following regions: 

-oo<Xj<oo, m>O. 

From (1) it follows that the homogeneous function is defined 
uniquely by its values on the n-dimensional Euclidean space 
Rn. Consequently, the class 1 representationsofSO(n + 1,1) 
can be realized on the space Di of infinitely differentiable 
functions fIx) on Rn. In this realization the representations 
ofSO(n + 1,1) are given by 

V i(glf(x) = (m'/m)i f(x'), (4) 

where m' and x' are defined from the parametrization (3) of 
k' =g-!k. In particular for translation subgroup T(n) we 
have 

V i(alf(x) = fIx - a) , (5) 

at 

(6) 

where a represents both an n-dimensional vector and the 
corresponding matrix. 

The representations (4), so defined, can be extended (by 
an appropriate completion of DJ ) to unitary (irreducible) re
presentations ofSO(n + 1,1) for the following values of j. 

(a) j = -! + ip, O<.p < 00 (principal series). 
(b) j lies in the range - n <j < 0 (supplementary series). 
(c) j = - n - 1, where 1 is a positive integer (discrete 

series). 
Let us now give the explicit expression for the trilinear 

invariant functionals and their kernels that are related with 
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the problem of the tensor product decomposition of two re
presentations (see, e.g., Chap. IV of Ref. 3) 

i
ii K(Xl jl,x2j2,x3j3)fl(xIlf2(X2) 

R" R" Rn 

x f3(X3)d "XI d "X2 d "X3 = inv. , (7) 

where hEDj,.lfall three ji belong to the principal series, K 
is, up to a constant, uniquely determined and is given by 

K (Xdl,x2j2,x3j3) 

=Nlx2 _x31- 2b'lx l _x31-2b2IxI _x21- 2b3 , 

We shall choose a phase of N as 

(8) 
I 

where the parameters bi are linear combinations of the ji 

2b j = J - 2jj + n, J = jl + jz + j3 . (9) 

The verification of its invariance is based on the relations 

d "X' = (w'lw) -" d"x (10) 

and 

(X; _x;")Z = (w;IWj)-I(W;"/wm)-I(X j -xm)z. (11) 

The last equation is obviously a consequence of the relation 
k ;.k;" = kj .km • The module of constant N will be fixed by 
the orthogonality relations of the following form: 

(12) 

N = 2 J + 3"12 [ r (bIl(b2)r (b3)r ( - nl2 + b l + b2 + b3) ] 112 . 
r(nl2 - bl)F(nI2 - b2)r(nI2 - b3)F(n - bl - b2 - b3) 

(13) 

Trilinear invariant functionals for three arbitrary repre
sentations can be obtained by analytic continuation in the 
three j's from the trilinear invariant functional for three re
presentations of the principal series. 

We are interested in examining the Wigner coefficients 
of SO(n + 1,1) in a basis in which the operators Pi> 
i = I,2, ... ,n corresponding to the generators of the subgroup 
T(n) are diagonal. These vectors are denoted in the usual 
fashion by the kets I j;p) , P = (p I>P2'''''P" ), 

P j Ij;p) = pj Ij;p), (j;qlj;p) = ~(q - p). (14) 

In what follows, we restrict our discussion to the case 
when all three representations belong to the principal series. 
Wigner coefficients for the other cases can be obtained by the 
analytic continuation of those from the principal series (cf. 
Ref. 4). 

III. AN INTEGRAL REPRESENTATION FOR THE 
WIGNER COEFFICIENTS 

By carrying out a transformation 

fix) = (217') - "/2 i d npi pl- "/2 - j ejPXI j;p) , (15) 
Rn 

we pass to the parabolic basis. Indeed, it follows from (5) that 

U j(a)lj;p) = ejpalj;p), aeT(n). (16) 

It is worthwhile to note that the matrix elements of the con
struction representation may be calculated from the formula 

(j;q!U j(g)lj;p) = (217') -" (kL) -"/2 -ji d"x (w,)j 
Ipi ~ w 

Xexp(iqx' - ipx). (17) 

This has been partially investigated by Vilenkin,2 who has 
given the matrix elements in this basis for SO(2, 1 ). 

For the explicit calculation of the Wigner coefficients in 
the parabolic basis we rewrite (7) in the following form: 
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j2 j3) UI;PI)U2;P2) 
P2 P3 

X I j3;P3) d "PI d "pz d"P3 = inv. (18) 

This then gives the integral representations of the Wigner 
coefficients 

j3) = (217')3"/2K i d"xi i d"xz 
P3 Rn Rn 

xi d"x3K(x)j),xZj2,X3j3) 
Rn 

where 

K = Ipll-j , -"/2IPzI-j,-"/2Ip31-j,-"/2. 

Using the integral formula (see, e.g., Chap. II of Ref. 5) 

Ix l
_ 2c =17'-nI22 -2Cr (-c+nI2)i dn 11 2c-n-jQx 

ric) Rn q q , 

we can rewrite (19) as 

j3) = ~(PI + P2 + P3)2 -J- 3"/2KN 
P3 

(20) 

X r(nn - bl)F(nI2 - b2)r(nI2 - b3) 

r (bIlr (bz)1P (b3) 

xi d"qlq+PzI 2b,-" 
Rn 

X Iq - PI1 2b, - nlql2b, -" . (21) 

IV. WIGNER COEFFICIENTS FOR SO(2,1) 

In this section we carry out the integration appearing in 
the formula (21) when n = 1. Suppose, for example, that 
PI'PZ > O. Performing the integration (see, e.g., Eqs. 3.197.2 
and 3.197.8 of Ref. 6), we obtain 

G. A. Kerimov 1886 



                                                                                                                                    

(
jl j2 j3)=l>(p +p +p )2-J-3/2KNFH-hl)r(!-h2)F(!-h3) {p2b,_lp2b2+2b3-1 
PI P2 P3 I 2 3 r(hl)F(h2)F(h3) 2 I 

XB (2h2,2h3):zFI(1 - 2hl,2h3,2h2 + 2b3; - P2IPI) + p2b, + 211, + 2b, - 2B (2 - 2hl - 2b2 - 2h3,2h2) 

x:zFI(l - 2hl,2 - 2b1 - 2h2 - 2h3;2 - 2hl - 2h3; - P21pIl + (hi'~-+h2,PI~P2ll , (22) 

where B is the Euler beta function. Using the formula (9.132) of Ref. 6 one can express the Wigner coefficients of SO(2, 1) in 
terms of two hypergeometric functions :zFI' The result is 

( jl j2 j3) = Cl>(PI + P2 + P3) {A (P2IPI)2b'2FI(2h3,1 - 2h2;2hl + 2h3; - P21pIl + (j2~ -j2 - III , (23) 
PI P2 P3 

where 

C = 2 - J - 3/21T1I2 p~b, + 2b, - I p~b, - IKNr (! - h3)1 F (h3) , 

A = [F(l/2 - h2)r (h3)F (l/2 - hi - h3)]/[r(l/2 - h3)F(h2)F(hl + h3)] . 

Expression (23) is valid for PI,P2 > O. Wigner coefficients ofSO(2,1) for different values of sgn Pi can be obtained from (23) by 
employing the symmetry relations (30) (see Sec. VI). 

V. WIGNER COEFFICIENTS OF SO(n + 1,1), n > 1 

Using the integral formula (see, e.g., Eq. 8.312 of Ref. 6) 

Iql2c = dss-c-Ie-<i's, 1 Sa'" 
F(-c) 0 

(24) 

we can rewrite (21) as (see, e.g., Eq. 3.323 of Ref. 6) 

( jl j2 j3) = l>(PI + P2 + 1T3)1f'/22 -r3•IZ
KN 1 ('" ds ('" dt ('" du 

PI P2 P3 r(hl)F(h2)F(h3) Jo Jo Jo 
X s - I - b, + n/2 t - I - b, + n/2u - I - b, + n/2(s + t + u) - n/2 exp (_ tup~ + sup~ + stP~) . (25) 

s+t+u 
It is convenient now to introduce new variables v, w such that 

s = UV, t= uw. 

Integration over u yields 

( jl j2 j3) = l>(PI + P2 + P3)1f'/22 -J - 3oI2
KN r(n - hi - h2 - h3) ('" dv ('" dw 

PI P2 P3 F(hl)F (h2)r (h3) Jo Jo 
XV -I + b2 +b3- nil W -I + bl +b3-nll(1 + V + w) - b,-b, -b,+ n/2(pilv + p~/w + p~)b, +b,+ b,- n • (26) 

The most symmetrical integral representations for the Wigner coefficients can be obtained by noting that (26) can be rewritten 
as 

( jl j2 j3)=l>(PI +P2+P3)KD ('" dr ('" ds ('" dt ('" dus- l +b,+b,-n/2 
PI P2 ~ 1 1 1 1 

X t - I + bl + b3 - n/2 - I + b l + b2 - n/2 { (+ t +) 2; 2 It 2 I 1 u exp - sur - PI s - P2 - P3 U , 
where' 

D = 1f'1l2 -rMN [r (hIlF(h2)F (h3)r(hl + h2 + h3 - nI2)] -I. 

Here, we have used (24) again. Using further the integral representation of the Bessel K function (see, e.g., Eq. 8.432.7 of Ref. 
6), we obtain the result 

( jl j2 j3) = Dl>(pi + P2 + P3) ('" dr r- I +nIlKj,+nnl21 Pllr)Kj,+ nil (21 P2Ir)KjJ+nll(21 P3Ir). (27) 
PI P2 P3 Jo 

Finally, the r integration can also be performed with the help of the formulas (6.578.2) and (8.485) of Ref. 6. One obtains 

( jl j2 j3) = l>(PI + P2 + P3)D I P31- n/2 {[l12l] j, + n/2 [ I P21 ] j, + n/2 
PI P2 P3 I~I Ip31 

XRF (jl+j2+j3+ n jl+j2+j3+ 2n 1+' +!!..1+· +!!...pi P~) 
4 2 ' 2 ,11 2' 12 2' p~ 'p~ 

+ (jl~ - n - jl) + (j2~ - n - j2) + (jl~ - n - jl,j2~ - n - j2)} , (28) 

where 
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R = r( - jl - n/2)r( - jz - n/2)r(UI + jz + j3 + n)/2)r(UI + jz + j3 + 2n)/2). 

Here F4 is the Appell function. 
When n = 2, the Appell functions in (28) can be expressed as a product of ordinary hypergeometric functions (see Ref. 7, 

p. 1(0). Consequently, the Wigner coefficients ofSO(3,1) can be written as 

( jl jz j3) = c5(PI + pz + P3)D I P31- 1 {[lE!l] I +j, [ I P21]1 +j, r( - 1 -. jl) 
PI P2 P3 Ip31 Ihl r(2+1I) 

xrel + j2 ~ j3 + 2) reI +j2 ;j3 + 4) rfl -j; +j3) rfl -j; -j3) 

x 1;' (jl + jz - j3 + 2 jl + jz + j3 + 4 .2 +J. ;Z) F (jl + j2 - j3 + 2 
~I 2 ' 2 ' I 2 I 2 ' 

where 

zZ=pf/p~, (l-z)(l-Z)=pVp~. 

VI. SYMMETRY RELATIONS FOR THE WIGNER 
COEFFICIENTS 

From the integral representations (27) one can derive 
the following symmetry relations for the Wigner coeffi
cients: 

(jl jz j3 ) 
PI pz P3 

=(;/ jk jm) = ( jl jz j3 ) 
Pk Pm -PI -P2 -P3 

(30) 

= (-~~jl j2 j3)= el 
-n-j2 j3 ) 

P2 P3 PI pz P3 

j2 - n -j3). 
P2 P3 

(31) 

It is also worth noting that the Wigner coefficients of 
SO(n + 1,1), so defined, are real 

(
jl 

PI 
(32) 
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(29) 

VII. CONCLUSION 

We have considered the problem of the Wigner coeffi
cients for the SO(n + 1,1) groups in the parabolic basis and 
have obtained a general expression for these coefficients for 
class 1 representations. The merit of our derivation is that it 
generalizes to other representations and other semisimple 
Lie groups. We intend in the near future to discuss the 
Wigner coefficients for the SL(n,C) groups. 
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We study the characterization of the 13 cases obtained in the classification of the irreducible 
linear-antilinear representations of semigroups in a finite-dimensional vector space X over an 
algebraically closed field K with a conjugationj (generalized Frobenius-Schur-Wigner, or 
FS X W, classification). It has already been shown that each case can be characterized by various 
equivalent properties, some of which can be endowed with a physical interpretation. We show 
here that, whenever K is the complex field C, each case can be characterized by the structure (in 
the sense specified by the Weyl theorem on the structure of the matrix algebras and their 
commutators) of a pair of suitable operator algebras over the real field R. This characterization 
coincides with the one given by Dyson for each case of his classification of symmetry groups. 
Thus, the latter classification is recovered under more general assumptions and in a generalized 
framework, and its one-to-one correspondence with the generalized FS X W classification is 
shown. In the process, we obtain a classification of the algebras over R generated by complex 
semigroup representations of the aforesaid kind, and inquire into the connections between some 
properties of the representations in X over C and the structure (in the Weyl sense) of the 
representations in the space X Rover R obtained by decomplexification of the space X. 

I. INTRODUCTION 
The classical threefold classification of the unitary, fin

ite-dimensional complex group representations by Frobenius 
and Schur (FS classification) is well known and still widely 
used. 1-4 

Also well known is the threefold Wigner classificationS 
(W classification) of the irreducible finite-dimensional com
plex group corepresentations (i.e., representations by unitary 
and anti unitary operators). 

The FS classification and the W classification cannot be 
combined in their original form; indeed the W classification 
becomes trivial whenever the antiunitarypart of the represen
tation is void. 

In the early 1960's, Dyson6 proposed a classification (D 
classification) in 13 cases (ten cases only occur if the antiuni
tary part of the representation is assumed to be nonvoid) 
which applies to the same class of representations as the W 
classification. In the Dyson approach, each case is character
ized by the (matrix) form of a pair of group algebras over the 
real field R; all the matrices have elements in R and represent 
linear operators on the vector space X Rover R obtained by 
decomplexification of the original vector space X over the 
complex field C to which the quantum mechanical vectors 
representing (pure) states belong. The D classification is con
nected to the above classifications through two equivalence 
theorems; in the sense established by these theorems, we can 
say that each case in the D classification is obtained by classi
fying the representation according to the W classification and 
its linear part according to a suitable refinement of the FS 
classification which, incidentally, Dyson uses in the form re
ported by Wigner (that refers to irreducible representations 
only). 

Dyson's choice of X R in place of X is motivated by some 
relevant arguments. First, the Weyl theorem on the struc-

ture of matrix algebras and their commutators,7 which is the 
fundamental tool in Dyson's treatment, refers to linear re
presentations only; shifting from X toX R allows any antiuni
tary operator to be represented by a linear (orthogonal) map
ping of X R (then the classical Frobenius theorem can be 
applied, which restricts any division algebra over R to be 
isomorphic either to R or to C or to the real quaternion field 
Q). Second, Dyson explicitly declares his belief that "the ap
propriate ground field for much of quantum mechanics is 
real rather than complex" and his purpose in making "the 
use of the real ground field in quantum mechanics official 
and undisguised."g 

Concerning the latter argument, one can object that the 
set of all the linear operators on X R contains R -linear opera
tors, which do not correspond to linear or antilinear opera
tors on X and do not have any apparent physical interpreta
tion; hence, the choice of R as ground field makes the 
distinction between the physical and the "unphysical" part 
of the operator algebras under examination rather intriguing 
in some cases. Moreover, Dyson's characterization of the 
cases does not admit any transparent physical interpreta
tion. 

On the other hand, a direct combination of the FS classi
fication with the W classification becomes possible if the for
mer is generalized so as to apply to (irreducible or not) core
presentations; of course, the space X R has no role in this 
procedure. This generalization has been made by ourselves, 
together with Ascoli and Teppati, in a previous paper9; in 
our classification the vector space need not be finite dimen
sional, the ground field is any field K with an involutory 
automorphism j (conjugation) and the representation U is 
any (not necessarily irreducible, nor completely reducible) 
operator representation of some set .Y, which is not assumed 
to be unitary-anti unitary (since no scalar product is assumed 
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in X over K) nor linear-antilinear. In this classification, ev
ery case is characterized by sets of equivalent properties of 
~ = U (Y), or of the group ~c (commutant group) of all the 
nonzero linear and antilinear (i.e.,j-semilinear) mappings of 
X which commute with ~ . This characterization seems par
ticularly interesting, since ~c admits a physical interpreta
tion; indeed, whenever ~ is a given group of symmetries of 
some physical system, ~c may represent symmetries which 
are considered as "internal" with respect to the group. In a 
second paper, our classification has been refined further lO so 
as to obtain a sixfold classification (generalized FS classifica
tion) instead of the original threefold one, which applies, in 
particular, to the same class of representations as the W clas
sification. As a further step, we have also generalized the W 
classification II to irreducible linear-antilinear semigroup 
representations in a finite-dimensional vector space X (on 
which no scalar product is assumed) over an algebraically 
closed field K with a conjugation; then, a new classification 
(the generalized FS X W classification) has been obtained for 
the last class of representations by combining the general
ized FS classification with the generalized W classification. 

In the generalized FS X W classification the 13 cases 
which may occur are characterized by equivalent properties 
of the group ~c and by the explicit form of its linear part. 
Besides, in each case further properties can be attributed to 
~ by making use of the equivalent properties that character
ize each case in the FS generalized classification. 

It seems at first sight rather casual that the number of 
the possible alternatives is the same as in the D classification; 
indeed the generalized FS X W classification does not make 
any reference to the explicit form of ~ inX nor inX R (except 
for distinguishing the cases in which ~ contains antilinear 
mappings or not), nor it is established by making use of the 
Weyl and Frobenius theorems. Thus, one may wonder about 
the relations between the two classifications in that subclass 
of representations to which the D classification also applies. 
Rather surprisingly, we shall presently show that the corre
spondence is one-to-one. 

More precisely, in the present paper (Theorem 1) we first 
study the structure in X R (in the sense specified by the Weyl 
theorem) of the (linear-antilinear graded) algebra ~ over R 
generated by any semigroup ~ of linear and antilinear map
pings of a finite-dimensional vector space X over C. By mak
ing use of the same tools as Dyson (i.e., the Weyl and the 
Frobenius theorems), we obtain a new classification of ~ in 
eight cases. 

Then, we inquire further (Theorem 2) into the condi
tions that characterize each case in the generalized FS classi
fication (see the rows in Table Ii) in the present framework 
(~ irreducible, K = C) and study their implications on the 
structure inXR of~ and of its C-linear part ~I. 

Finally, we study (Theorem 3) the relation between the 
generalized FS X W classification (particularized to C) and 
the classification obtained in Theorem 1 (the former refines 
the latter); moreover, we show that each case of the general
ized FS X W classification can be characterized by the struc
ture inXR of the pair (:£l, ~I) of auxiliary algebras (where:£l is 
the algebra over R generated by ~ u! iE l, i being the imagi
nary unit and E the identity mapping in X). This characteri-
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zation coincides, whenever the matrix representations with 
respect to a basis of the operators in X R are considered, with 
the characterization of each case in the D classification 
(which is, however, obtained under more restrictive assump
tions: unitary-anti unitary representations over a vector 
space X endowed with a scalar product and group instead of 
semigroup representations). Thus, the generalized FS X W 
classification particularized to C generalizes the Dyson clas
sification, and the statement of our Theorem 3 shows the 
one-to-one correspondence between the two classifications. 
As a relevant consequence, each case in the Dyson classifica
tion is characterized by suitable properties of ~c, which can 
be endowed of a physical interpretation (internal symme
tries) as we have outlined above. 

All the aforesaid results are concentrated in Sec. IV of 
the present paper. We devote Sec. II to basic definitions and 
to a synthesis of previous results and mathematical tools, 
and Sec. III to a restatement in terms of operators rather 
than matrix algebras of the fundamental (though, surprising
ly, unfrequently quoted) Weyl theorem. In Sec. V we give 
some simple examples which illustrate the correspondence 
between the generalized FS X W classification and the D 
classification, with special attention to the "factorizable 
groups,,,12 whose physical interest has been already com
mented upon by Dyson. 

II. THE GENERALIZED FSXW CLASSIFICATION 

As we have mentioned in the Introduction, in this sec
tion we assemble some definitions and results that we have 
already introduced in various papers and that are needed in 
order to develop our main argument in Sec. IV. 

Definition 1: We call any division ring K endowed with a 
nonidentical involutory automorphism j:a--+ii a "division 
ring with a conjugation." We call the division ring A of K 
which consists of the self-conjugated elements of K the 'j
invariant subring of K." 

Definition 2: Let X be a vector space over a division ring 
Kwith a conjugationj and letA be thej-invariant subring of 
K. Then we call any additive mapping of X which is semilin
ear with respect to jan "antilinear mapping." We denote the 
vector space obtained from Xby restriction to A of the scalar 
field by X A .13,14 Let If be a basis inX. We call the antilinear 
involutory mapping J w that leaves the elements of If invar
iant, "conjugation inX associated with the basis If.'' For any 
mapping M of X and any basis If, we define the "conjugate 
mapping" M w = J w M J w of M with respect to the basis If. 

Definition 3: Let X be a vector space over a division ring 
K with a conjugationj and let A be thej-invariant subring of 
K. Let ~ be any set of mappings of X. We denote the subsets 
of all the linear, antilinear, A-linear mappings of ~ by 
~I, ~a, ~A, respectively. Let H be any commutative sub
field of K and let ~ be any algebra over H of mappings of X. 
We say that ~ is a "linear-antilinear algebra" if ~ = ~I Ell ~a 
(the sum is necessarily direct); a linear-antilinear algebra will 
be said to be "graded" whenever ~I and ~a are vector spaces 
over H. 

Definition 4: Let Xbe a vector space over a division ring 
K with a conjugationj and let A be thej-invariant subring of 
K. Let ~ be any set of mappings of X. We denote the set of 
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mappings of X that commute with all the mappings of ~ by 
~/. Hence ~/I (equivalently, ~/K whenever the field to 
which linearity refers needs to be stressed), ~ la, ~'A, respec
tively, denote the "linear commutant," the "antiIinear com
mutant" and the "A-linear commutant" of ~, i.e., the sub
sets of the linear, antiIinear, and A-linear mappings of ~', 
respectively. 

We call the group ~c of the invertible linear and antilin
ear mappings of ~', the "linear-antilinear centralizer" (or 
"commutant group") of ~. Hence ~c1 and ~ca, respective
ly, denote the linear and antilinear part of ~c. Furthermore, 
we say that ~ is "potentially real" whenever an involutory 
mapping [hence, a conjugation with respect to some basis <!J 

(see Ref. 15)] J~E~ca exists; we say that ~ is "pseudoreal" 
whenever ~ca is nonvoid but noAE~ca is involutory; we say 
that ~ is "complex" whenever ~ca is void. 

Remark 1: We have proved in a previous paperl6 that 
the cases (i) potentially real, (ii) pseudoreal, and (iii) complex 
can be characterized by a number of equivalent properties; in 
particular: (i) occurs iff a basis <!J of X exists such that 
M~ = M for any ME~; (ii) occurs iff for every basis <!J the 
"conjugate set" ~ ~ = J ~ ~ J ~ is equivalent to ~ but does 
not coincide with it; and (iii) occurs iff ~ ~ is inequivalent to 
~ in every basis. 

Definition 5: LetXbe a vector space over a division ring 
K with a conjugationj and let A be thej-invariant subring of 
K. Let Y be any semigroup; we call any semigroup homo
morphism U from Y into the multiplicative semigroup of all 
the linear and antilinear mappings of X a "linear-antilinear 
representation" of Y in X. Let d be an algebra over a sub
field H of the center of A; we also call any H-algebra homo
morphism U from d into the linear-antilinear algebra over 
H of all theA-linear mappings of X a "linear-antilinear rep
resentation" of d in X. In both cases, we denote by U I the 
"linear part" of U, i.e., the restriction of U to U - I (U (Y)/) 
or to U -1(U(d)I), respectively. 

A list of the not-yet-defined symbols that will be needed 
can be found in Table I. With these definitions and symbols, 
the following proposition holds, which summarizes our re
sults in a previous paperl7 (generalized FS X W classifica
tion). As we have already observed in the Introduction, it is 
worth noting that each of the mutually exclusive cases corre
sponding to the squares in Table II is characterized by the 
explicit form of the linear commutant ~,I of ~ together 
with suitable properties of the linear-antilinear centralizer. 

TABLE I. List of symbols. 

1891 

the mapping from ~c into the set of the mappings of ~cl into itself 
such that, for any Ae~c, () (A ): Le~c1 __ A L A -le~c1. 
the semidirect product associated with the morphism tp (the symbol 
tp may be omitted whenever the morphism need not to be stressed). 
direct product. 
the abstract two elements group. 
the identity mapping 
the empty set. 
for any field K, the multiplicative subgroup K " ( 0 I. 
denotes equivalence of representations. 
denotes group or algebra isomorphism. 
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In each case, further characterizing properties of ~ or ~ c 
can be deduced from our results in some previous papers.9,IO 

FS X W Theorem: Let X be a finite-dimensional vector 
space over an algebrically closed fieldK with a conjugationj. 
With reference to Definitions 1-5, let Y be a semigroup and 
let Ube an irreducible linear-antilinear representation of Y 
in X such that the antilinear part ~ a of ~ = U (Y) either is 
void or contains an invertible mapping A together with its 
inverse. Then, the linear part U I of U either is irreducible or 
splits into two equidimensional irreducible subrepresenta
tions U I

I, U~, which may be equivalent or not, and the corre
sponding matrix representation 18 of A is off-diagonal, 

A=C
21 

~12). 
Whenever U~ - Ui, for any TJ2 such that U~ = TJ2 
X U ~ T 12 ( a unique element 'TJEK exists such that, referring 
to the matrix representation considered above, 'TJ A2J 
= TJ2 A 12 TJ2. Furthermore ~ can be classified according 

to Table II. (In the table, J is any antilinear involutory map-
ping, n a division algebra of rank 4 over A, which is isomor
phic to the real quatemions whenever K = C, E( and E2 the 
identity mappings in the Ul.invariant subspaces whenever 
U I is reducible.) 

III. THE WEYL THEOREM 

The Weyl theorem, together with the Frobenius 
theorem about the division algebras over the real field, is the 
basic mathematical tool for the classification introduced by 
Dyson6 and for the rest of our paper as well. It can be derived 
in the framework of the theory of semisimple modules. (9 We 
restate it here by considering operators rather than matrix 
algebras, taking care to introduce minimal changes with re
spect to the original statement by WeyC and also to preserve, 
as far as possible, Weyl's notations (which are in some case 
most suitable for phYsicist's use), so as to make immediate 
the comparison of our results with Dyson's. We premise the 
following definition. 

Definition 6: Let X be a vector space over a field K. We 
denote by !f K (X) the algebra over K of all the (K-) linear 
mappings of X. 

Let X = Ell; = 1 Xj be any decomposition of X into a di
rect sum of subs paces. For any AE!f K (X) we denote by Ajk 

the linear mapping in thejth row, k th column of the matrix 
representation of A with respect to this decomposition. Fur
thermore, we write X = t Y whenever each of the ~ is iso
morphic to a vector space Y over K. Let ~ C !f K (X) be any 
algebra over K of linear mappings of X. 

Then, whenever ~ decomposes into s equivalent compo
nents, we write m: = sd, where d denotes, up to isomor
phisms, anyone of the components (hence d is an algebra 
over K isomorphic to m:). 

Furthermore, let a decomposition X = Ell; = 1 ~ = t Y 
of the space X exist such that, for every j, kE { 1,2, ... ,t 1, the 
vector space m:jk = {Ajk:A Em: 1 is endowed of a structure of 
algebra (through the identification ~ = Y = X k ) isomor
phic to a given algebra de !f K (Y) of linear mappings of Y, 
and let m: be the direct sum of the m:jk ; then we write m: = d t • 
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TABLE II. Generalized FS X W classification of the irreducible linear-antilinear representations by means of the commutant group. 

~a= [OJ ~a#[o} 

~' reducible 
~ 'irreducible U\+U~ U\-U~ 

~"=KE ~"=AE ~"= {(a:, _0 ):aEK}=K 
aE2 

.'_{~ aE, ~ - - , 
1JT '2 

/3T12
) } aE2 :a,!3EK -:::;[J 

~c = A. X [E,n ~c= ~C'X[E,J} ~c= ~c1X[E,J} 

-:::;A. XG2 -:::;K. XG2 -:::;[J. XG2 

(~u~Cis (~u~Cis (~u~C is 
potentially real) potentially real) potentially real) 

~ is poten 
tially real 

~c=K. ®e[E,J} ~c= ~c1®e[E,J} ~c= ~c1®e[E,J} 

-:::;K. ® Gd::,K. X G2 -:::;K. ®G2 ;/:;K. XG2 -:::;[J. ® G2 ;/:;[J. X G2 

~u~c is complex) (~u~C is complex) (~u~C is pseudoreal) 

For any AE~ca, For any AE~ca, For any AE~ca, 
~ is ~c=K.EuK.A ~c=A.EuA.A ~c = ~c'u~c'A 

pseudoreal ;/:;K. ®G2 ;/:;A. ®G2 ;/:;K. ®G2 

(J (A ) is not identical, [(J (A ) is identical, [(J (A ) is not identical, 
%u~C is complex] ~u~c is pseudoreal] ~u~c is complex] 

.~ is 
complex ~c=K.E ~c=A.E ~c= ~c1-:::;K. 

Weyl's theorem: Let Xbe a vector space of finite dimen
sion n over a field K. With reference to Definition 6, let m be 
any completely reducible subalgebra (over K) of .se K(X), 
Then, a direct sum decomposition X = Ell f = I Sj~ 

= Ell f = I Sj (tj lj) exists such that the corresponding matrix 
representation of m takes the canonical form 

p 

m = Ell s.,pf!, 
j= I' ) 

where ,pfj is an irreducible division algebra over K of linear 
mappings of lj (hence the order hj of ,pf j coincides with the 
dimension of lj, so that l:j hjsjtj = n). Furthermore, a rela
beling of the subspaces exists such that the corresponding 
matrix representation ofthe (K-) linear commutant m'K ofm 
takes the form 

p 

m'K = Ell t. 0,pfj 
j=I' S)' 

where ° ,pf j = (,pf j)'K is an irreducible division algebra over K 
(hence it is isomorphic to the opposite algebra20 of ,pf j and its 
order h J coincides with hj ). 

Remark 2: Following Weyl, we notice that (m'K),K = m. 
Most important for our purposes, we observe that it follows 
from the proof of the Weyl theorem21 that in the decomposi
tion of X in which m takes the canonical form, the (K-) linear 
commutant takes the form 

p 

m'K = Ell (t. o,pfj)s' 
j= I ' 1 

The classical Frobenius theorem is well known. For the sake 
of completeness, we report it here. 

Frobenius' theorem: The real field R and the complex 
field C are the only finite-dimensional associative-commuta
tive algebras over R without divisors of zero. The division 
ring of quaternions Q is the only finite-dimensional associ
ative but not commutative algebra over R without divisors of 
zero. 
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~c = ~c'-:::;[J. 

Remark 3: Whenever in the Weyl theorem the field K is 
assumed to coincide with the real field, then the algebras ,pf j 

and o,pf j must be isomorphic either to R or to C or to Q 
because of the Frobenius theorem; in these three alternatives 
the dimension of the space lj either is 1 or 2 or 4, respective
ly, because of the statements about hj and h J in the Weyl 
theorem itself. It follows that ,pf j coincides with ° ,pf j when
ever they are isomorphic to R or to C, while ,pf j is isomor
phic to ° ,pf j but does not coincide with it whenever it is iso
morphic to Q. 
IV. GENERALIZED FSXW VERSUS DYSON 
CLASSIFICATION 

As we mentioned in the Introduction, in this section we 
discuss the relations between the generalized FS X W classi
fication reported in Sec. II and the classifications that can be 
obtained by making suitable use of the Weyl and Frobenius 
theorems. In the sequel, except for Lemma 1, the basic field 
is always the complex field. Then, we make use of all the 
definitions and symbols introduced in Sec. II, with C in place 
of K, R in place of A,j the usual complex conjugation, while i 
always denotes the imaginary unit. Furthermore, we make 
use of the Weyl theorem with R in place of K and X R in place 
of X. Then, making reference to remark 3, we directly write 
in the formulas R, or C, or Q in place of ,pf j; furthermore, 
whenever ,pf j, hence o,pf j, is isomorphic to Q, we write 
° ,pf j = Q ° (rather than Q ) so as to remind the reader that the 
algebras ,pf j and ° ,pf j have different elements. 

Lemma 1: Let X be a finite-dimensional vector space 
over a field K, ,pf any algebra over K, and 5 a (linear) repre
sentation of ,pf in X. Let us put m = 5 (,pf) and let S be any 
additive mapping of X such that the following properties 
hold: 

(i)S -lmsC m, 
(ii) S 2Em, 
(iii) r = mu{ S J is irreducible. 
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Then, either 5 is irreducible or it reduces into two equidi
mensional irreducible subrepresentations, 5. and 52 (hence 5 
is completely reducible), such that the algebras (over K) 
~. = 5.(d') and ~2 = 52(d') are isomorphic and ~~ 
=sm:.x. 

Proof: Whenever 5 is reducible, let X. be an irreducible 
~-invariant subspace of X, and let us put X 2 = SX •. Then, X 2 
is also an ~-invariant subspace of X, since ~(S X.) 
= SIS -.~ S x.)eS X. because of (i). Furthermore, the sum 

XI + X2 is a 'Y-invariant subspace of X, since 
S (X. + X 2) ex. + X2 because of (ii), so that it coincides with 
X because of (iii). Thus, X. ¥=X2, and XZnX2 = {O J since 
X.nX2 is a proper ~-invariant subspace of X •. It follows 
X = X. EIlXz, which proves the first statement in the 
lemma. 22 

In the above decomposition of X, every LE~ takes the 
matrix form 

L=(~· ~), 
with L.E~. = 5.(d'),LzE~z = 52(d'), while 

S=~ 
2. 

S12) o . 
SinceS -.~ se~, we getS zl· LzS2.E~1 andS i2· L.S.2E~2' 
that is,~. and ~2 are isomorphic to subalgebras of~2 and ~., 
respectively, hence ~. and ~2 are isomorphic. Furthermore, 
~~=Xz =SX. =sm:.X. • 

Theorem 1: Let X be a vector space of finite dimension n 
over the complex field C. With reference to Definition 3, let 
~ be any irreducible linear-antilinear (graded) algebra with 
unit element (whose order we denote by h ) over the real field 
R of mappings of X, and ~'R, coherently with Definition 4, be 
the linear-antilinear graded algebra (whose order we denote 
by h ') over R of all the R-linear mappings of X which com
mute with ~ (see Ref. 23). Then, with reference to Definition 
6, ~ and ~'R simultaneously take one of the following (mutu
ally exclusive) "canonical" forms (hence ~ and ~'R are com
pletely reducible in XR ): 

( 1) ~=Rzn (h = 4nZ); 

~'R= 2nR (h' = 1); 

(2) ~=Cn (h = 2nZ); 

~'R=nC (h'=2); 

(3) ~ = Qn/2 (h =nZ); 

~'R = (n/2)Q ° (h'=4); 

(4) ~=2Rn (h =n2); 

~'R =(nR h (h'=4); 

(5) ~ = 2CniZ (h = nZ/2); 

~'R = [(n/2)C lz (h' = 8); 

(6) ~=RnEllRn (h = 2nZ); 

~'R =nR EIlnR (h'=2); 

(7) ~ = Cn12 Ell Cn12 (h =nZ); 

~'R = (n/2)C Ell (n/2)C (h'=4); 

(8) ~ = Qn/4 Ell Qn/4 (h = nZ/2); 

~'R = (n/4)QoEll(n/4)Qo (h'=8). 
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Proof: In each case the orders hand h ' immediately fol
low from the explicit form of ~ and ~'R. Furthermore, the 
forms of~'R follow from the forms of~ via Weyl's theorem 
(the parentheses being positioned coherently with the equa
tion in remark 2). 

Since ~ is irreducible in X, two cases may occur in X R : 

(a) ~ is irreducible in X R , 

(b) ~ is reducible in X R • 

Whenever a occurs, we get in X R' by making use again of the 
Weyl theorem, ~ = d'" with d' a division algebra over R; 
hence, d' is isomorphic either to R or to C or to Q because of 
the Frobenius theorem, and ~ takes one of the forms listed in 
the cases 1-3. 

Whenever b occurs, let us put S = iE and r = ~u {S J. 
This is irreducible in X R since ~ is irreducible in X. Further
more,Sz = - EE~(since~hasa unit)andS -·~e~(since 
~ is a linear-antilinear algebra). Thus, Lemma 1 applies with 
R and X R in place of K and X, respectively. Then, by making 
use again of the Weyl and Frobenius theorems, ~ must take 
one of the forms 2Rn, 2Cn/2 , 2Qn/4' Rn EIlRn, Cn12 EIlCn/2 , 
Qn/4 Ell Qn/4· The possibility ~ = 2Qn/4 cannot occur, since 
the order h or ~ in this case would be n2/4, while a lower 
bound n2/2 exists for h. (Indeed, let :D be the algebra over R 
generated by 'Y. Then, :Dis irreducibleinXR , like 'Y, and its 
order geitheris 4n2, or 2n2 or nZ, as follows from the cases 1-
3 discussed above with :D in the place of~. Since g is in any 
case equal or twice the order of~, this cannot be less than 
n2/2.) The five remaining cases are listed in the theorem as 
cases 4-8, respectively. • 

Theorem 2: Let X be a finite-dimensional vector space 
over the complex field C. With reference to Definitions 1-5, 
let 5 be any irreducible linear-antilinear representation in X 
of some algebra d' over R such that ~ = 5 (d') is a linear
antilinear graded algebra (over R ) with unit element, whose 
antilinear part either is void or contains an antilinear map
ping A together with its inverse. Then, ~ is potentially real, 
pseudoreal or complex iff ~l is potentially real, pseudoreal, 
or complex, respectively. Moreover, ~ is potentially real iff 5 
is reducible in XR (i.e., one of the cases 4-8 of Theorem 1 
occurs); in this case, a subspace XI eXR is ~ invariant iff XI 
is the subspace R (g') of X R generated by some basis g' in X 
such that Miff = M for every ME~ (see Ref. 16) (canonical 
basis), and the direct sum decompositions of ~ listed in 
Theorem 1 refer (in the sense specified by the Weyl theorem) 
to any decomposition X R = R (g') Ell iR (g') (canonical de
composition), with g' a canonical basis. 

Furthermore, whenever ~ is potentially real, the linear 
parts 5 \ and 5 \ of the (irreducible) representations 51 and 52 
of d' induced by 5 in R (g') and iR (g'), respectively, are 
equivalent, and the following conditions are equivalent. 

(i) ~ = 51(d') Ell 52(d') (i.e., one of the cases 6-8 of 
Theorem 1 occurs). 

(ii) ~U~'R is reducible in X R . 

(iii) ~U~'R is potentially real. 
(iv) ~a ¥= { 0 J and 51. (hence 5 ~) is irreducible in X R • 

Proof: First, we note that ~, which is a multiplicative 
semigroup, can be classified according to Table II in Sec. II. 
From now on, we refer to this classification and to the nota-
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tion in Table II. Let us come now to the first statement in the 
Theorem. The part of the statement that regards the com
plex case is obvious. Indeed, ~I complex implies ~ complex. 
Conversely, whenever ~ is complex, i.e., ~/a is void, then 
iEe(~/R)'R = ~ (see remark 2, Sec. III), hence iEe~I, so that 
(~I)'a is void, i.e., ~I is complex. 

It is also straightforward that ~ potentially real implies 
~I potentially real; the proof of our statement will be com
pleted by showing that this last implication can be reversed. 
To this end, let us assume that ~I is potentially real and let us 
consider the four possibilities which characterize the co
lumns in Table II. Whenever ~a = {OJ (column 1), then 
~I = ~, and our statement is trivial; whenever ~I is reducible 
and U\ - U~ (column 4), it is straightforward. In order to 
discuss the remaining cases, let us observe that a conjugation 
J exists which commutes with ~I, since ~I is potentially real. 
Coherently with Definition 2, for every mapping P of X, let 
us put P = JP J. Then, the following properties hold for the 
antilinear invertible mapping A which has been assumed to 
belong to ~: (a) A2 = A 2 and (b) A A -le(~I)'I. Indeed, for 
every Le~l, L = L; it followsA 2 = A 2 (since A 2e~I), hence, 

trivially, statement (a), and A lLA = A -ILA (since 
A -ILAe~I), hence A A -IL = LA A -I, which proves (b). 

Furthermore, let us briefly put M = A A -I. Then, triv
ially,M M = E, and A M A -1M =A 2A -2; from the latter, 
by making use of a, we get A M A -1M = E. 

Now, let us assume that ~I is irreducible (column 2) or 
reducible and such that U\ +- U~ (column 3). Let us show 
that in both cases a mapping Ne(~I)'1 exists such that 
N 2 = M, N N = E, ANA - W = E. To this end, let us re
ca1l24 that whenever ~I is irreducible, (~I)'I = CE, while in 
our alternative case X decomposes into the direct sum of two 
~I-invariant subspaces, X = Y I e Y2, with Y2 = A Y I; mak
ing reference to this decomposition we can write 

(~I)'I = {(a:
1 o~) :a,oec}. 

Hence, by making use of statement (b) above, we get that 
either some (nonzero) aeC exists such that M = aE or some 
(nonzero) a, oeC exists, with a ¥=o, such that 

M= (a:1 o~J 
In the former case, the mappingN = a l

/
2E, with the square 

roots of a and ii chosen in such a way that ii l
•
2 = ii1l2, has 

the desired properties (the equation N N = E follows from 
iia = 1, which follows in turn from M M = E). In the latter 
case, let us recall first, making reference to the above decom
position of X, that the mapping A takes off-diagonal form 
(see the FS X W Theorem in Sec. II); by substituting in the 
equation A M A -1M = E we obtain 0 = ii- I.SinceJ 2 = E, 
while a¥=o in the present case, it follows, by making use of 
the equation M M = E and with some simple calculations 
that we do not report here, that J also is off-diagonal in the 
above decomposition of X. Then, the mapping 

again with the square roots of a and ii chosen in such a way 
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that am = ii 1/2, has the required properties. 
Let us consider now the mapping J I = NJ. This is invo

lutory, sinceJ /
2 = N N = E, andcommuteswith~l, sinceN 

and Jbelongs to (~I)'R. Furthermore, J'A = N J A = NA J 
=N M-IA J=N-IAJ=A NJ=AJ'. Hence, J'e~/a, 

so that ~ is potentially real. 

This completes the proof of the first statement in the 
theorem.25 

Before coming to the proof of the other statements we 
make the following remarks. 

(i) For any basis If in X and for every M in the set 
.!t'R (X) of all the R -linear mappings of X, the identity 

M = !(M + Mre) + !(M - M re) 

holds. It turns out at once that the ! (M + M re ) map into 
themselves the (proper) subspaces R (If) and iR (If), while 
!(M - M re) map (bijectively) R (If) onto iR (If). 

(ii) Whenever ~ is reducible inXR' let XI be any ~-invar
iant subspace of X R' X 2 = iXl • Then, a positive integer p and 
twosubspaces Y I CXI and Y2 CX2 existsuch that XI =pYI, 
X2 = pY2 and that the canonical forms of~ (see Theorem 1) 
occur in the decomposition X = P YI e P Y2• 

The proof of the remark (i) is straightforward. As for 
remark (ii), it can easily be deduced from the arguments in 
the proofs of Lemma 1 and Theorem 1. 

Now, let ~ be potentially real. Then, some basis If in X 
exists such that for any Me~, M re = M (see Ref. 16). Be
cause of remark (i), withM - M re = 0, XI = R (If) is an~
invariant (proper) subspace of X R , hence ~ is reducible in 
X R • Moreover, because of remark (ii), the direct sum decom
positions of~ listed in Theorem 1 refer to the decomposition 
XR = XI e iXI (see Ref. 26). 

Conversely, let ~ be reducible in XR, let XI be any ~
invariant subspace of X R and let If be any basis in XI. Be
cause of remark (ii) the direct sum decompositions of~ listed 
in Theorem 1 refer to the decomposition X R 

= XI eX2 = R (If) eiR (If). Furthermore, If isa basis in 
X, and in the above decomposition of X R the conjugation J re 
associated in X with If takes the matrix form 

(
II 0) 

Jre = 0 -1
2

' 

with II and 12 the identity mappings in XI andX2 respective
ly; thus, for any Me~, J re M = MJ re (since in the above de
composition also M is diagonal). Hence, ~ is potentially real; 
furthermore, If is a canonical basis. 

Thus, we have proved the second statement in the 
Theorem.27 In order to prove the remaining statements, let 
us assume from now on that ~ is potentially real and let us 
refer to the canonical decomposition of X R when writing any 
mapping in matrix form. Furthermore, let us establish that 
If always denotes a canonical basis of X and that II and 12, 

XI' X 2 have the same meaning as above. 
Let us now prove the statement regarding S \ and S ~ in 

the theorem. To this end, observe that the representations S I 
and S 2 turn out to be irreducible in the cases 4-8 of Theorem 
1 by inspection of the canonical forms of ~ = s (JIf). Further
more, 

iE=( EO_I 
- 12 

E12) 
o ' 
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with EI2 a vector space isomorphism ofiXl onto XI' Let 

L = (LI 0) em:ICm:. 
o L2 ' 

since iL = Li, we get at once L2 = E i"2 IL IE I2, which proves 
our statement. 

Let us come now to the proof of the equivalence of the 
conditions (iHiv). 

(i):::::}(ii). Straightforward, by inspection of the canonical 
forms ofm: and m:,R listed in the cases 6-8 of Theorem 1. 

(ii):::::}(iii). Straightforward, because of the second state
ment in the theorem, with m:Um:,R in place of m:. 

(iii)=>(iv). Whenever m:Um:,R is potentially real, the conju
gation J ~ can be assumed to belong to (m:Um:'R),R = m:'Rnm: 
(remar~ 2), hence J ~ belongs to m:a, so that {O I # m:a = J ff m:1 

(see Ref. 28) and m: = m:1 e J ff m:1. Should S \ (hence S ~) be 
reducible, also SI and S2 would be reducible, since 

J~ = (~I -~J 
(iv)=>(i). Whenever S II is irreducible, we get from Theorem 1, 
with XI in place of X andsl(J<t') in place ofm:, that S\ (J<t') is 

. either R", or C"12 or Q,,/4' Since S \ and S ~ are equivalent, it 
follows that either m:1 = 2R" or m:1 = 2C,,/2 or m:1 = 2Q,,/4' 
Hence, by making use ofthe Weyl theorem and by recalling 
the last observation in remark 2, we obtain that the commu
tant (linear-antilinear graded) algebra (m:I)'R of m:1 simulta
neously takes the forms (nR h, [(n/2)C b [(n/4) QOh re
spectively. Our proof will now be shortened by choosing a 
(canonical) basis If = {e] Ij = I ..... " in X, hence a basis 
(e] 1]= I •...• "u{iej Ij = I •...• n = Ifuilf inXR , and by considering 
the matrix 1(S) that realizes any R-linear mapping S with 
respect to this basis. In particular, with this choice, we get 

( 
0 -fo") 1(iE) = f" 

(with f" the identity in the set of the n X n matrices with 
elements in R ). Furthermore, for every 

L =(LOI 0) I L2 em:, 

the matrices 1 I (L I) and 1 2(L2 ) that realize L I in 
XI = R (If) and L2 in X2 = iR (If), respectively, must be 
equal [since 1(L ) commutes with 1(iE)]. Let us assume 
that the basis If has been chosen so that the algebra 
1 I IS Id J<t')) takes canonical form, i.e., so that it coincides 
with either flI", or Crt ,,12 or g ,,/4; here, flI = R, Crt, and f!) 

are some regular matrix representations of R, C, and Q, re
spectively.29 Hence, in the basis Ifuilf the forms of the alge
bras 1(m:1) and 1{(m:I)'R) follow easily from the forms ofm:1 

and (m:I)'R written above; furthermore [since (m:I)'R commutes 
with iE] we get 

1,1 {( rfp Sfp) } 
1{(m:) ) = _ sfp rfp :r,se%, 

where p can take the values n,n/2,n/4, and % denotes a 
regular representation of R,C,Qo. 

Let Ge(m:I)'I, 

1(G) = (_ :;p 
p 
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Since we have hypothesized m:a# {Ol, we have Gem:'IC{m:I),1 
iff GN = NG for some Nem:a [equivalently, for all Nem:a (see 
Ref. 28)]. In the canonical decomposition 

N=(NI 0) o N2 ' 

so that, since Ni = - iN, 

1(N) = (: ~), 
withJV an n X n matrix with elements in R. Therefore, Gem:,1 
iff (a) (rfplJV=JV(rfp) and (b) (sfplJV= -JV(sfp). 
Let us denote by .!f and K the subsets of the elements of % 
that satisfy (a) and (b) respectively. Then, it follows from (a) 
and (b) that Kn.!f = {O J. This property, together with the 
fact that m:'1 is a division subalgebra Of(m:I)'1 since m: is irredu
cible inX (see Ref. 30) implies, after some simple calculations 
that we do not report here, that the off-diagonal elements of 
1(G) vanish (hence, .!f = (O J). Therefore, also the off-diag
onal elements of every Pem:,a vanish; indeed, J'8 em:'·, so that 
m:'. = J ff m:'1 (see Ref. 31) while, as we have previously 
proved, 

By inspection of the cases 4-8 in Theorem 1 we see that in the 
canonical decomposition the off-diagonal elements of m:,R 
= m:,1 e m:'. vanish iff m: is the direct sum of S I (J<t') and 

~~ . 
By making use of Theorems 1 and 2 and of Lemma 1, we 

can now prove a new theorem which, as we have anticipated 
in the Introduction, recovers Dyson's classification under 
more general assumptions and in a generalized framework, 
and shows its one-to-one correspondence with the general
ized FS X W classification particularized to C. 

Theorem 3: Let X be a finite-dimensional vector space 
over the complex field C. With reference to Definitions 1-5, 
let Y be a semigroup, let Ube an irreducible linear-antilin
ear representation of Y in X such that the antilinear part of 
V&t = U(Y) is either void or contains an invertible mapping 
A together with its inverse, and let m: be the algebra over R 
generated by V&t. Then, m: is a linear-antilinear (graded) alge
bra, and in each of the 13 mutually exclusive cases which 
appear in the generalized FS X W classification m: takes one 
and only one of the eight possible forms listed in Theorem 1, 
according to the correspondence exhibited in Table III. 
Moreover, let SD be the (linear-antilinear graded) algebra 
over R generated by m:u{ iE I. Then, each case of the general
ized FS X W classification is characterized by the structure 
(in the sense of Theorem 1) of the pair (SD, m:1) in the space X R' 

as shown in Table III. (In Table III, the sysmbols U\, U~, 
E I, E2, TI2 have the same meaning as in Table II of Sec. II; 
the explanation of the other symbols used in Table III is 
given in the definitions and in Table I.) 

Proof The statement that m: and SD are linear-antilinear 
graded algebras is straightforward. 

The characterization ofthe columns in Table III imme
diately follows from the characterization in Table II when
ever K = C (the equation m:,1 = V&t'l being obvious); the char-
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TABLE III. One-to-one correspondence between the generalized FS X W classification and the Dyson classification of the irreducible Iinear-antilinear 
representations. 

,,&,a= tol I ,,&,a;f fOI 
"&' I reducible (in X) 

"&' I irreducible (in X) 
UI .f.-U~ UI-U~ 

W'I = ,,&,'1 = CE W'I = ,,&,'1 = RE W'I = ,,&,'1 = {(a:1 ii~) :aEC} zC W'I = ,,&,'1 = {~aE~ I 
TJT 12 

PT12) } iiE2 :adJeC zQ 

(,,&,czC. xG2) 
W=Rn (fjRn W = Cn12 (fj Cnll 
{SD = R 2n 

Wi = 2Rn 
{SD= C 

Wi = 2~nll 
"&' is poten- (,,&,ci:C. XG2) 
tially real W = 2Rn 2T = 2Rn 

{SD= C 
Wi = 2~n 

{SD= C 
WI = 2~nll (fj Rn/2 ) 

"&' is W = Qn/2 W= Cn W = Qn/2 

pseudoreal {SD = C 
WI = 0./2 

{SD = R 2n 

WI = Qn/2 
{SD= C 

WI = Q:/4 (fj Qn/4 

"&' is W = Cn W = R 2n \!I=Cn 

complex {SD =C 
Wi = C: 

{SD = R 2n 
WI = Cn 

{SD = C 
\!II = d./2 (fj Cn12 

acterization of the rows coincides with the one in Table II (in 
the sequel, the words "column" and "row" will always refer 
to Table III). 

Before coming to the proof of the statements in the 
squares of Table III we establish that 2{ is considered as the 
range of a representation 5 of some abstract algebra .Jf in the 
vector space X R; whenever 2{ is reducible, the representa
tions 51 and 52 will then be defined as in Theorem 2. Further
more, we premise the following remark. 

Remark (a); Let I, h, g be the orders of the algebras 2{1, 
2{, SD, respectively. Then, by making reference to the general
ized FS X W classification in Table II, we have the following 
relations between the orders: 

column 1, rows 1,2: 1= h =!g 
column 1, row 3: 1= h =g 

columns 2,3, 4, rows 1, 2: I, = ~h = !g 
columns 2, 3, 4, row 3: 1= !h = !g. 

Indeed, I = h whenever ~ a = {O}, since 2{ = 2{1 in this case, 
while, trivially,28 1= !h whenever ~a¥: {O}. Furthermore, 
h = g whenever ~ is complex, since iEE2{1 in this case, as we 
have already observed in the proof of Theorem 2, so that 
2{ = SD. Finally, h =!g in the other cases, since iEff,5JI. 

Now, let us consider the algebra SD. We have already 
observed in the proof of Theorem 1 that the set 2{u { iE} is 
irreducible in X R' since 2{ is irreducible in X. Therefore, SD is 
irreducible both in X and in X R' so that, by making use of 
Theorem 1 with SD in place of 2{, we get that either SD = R zn 
or SD = Cn or SD = Q,,/2; hence, either SD,R = 2nR, or 
SD'R = nC or SD'R = (nI2)Qo, respectively. Since, trivially, 
SD,R = 2{,I, it follows (by comparison with the forms of 2{,1 
which characterize the columns) that SD = Cn , 

SD = R 2", SD = C", SD = Q"I2' respectively, in columns 1,2, 
3,4 (with g = 2n2, g = 4n2, g = 2n2

, and g = n2, respective
ly). 
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(,,&,czQ. xG2) 

W = Qn/4 (fj Qn/4 
{SD = Qn/2 

WI = 2Qn/4 

(,,&,ci:Q. XG2) 

W = 2Cnll 
{SD = Qn/2 

WI = 4Rn/2 

W = Qn/2 
{SD = Qn/2 

Wi = 2Co12 

Let us consider now the algebra 2{. Let OU be complex 
(row 3). Then, as we have already seen in the proof of remark 
(a), 2{ = SD. Let ~ be pseudoreal (row 2). In this case, 2{ is 
irreducible in XR because of the second statement in 
Theorem 2 and hence one of the cases 1-3 of Theorem 1 
occurs. Furthermore, it follows from remark (a) that h = ~g; 
since SD is known, we get h = n2, h = 2nz, h = n2, and there
fore 2{ = Qn12' 2{ = Cn' 2{ = Q,,/2 in columns 1,2,3, respec
tively. Let OU be potentially real (row 1). Then, 2{ is reducible 
in X R because of the second statement in Theorem 2 and 
hence one of the cases 4-8 of Theorem 1 occurs. 

Whenever OU,I = C E (column 1), 5JI = 2{1 (since ~a 
= {O}); then, since 5 ~ and 5 ~ are equivalent because of a 
statement in Theorem 2, one ofthe cases 4-5 of Theorem 1 
occurs; from remark (a), since SD = C,,' we get h = n2

, hence 
2{ = 2R". In order to find 2{ in the other cases of row 1, let us 
recall that OU c ::::: ~CIXG2 iff OUu~c, equivalently 2{u2{,R, is 
potentially real,32 that is, because of the equivalence between 
the conditions (i) and (iii) in Theorem 2, iff one of the cases 6-
8 of Theorem 1 occurs. Therefore, whenever ~c is not a 
direct product, one of the cases 4-5 of Theorem 1 occurs. 
Since from remark (a) we get h = 2n, n2, and n2/2 in co
lumns 2, 3, and 4, respectively, we conclude that 
2{ = R" ED Rn in column 2, while 2{ = Cnl2 ED Cnl2 or 
2{ = 2Rn in column 3 and 5JI = Qnl4 ED Qnl4 or 5JI = 2Cnl2 in 
column 4, depending whether ~ C is a direct product or not. 

Let us consider now the algebra 2{1. Let ~a = {O} (col
umn 1). Here, 2{1 = 2{ in every row. Let OU a¥: {OJ, OU I irredu
cible (column 2). By considering 2{1 in place of OU and apply
ing the results in column 1, we get that either 2{1 = 2R", or 
2{1 = Q,,/2' or 2{1 = Cn ; furthermore, we get that these forms 
of2{1 occur in rows 1,2, and 3, respectively by making use of 
the first statement in Theorem 1. 

Let OU 1 be reducible inX (columns 3 and 4). First, let us 
consider the cases of ~ potentially real, and of ou c isomor-
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phic to a direct product. In these cases, as we have already 
noted above, ~um:'R is potentially real, hence 5 \ and 5 ~ are 
irreducible because of the equivalence between (iii) and (iv) in 
Theorem 2. Hence [as we have already seen in the proof of 
(iv)::::?(i) in Theorem 2], ~I takes one of the forms 2R", 2C,,12' 
2Q,,/4' Since I = n2/2 and I = n2

/ 4 in columns 3 and 4, re
spectively [remark (a)), it follows ~I = 2C,,12 in the former 
case, ~I = 2Q"/4 in the latter. 

Second, let us consider the cases of au potentially real, 
and of au c not isomorphic to a direct product. Let If be a 
canonical basis in X. Then, in the canonical decomposition 
XR =Xl eX2, with Xl = R (1f)'X2 = iR (If), every Mem: 
takes diagonal form (Theorem 2), so that, in particular, the 
invertible mapping Aeau a can be written in the form 

A=(~I ;). 

Let us put m:\ = 5 \ (JII). Then, A 1- I m:11 A Ie m:L A i em:\ ; 
furthermore, ~\ is a reducible algebra over R because of the 
equivalence between the conditions (iii) and (iv) in Theorem 
2, while the set m:\ u{Ad is irreducible since it is a set of 
generators for 51 (JII), which is irreducible (see again 
Theorem 2). Hence, Lemma 1 applies with the substitution 
K_R, X-Xl' m:_m:\, 5-S\' S-Al' so that Xl = Z eAIZ 
(hence, XI = Z Ell AZ), with Z and A lZ m:\-invariant sub
spaces, and 5 ~ reduces into two equidimensional irreducible 
subrepresentations, 5 \ I and 5 \2' while the algebras 
m:lll = 5\dJII) and m:112 = 5 112(JII) are isomorphic. Then, by 
making use of Theorem 1, we obtain that m:~1 and m:~2 must 
take one ofthe forms R,,12' C"/4' Q,,/8' hence m:~ must take 
one of the forms 2R,,/2,2C,,/4' 2Q,,/8' Rn/2 EIlRn/2' 
C,,/4 e C,,/4' Q,,/8 Ell Q,,/8; the corresponding forms of m:1 are 
obtained by doubling the latter ones, since 5 ~ and 5 ~ are 
equivalent (Theorem 2). Now, we get I = n2/2 and I = n2/4 
in columns 3 and 4, respectively [remark (a)]. Hence, 
m:1 = 2(R"12 Ell R,,12) in column 3. In column 4, the order lim
its the possibilities for m:1 to 4R"/2 and 2(C,,/4 Ell C,,/4)' In or
der to eliminate the latter possibility, let us observe that, 
since XR = XI Ell ;XI' then XR = Z EIlAZ Ell iZ Ell iAZ. Let us 
put YI = Z e iZ and Y2 = A YI. Then, YI and Y2 are vector 
spaces over C which are m:1-invariant subspaces of X, hence 
the representations U\ and U~ ofm:1 in YI and Y2 respective
ly must be equivalent because of the assumptions which 
characterize the cases in column 4. Should m:1 take the form 
2(C,,/2 Ell C,,12)' U I

I and U~ would easily tum out to be ine
quivalent. Hence, m:1 = 4R,,/2' 

Third, let us consider the cases au pseudoreal and au 
complex. In these cases m: is irreducible in X R' while m:1 is 
reducible. Furthermore, A -I m:1 A Cm:I,A 2em:1 and, trivially, 
m:\..J {A J is irreducible in X R • Thus, Lemma 1 applies with the 
substitutions K_R, X-XR' 5_51, m:-m:I, S-A, hence 51 
reduces into two equidimensional irreducible subrepresenta
tions 5\ and 5~' while the algebras (over R) m:\ = 5\ (JII) 
and m:~ = 5 ~ (JII) are isomorphic. Then, six forms must be 
taken into account for m:1, precisely 2R",2C,,12' 2Q,,/4' 
R" EIlR", C,,12 Ell C,,/2' Q,,/4 Ell Q,,/4' Since YI = m:\XR is any 
m:1-invariant subspace of X R (see the proof of Lemma 1), YI, 
hence Y2 = ~~X R = A YI, can be assumed to be iE invariant 
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(since au I is reducible in X) so that YI and Y2 are vector 
spaces over C. Therefore, in column 4, row 3, m:\ and m:~ 
must be equivalent in X R as a consequence of the assumption 
U\ - U~ which characterizes column 4; moreover we get 
1= n2/2 [remark (a)] in this case, so that m:1 = 2C"/2' In or
der to discuss the remaining cases in column 3, let us observe 
that, with reference to the decomposition X R = YI e Y2, we 
can write 

iE = (IO'EI 0) 
iE2 ' 

with EI, E2 the identity mappings in YI, Y2• respectively; 
furthermore, m:\ and m:~ are equivalent (in X R ) iff a (involu
tory) mapping 

T= (~121 ~12) 
exists which commutes with m:1. Now, let au be complex (row 
3). Since iEem:1 in this case [see the proof of remark (a)], 
should m:\ be equivalent to ~~ in X R , the mapping TI2 would 
satisfy the equation T I2 (iE2) = jiEtlT12' i.e., TI2 would be C 
linear, hence U I

I -U~, contrary to the assumption 
U\ +- U~ which characterizes column 3. Since 1= n2 [re
mark (a)], it follows m:1 = C,,12 Ell C"12' 

Let au be pseudoreal(row 2). Then, 1= n2/2 [remark 
(a)]; hence, m:1 must take one of the forms 2C,,12' Q"/4 Ell Q,,/4' 
Let us assume that ~I = 2C"/2' Then, (m:I)'R = [(n/2)Ch (see 
remark 2 in Sec. III). From now on, let us choose suitable 
bases If I' If 2 in YI, Y2 respectively, hence a basis If lulf 2 in 
X R, and let ..// (S) be the matrix that realizes any R -linear 
mapping S with respect to this basis. Let us denote with f p 

the identity in the set of the p Xp matrices with elements in 
R. Then, since iEe(m:I)'R and (iE)2 = - E, while iE takes di
agonal form, we get 

(

af 
"//(iE) = 0"/2 

with a, P belonging to some regular representation of C, and 
a2 = P 2 = - f 2' Therefore, a = - P, since iEElm:1 

= 2C,,/2' Let us consider the involutory mapping Te(m:I)'R 
whose matrix is given by 

"//(T) = ( _I~ r ,,12 

with r belonging to the aforesaid regular representation of C. 
Then, 

"//(Ti) = ( _I 0 tr. 
r a.., ,,12 

-1/af ) 
(' 0 ,,12 = - "//(iT), 

that is, Tis antilinear, hence m:1 is potentially real. Because of 
the first statement in Theorem 2, this implies m: potentially 
real, contrary to the assumption m: pseudoreal in row 2. 
Thus, m:1 = 2C,,/2 is impossible; hence m:1 = Q,,/4 Ell Q,,/4' • 

Remark 4 (on the Dyson classification of matrix alge
bras): As we have anticipated in the Introduction, the char
acterization of each case in Table III by means of the pair 
(~, m:1) coincides by inspection with the characterization of 
each case in Dyson's classification.6 However, the Dyson 
classification is obtained under the following restrictive as-
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sumptions: (a) a scalar product is assumed on X and the ma
trices of OU are supposed to be either unitary or antiunitary, 
and (b) OU is a group. Thus, our classification also generalizes 
Dyson's. 

In particular, Dyson's cases (40H42) in Ref. 6, respec
tively, coincide with the cases in column 1 of Table III, rows 
1-3, while Dyson's cases (61H70) are in one-to-one corre
spondence with the cases in columns 2-4 of Table 111.33 

In order to underline some further connections between 
the present work and Dyson's paper, let us say that an alge
bra (over R ) of R-linear mappings ofXR is of"typeR," "type 
C," or "type Q " whenever its canonical form is Ell) = I Sj R I

j
' 

EIl)= IS} C
'j 

or EIl)= IS} Q,
j

, respectively. Then, it follows at 
once from the first statement in Theorem 2 and from 
Theorem 3 that, whenever OU I is irreducible (columns 1 and 2 
in Table III), then 2{1 is potentially real, pseudoreal, or com
plex iff it is of type R, Q, or C, respectively, This result clearly 
rephrases in our generalized framework Dyson's equiv
alence Theorem I (it must be noted that the above equiva
lences do not hold whenever OU I is reducible, as shown by the 
cases in columns 3, 4, row I, OU C isomorphic to a direct pro
duct, and by the examples in the next section). 

Finally, we notice that Dyson's equivalence Theorem II 
also follows at once from Table III in our generalized frame
work. 

Remark 5: Let R +' R _ respectively, denote the positive 
and negative reals; then, it follows in particular from 
Theorem 3 that, whenever OU,I is isomorphic to Q (column 4 
in Table III), the statements 

(a) OUuOU c is potentially real, 
(b) OU u OU C is pseudoreal, 

can respectively be characterized as follows: (a') OU C8 [equiv
alently, (OUUOU C)C8] is nonvoid and for any (equivalently, for 
some) Te(OUuOUC)ca, T 2eR+E; and (b') OU C8 [equivalently, 
(OUUOU C)C8] is nonvoid and for any (equivalently, for some) 
Te( OUUOU C)C8,] T 2eR _E (see Ref. 34). In order to prove this 
characterization, let us preliminarily observe that, whenever 
(OUuOU C)C8#0, then T 2e:lln:ll,R for any Te( OUuOU Ct 8. In
deed, T 2e(OUuOUCtl = (OUCCnOUC)I. Now, ou cl C2{,1 = :ll,R. 
Furthermore, as we have already observed in the proof of 
Theorem 2, 2{'1 is a division algebra over R, since 2{ is irredu
cible in X, while 2{,R = 2{,1 Ell 2{'8 = 2{,1 Ell T2{,1 (see Refs. 23 
and 28), hence, ouc = (2{'v2{'8)\ {OJ, and therefore, 
(OU CC)ICOU CC C(2{,R)'R=2{C:ll (see remark 2). Thus, 
(OUCCnOUC)IC:lln:ll'R, hence T 2e:lln:ll,R, as stated. Then let us 
come to the following properties, which hold whenever 
OU'I::;::Q. 

First, by making use of the above result, we note that in 
this case T 2eRE for any Te( OUUOU C )C8; indeed, by inspection 
of Table III we get :lln:ll,R = Q,,/2n(nI2)Qo = 2nR. Second, 
it follows at once by inspection of Table II that OU C8 is non
void iff(OUuOU C)C8is nonvoid. Third, let T, T'e(OUuOU C)C8#0. 
Then, T' = TL (see Ref. 28), with Le(OUuOUC)CI 
C :lln:ll'R = 2nR, so that some leR exists such that T' = IT, 
hence T,2 = 12T2, i.e., by setting T2 = rE with rER, T,2 
= rPE. 
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Now, the proof of the equivalences in (a'), (b') and the 
proof that (a) implies (a') are straightforward. Furthermore, 
whenever Te(OUuOU C)C8 and T2 = rE, with rER+. then the 
mapping Ir- 1/21T is involutory and belongs to (OUU"U C)C8, 
hence (a') implies (a). This suffices to prove our characteriza
tion above, the possibilities (a) and (b), so as (a') and (b'), being 
mutually exclusive. 

Remark 6: With reference to the generalized FSXW 
classification we notice that a particular case which is physi
cally importaneS occurs whenever OU = U (Y) is afactoriza
ble group (we recall that OU is said to be factorizable when
ever, for some-equivalently, for every36-Se OU 8, the 
mapping 0: LeOUI-S -IL SeOUl is an inner automorphism 
of OU I

). In order to discuss this case, let us observe first that, 
whenever OU is a group, the following conditions are equiva
lent: (i) OU is factorizable, and (ii) (OUnOUCt is nonvoid. For, it 
is immediate to show that OU is factorizable iff for every 
SeOU8 a mapping MseOU I exists such that S M s leOU C8. 
Since S M S-le OU 8, "U factorizable implies (OUnOU c)a#0. 
Conversely, let Te("UnOU C)8; then, OU 8 = TOU I (see Ref. 28), 
hence for every SeOU8 an LseOUI exists such that S = TLs. 
Thus, since T L =L T for every LeOUI, we get S-ILS 
= L s IT-IL TLs = L s ILLs for every LeOU I, and there

fore OU is factorizable. 
Second, observe that OUnOUcC OUccnOU c = (OUuouct, 
Now, let OU be factorizable; then, (OU u OU C)C8 is nonvoid, 

that is OUuOUc cannot be complex. Hence, eight cases in the 
generalized FS X W classification cannot occur; the five re
maining cases actually occur, as it can be easily shown by 
means of examples.37 Whenever K = C, by comparison 
between Table II and Table III we obtain that these cases are 
characterized by 2{1 = 2R" and 2{1 = Q,,/4 in column 2, 
2{1 = 2C,,/2 in column 3, 2{1 = 2Q"/4 and 2{1 = 4R"/2 in col
umn 4 of Table III (analogous results, for the subclass of 
representations to which his classification applies, are ob
tained by Dyson). In addition, let us observe that the results 
in remark 5 and in the remark quoted and restated in foot
note 34 can be assembled together so that the following state
ment holds. Let OU be a factorizable group, i.e., 
(OUnOU C)8#0, and let 2{1#2C"/2' Then, the cases (a) OUuOUc 

is potentially real (i.e., 2{1 = 2R" or 2{1 = 2Q,,/4)' (b) OUuOU c is 
pseudoreal (i.e., 2{1 = Q,,/2 or 2{1 = 4R,,/2)' respectively, can 
be characterized by 

(a') for any Te(OUn"Uct, T 2eR+E, 

(b') for any Te(OUnOUC)8, T 2eR_E. 

Furthermore, whenever 2{1 = 2C,,/2' then for any 
Te(OUnOU C)8, T 2enC (indeed, as we have seen in remark 5, 
T 2e:lln:ll,R, while :lln:ll,R = C"nnC = nC in the present 
case). 

The above statements clearly reformulate Dyson's 
theorem III (see Ref. 35) in a generalized framework (in par
ticular, since the operators of OU are not supposed to be uni
tary or antiunitary, Dyson's statement "[M (T)] = ± I" is 
substituted by the statement T 2eR ± E). 

V.EXAMPLES 
In this section we give some examples which illustrate, 

in some cases of the generalized FS X W classification, the 
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properties collected in the corresponding squares of Table 
III. For the sake of brevity we limit ourselves here to consid
ering matrix algebras that can be generated by factorizable 
groups (remark 6); thus, five cases only occur (we do not give 
explicitly the factorizable group which can be chosen as a set 
of generators for the algebra in each case, since it is easily 
recognizable by looking at the explicit form of the algebra). 
In each case we give a set OJ.- of linear and antilinear map
pings (which coincides with the set introduced in Ref. 11, 
Sec. 5, and, except for minor changes and with the exception 
of case 4, with the set introduced by Dyson in this examples, 
so that it can be endowed of the same physical interpretation 
discussed by Dyson) by specifying the set vii y (OJ.-) of the 
matrices that realize the operators of OJ.- with respect to some 
basis Y = {./j}j = I •... , .. in the vector space X over C (see Ref. 
18). Whenever OJ.- is potentially real, we write the operator S 
which maps Y onto the canonical basis ~ = {S./j}j = I, ... ,n in 
X (see Ref. 38); then, we give the matrix set viii' (OJ.-) and the 
set vii i'uii' (~) of the matrices that realize the operators of the 
algebra ~ (over R) generated by OJ.- with respect to the basis 
~ui~ of X R (see Ref. 39) (see Theorem 2). Whenever OJ.- is 
not potentially real, we directly write the matrix set 
vii yuiY (~) of the matrices that represent ~ with respect to 
the basis YuiY of X R' Then, in each case we give the ca
nonical forms of~, 'tl, ~I, together with the new basis of X R 

(if it does not coincide with the old one) to which these ca
nonical forms refer. 

In what follows we make use of all the definitions and 
symbols introduced in the rest of the present paper. In parti
cular, f p denotes the identity in the set of the p Xp matrices 
with elements in R, 9!f, and P2 denote regular representa
tions of C and Q, respectively.29 

For the sake of brevity, we also put 

eo = (~ ~); el = e ~); 
e2 = (~ - ~); e3 = (~ _ ~) . 

(1) OJ.-,I = RE, OJ.- potentially real (column 2, row 1): X one
dimensional, basis Y = {I}, vii y(OJ.- I) = R, vii y(OJ.-a) 
= aR, with a = p ei'l'eC, ~ = {S/}, with S = ei'l'12, and 

vii i' (OJ.- I) = R = vii i' (OJ.- a). The matrix representation of ~ 
with respect to the basis ~ui~ takes the canonical form 

vii i'uii' (~) = {(~ ~):r ~eR } = R e R. 

Also the matrix representations of'tl and ~I with respect to 
the same basis take the canonical form 

vii i'uii' ('tl) = R 2, 

vii i'uig' (~I) = 2R. 

(2) OJ.-,I = RE, OJ.- pseudoreal (column, row 2): X two-di
mensional, basis Y = {./j L = 1,2 , 

vii y(OJ.- I) = {( _ i !) :a, pec} = vii y(OJ.-a); 

vii YuiY(~) 

eel + de3 ) } 

h 
:a,b,c,d,e/,g,heR. 

geo + e2 
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By choosing the basis S (YuiY) = Y uiY' in X R' with 

vii YuiY(S) = (eoo 0), 
e3 

we get 

vii YuiY' (~) 

= {(aeo + be2 ceo + de2) } 
fi h 

:a,b,c,d,e/,g,heR = 9!f 2' 
eeo + e2 geo + e2 

Also the matrix representations of 'tl and ~I with respect to 
the same basis take the canonical form 

vii YuiY,('tl) =R4 , vii YUiY,(~I) = !?2. 

(3) OJ.-I:::::C, OJ.- potentially real, OJ.-c:::::C. X G2 (column 3, 
row 1, upper case): X two-dimensional, basis 
Y = {./j }j= 1,2 , 

vii y(OJ.-I) = {(~ ~) :aec} , 
vii y(OJ.-a) = {(~ ~) :aec} , 
~ = SY = {S/; L= 1,2' 

with vii y(S) = reo + yel , r#reC. 
By choosing r = 1 + i, 

vii i' (OJ.- I) = {aeo + be2:a,beR } = viii' (OJ.-a). 

The matrix representation of ~ with respect to the basis 
~ui~ takes the canonical form 

vii . (~) = {(aeo + be2 
i'u.i' 0 

=9fJe9!f. 

o d ) :a,b,c,deR } 
ceo + e2 

Also the matrix representations of'tl and ~I with respect to 
the same basis take the canonical form 

vii i'uii' ('tl) = 9fJ 2' vii i'uii' (~I) = 29!f. 

(4) OJ.-'I:::::Q, OJ.- potentially real, OJ.-c:::::Q. X G2 (column 4, 
row 1, upper case): X four-dimensional, basis 
Y = {./j }j= 1, ... ,4' 

~F(~')={( -~ ~ ; 

~Y(~')={G J -~ 
= vii y(OJ.-I{~ ~). 

~ = SY = {S./j }j= 1, ... ,4' 

with vii y (S) = (!.eo 
re3 

By choosing r = 1 + i, 

vii i'(OJ.- I) = {( aeo - be2 

-ceo -de2 

= vii y(OJ.-a). 

ye
3 \, r#yeC. 

reo! 

ceo - de2 ) } 

b 
:a,b,c,deR. 

aeo + e2 
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The matrix representation of ~ with respect to the basis ~ui~ takes the canonical form 

~ ~) .a,b,c,d, } _ f?) f?) 
eeo - /e2 geo - he2 ·e,/,g,heR - e . 

- geo - he2 eeo + /e2 o 

Also the matrix representations of S£) and ~J with respect to 
the same basis take the canonical form 

vii *,ui*, (S£)) = f?) 2' vii *'ul*' (~J) = 2 f?) . 

(5) OU'I:::::Q, OU potentia/lyreal, ouczQ. XG2 (column4, 
row 1, lower case): X two-dimensional, basis Y = U; }j= 1,2' 

vii y(OU1
) = {reo:reR}, vii y(oua

) = {re2:lER}, ~ =.7. 
The matrix representation of ~ with respect to the basis 
.7 uiY takes the form 

{(
reo - se2 0) } vii YuiY (~) = :r,seR . o reo +se2 

By choosing the basis S (Y uiY) = Y uiY', with 

(
eo 

vii YuiY(S) = 0 ~), 
we get 

vii (~) = {(reo + se2 0) :r,seR } = 2't$'. 
YuiY' 0 reo + se2 

Also the matrix representations of SD and ~l with respect to 
the same basis take the canonical form 

vii YUiY,(SD) = Pl, vii YUiY,(~I) = 4R. 
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3~e notice that, whenever J( = J( o7(M) is the matrix realization with 
respect to any basis Y in X of some Me"U, the matrix realization of M 
with respect to the basis YuiY in X R is given by 

(
Re J( - 1m J() 

J( .9 ... ,,07 (M) = 1m J( Re J( , 

if M is a linear, and by 

(
ReJ( 

J(YuI.5"(M)= ImJ( 
ImJ() 

-ReJ( , 

if M is antilinear. In particular, we obtain 
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(
0 -of_) 

J(7u1.7 (iE) = f_ 

and 

[see also the proof of (iv):::>(i) in Theorem 2]. We observe explicitly that, 
whenever Mis antilinear, it is realized inXby the pair [107 (M),j] (see 
footnote 18), while the matrix J(.7u/Y (M) alone realizes Min X R • 
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Explicit form of the Haar measure of U(n) and differential operators 
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The Haar measure of the group Urn) is explicitly introduced using the Euler-like parameters, and 
the differential operators of the first- and second-parameter groups are given. The D-matrix 
elements are defined through the Gel'fand and Tsetlin basis and the orthogonality and the 
completeness relations for the d-matrix elements are given explicitly. 

I. INTRODUCTION 

The Euler-like parameters and the Haar measure are 
useful to analyze the representation matrix elements ofSO(n) 
and SO(n,I).1 The Euler-like parameters of Urn) are also 
knownl and the representation matrix elements are studied 
by introducing the matrix elements of Urn) as the param
eters.3 The latter procedure seems useful when we discuss 
the representation matrix elements by using the Young tab
leaux. However, we know that the representation matrix ele
ments ofSO(n) and SO(n, 1) are nicely treated with the Euler
like parameters. 1 

In this paper, we introduce the Haar measure in terms 
of the Euler-like parameters for Urn) and the differential op
erators of the first- and the second-parameter groups. 
Though the orthogonality and the completeness relations for 
the D-matrix elements of the compact groups4 are well 
known, we give those to the d-matrix elements ofSU(n). 

In Sec. II, the Haar measure invariant under the right 
and the left shifts is given in terms of the Euler-like param
eters. In Sec. III, the D-matrix elements are defined and then 
the orthogonality and the completeness relations are given to 
the d-matrix elements as well as the D-matrix elements. In 
Sec. IV, the differential operators of the first- and the sec
ond-parameter groups5 are constructed in terms of the pa
rameters and their differential operators. 

II. HAAR MEASURE OF SU(n) 

In this section, we first introduce the Euler-like param
etersl in order to explain the notations used in the following 
and then give the explicit form to the Haar measure. 

As is well known, any elements Urn), whose members 
make Iz 112 + ... + IZn 12 invariant, can be uniquely written 
as a matrix of U(I) and SU(n), i.e., 

U=eiif;Uo, 

with exp(it,6 ) E U (1) and Uo E SU(n). Therefore, it is sufficient 
for us to introduce n2 

- 1 parameters ofSU(n). The genera
tors eo (= e~) of Urn), which have matrix elements (eo )kl. 
= ~lk~jI' saiisfy the commutation relations 

[eo' ekl] = ~Jk ej/ - ~j/ekJ' (2.1) 
From these generators, we construct the generators ofSU(n) 
as follows: 

Eo =! (eo + ej ;) = Eji' for i¥=j, 

E(ij) = (i/2)(eji - eo) = - EVIl' for kj, (2.2) 

Ejj = 1 (± ekk - jej + Ij+ I)' 

,f2jU + 1) k 

forj = 1,2, ... ,n - 1. 

Of course, we obtain the generators ofU(n) if we add the unit 
generator E = ~ejj to the above n2 

- 1 generators ofSU(n). 
The n2 

- 1 generators Eo may be arranged from 1 to n2 
- 1 

as follows: 

E( '-1)'+21_2 = E.· 
E' _ E" (i = 1,2, ... j - 1; j = 2,3, ... ,n), 

(j-I)'+2i-1 - (i,l 

E.f _ I = EJ _ Ij _ I U = 2,3, ... ,n). (2.3) 

We may write the commutation relations for the Ej 's as 
follows: 

[EJ, Ek] = ijjklEI, (2.4) 

where the/Ok 's are the structure constants which are totally 
antisymmetric because of the normalization of tr(EJEk) 
= ~Jk/2. 

We can parametrize the elements ofSU(n) in a similar 
way as in Ref. 2 as follows: 

in) = in - I)s~n) , 

s~) = (IT eiif;nn-J+lrJ-lei9nn-J+1Ef-2) 
.J=n 

Xeil/lnn-lr, , 

where 

rj = (ejj - eJ+ IJ+ 1)/2 

= ( -,fj - lE.f -I +,fj + lE(J+ 1)'_ d/.J2j· 
The ranges of the parameters are given as follows: 

(2.S) 

O<:,()jk<;11", O<;t,6jk <411", O<;"'jj_1 <211". (2.6) 

The meaning of (2.S) is clarified by writing them explicitly, 
for instance, 

(R )j_Ij_1 = cos(O /2)e(ll2)if;, 

(R )jj = cos(O /2)e - (i/2)if; , 

(R )j_)j = sin(O /2)e(llllif; , 

(R )jj _ I = - sin(O /2)e - (i/l)if; , 

(R )Ik = ~/k' for I ¥=j, j - 1, 

where 
R =e'if;rj _ 1e'9EJ'-2 . 

(2.7) 

It follows that IZj _ I 12 + IZj 11 is invariant under the transfor
mation (2.7). 

The Haar measure of SU(n) with respect to the above 
parameters is given as follows: 

1902 J. Math. Phys. 26 (8), August 1985 0022-2488/85/081902-08$02.50 @) 1985 American Institute of Physics 1902 



                                                                                                                                    

dV" = ["iI' cos~ (sin (J,,; )2111-Il-ld(Jn; dt/JIII] 
1=1 2 2 

Xd"'nn _ I dV" _ I , (2.8) 

dV2 = COS((J21/2)sin((J21/2)d(J21 dt/J21 d"'21' 

The volume of SU(n) is given by Vn = (41r)n Vn _ II 
[2(n - 1)1] and V2 = (41r)2/2. Of course, the measure ofU(n) 
is multiplied by dt/J and the volume by 21r. 

The expression (2.8) can be proved as follows. We con
sider the matrix IJ = din) in)t, whose elements are one 
form of a linear combination of the differential of the param
eters and invariant under the right shift.6 Then IJ satisfies 
the relation 

IJ + IJt = o. (2.9) 
It follows from (2.9) that the real parts of IJ are antisymme
tric and the imaginary parts are symmetric. The number of 
the parameters of SU(n) is n2 

- 1 and then the matrix ele
ments, except for one, which we take to be the (n,n)-th ele-

I 

ment, form the basis of the one-form.6 The right-invariant 
volume element is given by the exterior product of (n 2 

- 1) 
one-forms. It is, therefore, sufficient for us to calculate the 
determinant (Jacobian) formed from the coefficients of the 
differential of the angle parameters in order to obtain a mea
sure. We make the (n2 - I)X(n2 - 1) determinant in such a 
way that each column is arranged in its order of the angles in 
(2.5), the elements in each column are arranged in lexico
graphical order for the indices of SU(n - 1), and the 
(1 n), ... ,(n - In), (n 1), ... ,(n n - 1)-th elements follow after. 

By noting the relation (ai" - 1)/at/Jin - l)t)1k = 0 for 
j = n or k = n with any possible angles t/J and (in - I) aS~)1 
at/Jnl S~)tin-l)t)1k = 0 for j= n, k #n or j#n, k = n, we 
obtain a product of the (n - W X (n - W determinant 
whose elements consist of (ain - I) 1 at/J in - I)t )jk and the 
(2n - 2) X (2n - 2) determinant whose elements consist of 
(in -1)2 S~")/at/J 's~n)tin - I)t)jk (j <n, k = n andj = n, k <n) 

with t/J ' = (Jnl ,···,(Jnn _ l' t/J1I2"'" t/J"n _ l' "'nn _ I· The latter 
determinant is given explicitly by 

(in-I)A li,,-I)t)1 ", ... , (in-I)A 2,,-2i,,-I)t)I" 

(i,,-I)A li,,-I)t) 
n-l n' ... , (i"-I)A 2,,-2in -I)t) 

n-l n 
.::S= (i,,-I)A li"-I)t),, 1> ... , (i,,-I)A 2"-2i"-I)t),, I 

(i" - I)A Ii" - I)t) 
nn-l' ... , (i,,-I)A 2,,-2in- l)t) 

where Aj = aS~)/at/J1 S~)t with possible t/J/s. Equation 
(2.10) becomes, due to det (i" - I)) = 1, 

.::S= 
(A 1)"_1,,, 

(A 1),,1' 

... , 

... , 

... , 
(A 2" - 2)" _ I n 

(A 2,,-2)n I 

(A I)" ,,-I, ... , (A 2,,-2)""_1 

Making use of the relations 

(2.11) 

nn-l 

(A I). = (as~) t.")t) =..!. i~"8 
J" a(J n 2 1,,-1' 

"I 1" 
we rewrite (2.11) as follows: 

0 (VB 2)1 ,,_ \> 

0 (VB 2)"_2,,_I' 

.::S = ~ (- sin((J" I 12))2n - 3 
ell/2~,,( VB 2) 

II-In-I' 

0 (B 2 vt)" _ I I , 
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... , 

... , 

... , 

... , 

... , 

... , 

(VB2" -2)1 n-I 

(VB 2"-2)"_2,,_1 

(VB 2" - 2)" _ I n _ I 

(B 2" - 2Vt)" -II 

(B 2,,-2vt)"_I,,_2 

(B 2" - 2 vt)" _ I ,,_ I 

(2.10) 

(2.13) 
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where 

V = exp(i<,6" I rn _ I) exp(i6n I En' - 2)' 
as(n' 

B k = ----!.::!. S (n,t . 
a<,6k n-I 

The following relations hold: 

{

(Bk)ln_1 

(VBk)j"_1 = cos 6;1 

for j<;.n - 2. 

e(i/2'¢I. '(B k) 
n-I n-I 

for j = n -1. 

for j<;.n - 2, 
(2.14) 

(B kVt) On I e-(il2)¢1.I(B k) 

{

(Bk)"_lj 

,,-II = cos-
2

- 11-1,,-1 

for j= n - 1. 
We get from (2.13). by taking into account (2.14), 

A = ( - l)n + I cos(6" I 12)(sin(6n I 12))2n - 3 

(B
2
)ln_I' ... , (B 2/1 - 2)1 n _ I 

(B 2)n _ 2 n _ I , ... , (B 2" - 2)n _ 2" _ I 

X 
(B 2)n_1 \1 (B 2,,-2),,_11 ... , 

... , (B 2n - 2)n _ I " _ I 

(2.15) 

Finally, we use the relations 

(B 2) I" _ I = ( a:r- I s~! I) . = - 2i /j j" _ I , 
'Pn2 In-I 

(B 2)n_ll= -(iI2)/j1,,_I' 

to rewrite (2.15) in the form 

. 6 ( 6 )2,,-3 I n+ I "I." I A =-( -1) cos-- SlO--
222 

... , 

... , 

... , 

... , 

(B 2" - 2)" _ 2,,-1 

(B 2" - 2)" _ I I 

(2.16) 

It follows from (2.16) that the determinant on the right side 
corresponds to n - n - 1 in (2.11). We, therefore, obtain an 
expression for A except for a numerical factor 

,,-I 6 ( 6 )2(,,-fl- 1 
A = IT cos.-!!.L sin.-!!.L . 

j= I 2 2 
(2.17) 

By analogy with the above procedure, it is easily seen 
that the other (n - W X (n - W determinant becomes the 
weight function of the measure ofSU (n - I). A direct proof 
is given in the Appendix. 

Thus our measure is given by (2.8). Though it is obvious 
that (2.8) is invariant under the right and the left shifts due to 
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the theorem on the external form of the compact connected 
Lie group,6 a direct proof is given in the Appendix. 

III. D-MATRIX ELEMENTS 

In this section, we discuss the D-matrix elements which 
will be used in the following section. 

The representation operators D I (j = 1 •... ,n2 
- 1) cor

responding to E I satisfy the same commutation relations as 
(2.4), i.e., 

(3.1) 

The representation D-matrix of SU (n) corresponding to the 
parametrization (2.5) is given by 

D1n'It"') = D(n-I'It"-I')H(S~'), 

(3.2) 

H(S~') = ( IT el¢l •• -J+ITJ_li9 •• -J+IDf-Z)el"' .. -lrt, 

1=" 

where 

TJ = (D (e fJ) - D (e J+ 11+ d)l2 

= ( -,jj - ID I' - I + ~j + IDu+ I,' - d(lIv'2Jl· 
The following relations are easily recognized in the same 
way as in SO(n)l: 

DID (n'ltn,) = liD (n'It"') • 
(3.3) 

D ("'It"')D I = I}D ("'It",), 

where the differential operators II and I I of the first- and the 
second-parameter groups are given by 

11 = L (f'-I)}kl'k 

II = L (T-1)lk l'k, 

ia 
Pk = - a6

k 
' 

(T)k) = - 2i tr(Ej at'" tn,t), 
a6k 

(T)kj = -2itr(E jt",t at"'), 
a6k 

6k == (<,6 Ik' 6}k' f/!jj- d· 

(3.4) 

It is noted that the differential operator II'S satisfy the same 
commutation relation as (3.1) but the 1}'s satisfy the relation 
with the minus sign on the right side in (3.1) . 

The matrix elements of the unitary irreducible represen
tations (UIR) ofU(n) are given by the Gel'fand and Tsetlin 
basis7 

(3.5) 

where A j stands for (m1j, ... ,m fJ)' The non-negative integers 
m jk are subject to the conditions m Jk+ I >m Jk>m J+ I k+ I' 

The dimensionality N (An) of the UIR of U (n) is given as 
follows8

: 

N(A,,) =D(/I, ... ,I,,)ID(n - 1, ... ,0), 
(3.6) 

D(/I, ... ,I,,) = TT(/j -Ik)' I}=mln + n - j. 
I~\ 

The action of DI on the basis (3.5) is given by7.9 
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k-I 
(Dk'_3 + iDk'_2)lmjk) = L A{_lklmjk_1 + 1), 

j=1 
k-I 

(Dk'_3 - iDk'_2)lmjk ) = L B{k_Ilmjk_1 - 1), 

Dleli!lm},) ~ (t m" - i¥ m,,_,) 1m},). 13.7) 

where the representation operator D (ejj ) corresponds to ~j 
and the explicit forms of the matrix elements A and B are 
omitted here. 7.9 

The representation D-matrix elements of SU(n) are de
fined as follows: 
D(An) (...In)) 

[A~_d[An_d IS 

= (An {A ~ J ID(n)( t n)) IAn {An -I J), (3.8) 

where {An _ I J means (An _ l>".,A I). The d-matrlx elements 
are defined by 

diAn) (0) 
A~_1(A"_2)A."_1 

= (AnA ~_I {An_2 J leiliDn'-'IAn {An _ 1 J). (3.9) 

As is seen from the expression (3.2) and the definition (3.8), 
the D-matrix elements are determined by the d-matrix ele
ment (3.9) provided that those ofSU(n - 1) are known. 

The orthogonality and the completeness relations of the 
D-matrix elements are well known,4 i.e., 

r dV D V"nj (tn)) 
Jsu(n) n [An_dIA~"_d 

XD (A~) (...In)) 
[A~_d[A;.'_d IS 

= I5[An][A~J 15[..1::'_ d 1..1;.'_ d [Vn/N(An)), (3.10) 

) N(An) ~ ~ DIAn), (tn)) 
t' V ~ [A~ J [An_I][An_d n n IAn_II n-I 

= l5(n) ( { 15 n J , { 4> ~ J 115(n) ( { On J, { 0 ~ J ) 

XI5(n) ({ tPn J, {tP~ j), 

where 15 [An J [A ~ J stands for a product of Kronecker 15 ' s in each 

of the indices, and the expressions for the l5(n) 's are given by 

l5(n) ({ 4> n J, { 4> ~ j) 
n-I 

= II 15 (4)nj -4>~j)l5(n-I)({4>n_1 J,{4>~-1 j), 
j=1 

15(2) ({ 4>2 J , { 4> 2 J) = 15 (4)21 - 4> 21 ), 

l5(n) ( { On J, { 0 ~ J ) 

[
n-I{ On (. On.)2In-))-I}-1 

= II cos-~ sm-V 
j=1 2 2 

XI5 (Onj - 0 ~j)ll5ln - Id{ 0n_1 J,{ 0 ~ -I j), 
15(2) ({ O2 J , { 0 2 J) 

= cos --ll sin --ll 15 (0 - 0' ) ( 
0 0 )-1 
2 2 21 21 , 

n 

l5(nd {tPn J, {tP~ j) = II l5(tPjj - I - tPjj - d· 
}=2 

From (3.10), the following orthogonality and completeness 
relations are easily obtained: 
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L N(An_ 2) [dO cos !!.... (Sin !!....)2n-3 
An_, 0 2 2 

X diAn) (0) dIA~) (0) 
An _ dAn - 2)A. ~ _ 1 An - tiAn _ ,)..1 ~ _ 1 

-15 _1_N(An_dN(A~_d 
- A.A~ n - 1 N(An) 

tN(A n ) d~n~I(An_2)A.~_1(0) d~:~IWn_2)A~_I(Ol) 
= [cos(O /2)(sin(0 /2))2n - 3] -115(0 - 0 ') 

XI5 _1_ N(An_dN(A~_I) 
An_,A~_2 n - 1 N(A

n
_

2
) 

Similar relations are known for those of SO(n). I 

IV. DIFFERENTIAL OPERATORS 

(3.11) 

In this section, we discuss the expressions for Jj and Jj 
of the first- and the second-parameter groups, respectively. 
The expressions for these in terms of the matrix elements of 
U(n) as the parameters are given in Ref. 3. 

The differential operators Jj and Jj are_obtained from 
(3.4). We first discuss the expressions for Jj and Jj with 
j = 1, ... ,(n - W - 1, i.e., those ofSU(n - I)CSU(n). It fol
lows from (2.5) and the definition of T below (3.4) that the 
following relation holds: 

-T t ( 2·E at
n
) ...In)t) jk = r - I k aO

j 
IS 

(4.1) 

for OJ =I (Onj' 4>nj' tPn n _ d with j = 1,2, ... ,n - 1. Equation 
(4.1) means that the differential operators of the first-param
eter group (Jj) forj = 1,2, ... ,(n - W - 1 are the same as for 
those ofSU(n - 1). In order to consider Jj, we writetn

) in the 
form 

S(J)=(II
k 

eit/Jjlr,-1/8 j1E. ,)SIJ)o. 
J IJ-I+I) -2 j-k 

1=1 
Making use of the relation 

(Ej'_2)st = - (i/2)(l5sj_ll5tj -I5S}l5tj _ d, 
we obtain the relation 

_ i(tn)t atn)) 
aOjk 51 

- [( SIJ) S(J+ I) s(n))tE - j-k j+ I ... n (J-k+ 1)'_2 

xsl.J) SI.1+ 1) •• o8(n)] J-k J+I n 51 

= - (i/2) [(SI.)) SV+ 1) .. 08 (n))t. J - k J + I n SJ - k 

X(S ()) S(}+ I) Sin)) j-k j+1 ... n'i-k+lt 

-(SIJ) SV+I) .. o8(n))t. }-k J+ I n sJ-k+ I 
X(SI.)) S(J+ 1) •• o8(n)). ] J-k }+I n ~-kt . 

(4.2) 

(4.3) 

It is easily seen that the following relations hold for n>2: 
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(S IIJ S(J+ I) Sin)) j-k j+1 ••• ,,~-k+lt 

= (SJ~kSy+ I) .. .s~n~ I )j-k+ I t' 

(S)~ kSYtll) .. .s~))j_ k t 

= (S)~kS)J+ I) .. .s~~ I )j-kt. 

(4.4) 

Taking into account (4.4), we can rewrite (4.3) in the form 

_ i(g-n)tag-
n
)) 

aOjk st 
- [(S{J) S(J+ I) Sin) )tE 
- j - k j ... n - I (j - k + I)' - 2 

X S\J) SV+ 1) .. ·sln) ] J-k J n-I n' (4.5) 

The right side of (4.5) is equal to - ilin - I)t ag-n - 1)/ 

aOj _ I k _ tlst in which the angles (OJ k, r/Jj k' rPjj _ tl are re
placed by (OJ+ I k + I' r/JJ+ I k + I' rPJ+ Ij)' Similarly, the fol
lowing relations are easily found for n>2: 

_ i(g-n)t ag-
n
) ) 

ar/Jjk st 

(4.6) 

__ '[(g-n _ I)t ag-
n 

- I) ) ] 

- I arPk_1 k-2 st 1911-19,+tI' 

where the notation {OJ I-{ 0i+ I I on the right side means 
the replacement (OJ k' r/Jj k, rPjj - I HOJ+ I k + I' r/JJ+ I k + I' 
rPJ+ lj)' It follows from (4.5) and (4.6) that the differential 
operators (.lj) forj = 1,2, ... ,((n - 1)2 - 1) are given by those 
of SU(n - 1) in which the angles (Ojk' r/Jjk' rPJJ- tl are re
placed by (OJ + I k + I , r/Jj + I k + I , rPj + I j)' It, therefore, follows 
from the above discussion that in order to obtain the differ
ential operators Jj and.lj of SU(n) it is sufficient for us to 

• - • 2 2 -determme.lj (.lj) for 1 = (n - 1) , ... ,n -1 [or.lj,,- (.ljn), 
j = I,2, ... ,n - 1]. Furthermore, the operators.ljn (.ljn) for 
j < n - 1 are obtained from I n _ I n and I n, _ I ( = I n _ I n - tl 
through the commutation relations. 

A. The operatorsJn2_1 andJn2_1 

Though the expression of I n, _ I (In' _ I) is obtained 
from (3.4), it is convenient to use the last of (3.7) and (3.8). 
The following relations are obtained from (3.8) and the last of 
(3.7): 

J D
IAn) (gIn)) 

n' - I 1 A ~ _ til An _ tI 

= 1 (n nil mkn _ I - (n - 1) ± mkn) 
~2n(n - 1) k = I k = I 

X D IAn) /,.{n)) 
IA~_IIIAn_tllS • 

(4.7) 
-J DIAn) /,.{n)) 

n' - 1 1 A ~ _ tI 1 An _ tI IS 

= 1 (nni' mkn _ 1 - (n - 1) ± mkn) 
~2n(n-I) k=1 k=1 

X D IAn) /,.{n)) 
IA~_"IAn_"1S • 
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The differential operator I n, _ I (In' _ I ) will be given in 
terms of a linear combination of the differential operators of 
r/J and rP, because the D-matrix elements contain r/J and rP in 
the exponential form and must become the eigenfunction of 
I n, _ I (In' _ I)' We therefore, assume the following expres
sions: 

-2i 
In'_1 = ~~~2n:::;:(n==-:::;I:;-) 

-2i 
In' - I = ~~~2n:::;:(n==-:::;I:;-) 

( 

n k-I a n _ 

X I I akj -- + I bjj _ , 
k=2j=1 ar/Jkj j=2 

Substituting (4.8) into (4.7) and comparing the coefficients of 
the mj k'S on both sides after operating the differential opera
tors, we obtain the following equations: 

a21 =0, 2031 -a21 -b21 =0, a,,1 =n-I, 

an2 = -n, bnn _ , =0, ann-I +bnn _ , =0, 

2032 - a3 I + 2b21 = 0, anj = 0, for 3<j<.n - 2, 

2ajj _ 1 +2bj_ Ij _ 2 -ajj _ 2 =0, for 4<'j<.n, 

2aj2 -ajl -aj_ 12 -b326j4 =0, 

2aj 1 - aj _ I 1 = 0, } 

2ajj _ 2 -ajj _ 3 -aj _ Ij _ 2 -bj_ Ij _ 2 =0, for 5<'j<.n, 

(4.9a) 
2akj - akj_1 - ak_ Ij = 0, 

for 6<.k<.n and 3<j<.k - 3, 
from the first of (4.7), and 

a2 I = 0, 203 I - a2 I - b2 I = 0, 20n 1 - an _ I I = n, 

an I = n - 1, 2032 - a3 I + ib2 I = 0, bn n _ I = 0, 

a,,2 =0, ann _ 1 +bnn _ , =0, anj =0, 

for 3<j<.n - 1, 

{~I -~-11 ~O, 2O!,!_1 +2bj_ 1j _ 2 -aj~_2 =0, 
2Oj2 - aj I - aj _ 12 - b3 2 fj j4 = 0, for 4<'1<.n, 

(4.9b) 

2011 _ 2 -a11 - 3 -aj_ 1j _ 2 -bj _ Ij _ 2 =0, for 5<'j<.n, 

20kj - akj _ 1 - ak_Ij = 0, 

for 6<.k<.n and 3<.j<.k - 3, 

from the second of(4.7). Equations (4.9a) and (4.9b) are easily 
solved as follows: 

ajj _ 1 = 2n-2J+2( -1)1(3n - 2j + 3) 

X (n -11! 
(j - 3)!(n - 2j + 3)! ' 

b.. = r-2J+2( -1)1 (n -j + I)! 
JJ-I ({. _ 2)!(n - 2j + 2)! ' 

akj =2n- k-J+I( -1)1- [n2_(k_j+ l)n +k+j-2] 

X(n - k )I/[(j - 1)I(n - k-j + 2)1] 

(k = j + 2, ... ,n; j = 1, ... ,n - 2), 
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a. = r- 2j+ I( _ W (3n - 2Jl(n - j - I)! 
J}-I U - 3)!(n - 2j + 2)! 

U<n - 1), (4.10) 

aliI =n -1, allj =0 (2<j<n -1), 

b _2"- 2j+ l ( I)} (n-J)! 
jj-I - - U - 2)!(n - 2j + I)! 

ak} = 2"- k- j( - W- I [n2 - (k - j + 3)n + 2k] 

x(n - k - 1)1[U - 1)!(n - k - j + I)!] 
(k = j + 2, ... ,n - 1; j = 1, ... ,n - 3). 

An inverse of a factorial of a negative number is to be put to 
zero. The expressions for ~ , _ I and Jj , _ I (j = 2, ... ,n - 1) 
can, therefore, be given according to the procedure men
tioned in the first part of this section. The expressions in the 
case of low n's are, of course, easily obtained directly from 
(3.4). 

B. The operators J ~-!)1 nand J ~-!\ n 

We rewrite (3.4) as follows: 

_ i ± j f [ tr(Eljgll)t a gn)) 
j=21=1 aOk 

_ i tr(E ..In)t a gn))]J( 7") 
(If) IS aO

k 
I) 

II j - I [ ( a gil)) -iL L tr Eljg")t_ 
j=21=1 aOk 

+ i tr(E ..J1I)t a gll))]J( -) (1)11S aO
k 

I) 

- 2i j~2 tr( Ej_Ij_lg")t ~!:)~'-I = Pk' (4.11) 

where the notations Jj t) =: "k _ I)' + 2j _ 2 + iJ(k _ I)' + 2j - I 
are used. The equations for ~ are obtained from (4.11) by the 
substitutions of g")t a g")/aOk and Jlf) into a g(II)/aOk gn)t 
and J j ± ). Equation (4.11) can be rewritten by taking into 
account the matrix elements of Eij and E(i)l as follows: 

-i i JII [(gll)t ag(II)) Jlt) 
j=21=1 aOk Ij 

+ (gn)t a gn)) JI;)] 
aOk j I 

_ i ± 2 [± (gll)t a gil)) 
j=2 2jU - 1) 1= I aOk 11 

'(..In)t a gil)) ]J -JIS -- j'-I=Pk' 
aOk jj 

(4.12) 

As is seen from (4.2H4.6), it is sufficient for us to consider 
the cases of OJ -+ (OJ+ 11>t/Jj+ I tl and ~ n U = 1, ... ,n - 1). It 
is straightforward and elementary to obtain the expression 
for J~:::') I II from (4.12), and therefore we give only the result 

J(+) = n~l.1 (1)( _ i a ) 
n-In ~) a 

j=1 0n_j+11 

+ nil .1 )2)( _ i a ) 
j=1 at/Jn_}+11 
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II-Ij-III-I 
- L L L [.1 ~){ aklU) Jlt) + arlU) JI;)} 

j=21-lk=1 

+.1 ~){bkl(}) Jlt) + b rl (}V I; )} ] (4.13) 
n 2 II-I 

L L {Ckj.1~) 
- j=2 ~2jU - 1) k= I 

+ Ckj.1 ~)J~'-I' 
where 

( n • (I) '(..JII)t a gil) ) akl 11 = akj = - I IS , 
aOIl _ k + 11 Ij 

bkl (}) = b rj(l) = _ i(gn)t a gn) ), 
at/JII-k+ II Ij 

j 

ckj = L akl(/) - jakj (}), 
1=1 

j 

ckj = L bkl(/) - jbkjU), 
1=1 

.1)1) = ie(il2)"', I [Kn -jl(An -j)n _j+ 111]' 

.1j2)=e(i/2)"',,[ 1 . K II _j 

(AII_j)n_j+11I SIDOn _ j + 11 

+ "-±-I K II _j _ 1 cotOIl_j_I+II] 

1= I (AII_j_l)n_j_l+ In 21 ' 

(A) ( lIn • °pI (i/2)~PI)£ fior k'2, 
k ~II = SID - e Ujk + I , " 

p=k+2 2 

(A t!jn = (U3 sin 0;1 e(i/2)~PI)e - (i/2)"'21~j2' 

cos - e 'l'n2 '1', I for n > 3 
2 ' , 

{ 

0 n2 - (i/2)("- + .t. ) 

K II _ I = 0 
cos ---1.1.. e - (i/2)("" I + ~, , + "', ,) for n = 3, 

2 ' 

(IT sin 0 p2 e(i/2l4>P2)e - (i/2)~, " for j = 1, 
p=3 2 

(IT sin Op2 e(i/2)~p2)e - (i/2)(~" + "'" + "', I), 

p=4 2 

( IT sin Op2 e(i/2)~p2)e - (i/2)("" I + ~j+ nl 

p=j+2 2 
X cos (OJ+ 12 12), for 3<J<n - 2. 

for j= 2, 

The expression for J ~ -=-) I n ( JII, _ 3 - iJlI , _ 2) is obtained from 
(4.13) by replacing a laOjk and exp(ix) with - a laOjk and 
exp( - ix), respectively. 

Similarly, the expression for J~:::')III(=JII'_3 
+ i J II, _ 2) is given as follows: 

II-I II-I 
J(+) = ~ :::f(I)p + ~ :::f(2)p' 

n - III ~ ) j ~ ) j + I 
j= I )= I 

II-Ij-I n-I 
- L L L [:::f ~){akl(}Vlt) + arl(}VI;)} 

}=21=lk=1 

+:::f~){bk+ II(}Vlt) + br+ II(}VI;)}] 

- i . ~ "il 

[:::f~)Ckj 
j=2 ~2J(} - 1) k= I 

+:::f~) ck + I} ]Jj, _ I> (4.14) 
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where 

. a 
Pj = -1--, 

aOnj 
pj = - i~ U= 1,2, ... ,n -I), 

at/lnj 

, . a 
Pn = -I a.l • ' 

'f'nn-l 

j 

Ckj = L okdl) - j okj(}l, 
1=1 

J _ _ 

Ckj = L bkl(/) - jbkj vl, 
1=1 

(s<cn - I ))* 
:3"11) = ie-i<l>", n-I n-In-j 

j (Uln))*' j-I nn-j+1 

2e - i<l> J (Sln-I))* :3"(2)= ___ ' n-I n-In-j 

J sinOnj (U)~d~n_j+1 

ta 
Onj+ I (s~n.=}))~ -I n -j- I 

- n ------------''----
2 (u\n))*. 

J nn-J 

forj = I, ... ,n - 3, 

_ 2e- i<l>nn-2 (Sln-I))* .:1 12) _ n - I n - I 2 
n - 2 - - • 0 (U In) )* 

sin nn-2 n-3 n3 

(Sln-I))* 
_ cot 0 e - i<l>n n - I n - I n - I I 

nn-I (Uln) )* ' n-2 n2 
-i<l>nn_1 (Sln-II)* 

:3"12) _ e n - I n - I I 
n - I - - . 0 In) * ' 

sm n n - I (U n - 2)n 2 

s~nl = u~n~ I (nftli<l>npn-li8ntEln-l+II'_2) 
I=k 

Xeil/l"_,r,, 

k-I 
U~~ I = rr ei<l>nPn-li8ntEln-l+II'-1, 

1=1 

(U ln) ) _krr-I( -!il2)"'n" Onl)~ k - I nj - - e sm -2 Uj n - k + I 
1=1 

-Cf( ( -cos 0;1 e -li/2"",) )OJ n _ k+ 2 . 

The expression for J~-=-II II is also obtained from (4.14) in the 
same way as in J~ -=-)1 II' 

APPENDIX: PROOF OF BOTH SHIFT INVARIANCES OF 
THE MEASURE 

In this appendix, we show that the determinant men
tioned below (2.9) becomes the measure of SU(n - I) and 
then the right shift invariant measure (2.8) is also invariant 
under the left shift. 
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The (n - 1)2X(n - W determinant mentioned below 
(2.9) may be written as follows: 

... , (Cb I 

(A 1)11 - I n - I .... , (A ln _ I)' _ dn _ I n _ I (C)n - I II - I 
(AI) 

where 
agill - I) 

A· = --..In - I)t for possible ,/,J. 
J at/lj is If' 

U= I, ... ,(n - W - I), 
as III) 

C = gi" - I) _"_ S ~"ltgl" - I)t. 
at/llli 

Taking into account the property of the determinant and 
gin - I) gi" - It = gi" - I)t gin - I) = I with detglll - I) = I, we 

rewrite (AI) in the form 

... , (BIII_I)'_I), , 

(BI)II_1 II-I, ... , (BIII_I)'_1 )11-1 II-I (CI)II_1 II-I 

(A2) 

where 

al..lll - I) as III) 
B. =..In-I)t is C =_"_Sl")t 

J is at/lj' I at/lnl n' 

Making use ofthe relation (CI)jk = i(OjkOjn_1 - Ojkonj)/2, 
we obtain from (A2) 

(Bdl I' ... , (Bln_I)'_I)" 
i 
2 ~ ~ 

(BI)n - I II - 2, ... , (Bin _ I)' - I)" - I ,,- 2 

(A3) 

Equation (A3) gives the left-invariant measure of SU(n - I). 
The quantity Il = dgln) gln)t becomes for the left shift 

..In) -+ ..In), = Vr'") for V E SU is is is In), 

1l'=VIlVt. (A4) 

The (n2 
- I) X (n2 

- I) determinant necessary for us is writ
ten in the form 

(1l;)"I' ... , (n~'_I)nl 

(1l;)12' ... , (1l~'_1)12 

o (Il;b I ... , (Il~,_dll 

= ( _ 1)11' ~ ~ ~ 
o (Il ; )n II _ I' ... , (Il ~, - I )n n - I 

(AS) 

I (Il iln n' ... , (Il ~2 _ dn n 

where the n2 
- I elements except for the (n,n)-th element in 

each Ilj are ordered lexicographically and the second 
expression is obvious from the property of the determinant. 
The right side of (AS) can be rewritten as a product of the 
determinant of the V's, which consists of the n V's in the 
diagonal, and becomes, by taking into account det V = I, 
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o 

,0 (fl1Vt)n_ll' ... , (fl"'_l Vt)n_ll 

(-1)" V~l (fllVt)I'" ... , (fln'_IVt)ln 
(A6) 

v~n (fllVt)nn' ... , (fln'-l vt)nn 

where VVt = Vt v = 1 is considered. Similarly, (A6) is re
written as follows: 

... , 
(A7) 

(fl1)",,-I' ... , (fl"'-l),,n-l 
which shows that our measure is left invariant. 
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Formula for invariant integrations on SU(n) 
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The explicit formula for evaluating integrals of a product of the matrix elements of SU(n) is given 
in terms of Kronecker delta symbols. 

I. PRELIMINARIES 

The integrals involving the matrix elements of SU(n), 
which are necessary for the strong coupling expansion of 
lattice gauge theory in the case ofSU(3) (see Ref. 1), are given 
by the graphical method.2 In this paper, we give the explicit 
formula to the integrals by using the well-known group theo
retical procedure. 3 

A parametrization of the elements of SU(n) and the 
Haar measure are given as follows4

: 

i") = g." - I)S~), (I) 

S~) = (.n /¢> •• _J+lrJ_I/8 •• _J+IEif_21)/"' •• _lr" 

~=" 

g(2) = e;¢>21r'e;821E'e;"",r" 

dV" = [~if cos 0,,; (Sin 0,,; )2(" - ,) - I dO,,; dtPn;] 
,=1 2 2 

xd7{l"" _ I dV" _ I' (2) 

dV2 = cos(021/2) sin (021/2)d021 dt/121 d7{lw 

O<Ojk<7r, O<tPjk <47r, O<7{ljj_1 <27r. 

The matrix elements of (1) are, for example, given by the 
expressions 

) 
'¢>/2 (Rj)j_lj_1 = cosIO 12 e' , 

(Rjl.ii =cos(OI2)e-;¢>12, 

(Rj)j_lj = sin(O 12)e;¢> 12, 

(Rj)jj_1 = -sin(OI2)e-;¢>12, 

(Rj)kl = ~kl' for k =I.j,j - 1, 

where 

R
j 
= /¢>rJ_ 1/8E?_2. 

If we introduce dg = dV"IV" with V" = (47r)n V" _ II 
[2(n - I)!] and V2 = (47r)2/2, the measuredgis normalized to 
one on SU(n), i.e., 

r dg= 1. (3) 
JsU(,,) 

It is our problem to calculate the integrals of the form 

r dg g;J, "'g;,j,Kr,/, ···Kr,l" (4) 
JSU(,,) 

where the superscript n on g is omitted. The integral (4) is 
easily calculated if we decompose a direct product quantity 
g;J, '''g;,j, into the irreducible components of the representa
tion. Therefore, we first show that the representation given 
by gif is equivalent to a vector representation ofSU(n). 

The elements of the unitary irreducible representations 
(UIR) ofU(n) are given by the Gel'fand and Tsetlin basiss 

(5) 

whereAj denotes (m Ij , ... ,mjj). The non-negative integers mjk 
are subject to the conditions mj k + I ">mj k ">mj + I k + I . The 
dimension of the UIR ofU(n) is given by3 

N(A ) - I1kj (t; - tj) t _ _ . 
" - (n _ 1)! ... 2!1!' j - mj " + n J. (6) 

It is noted that the representations of SU(n) are given by 
taking m"" = 0, and the vector representation with the di
mension n is given by ml" = I and mj" = 0 Ii = 2, ... ,n). 

The representation D matrix elements of Urn) are de
fined as follows: 

D().·) /..("») 
I).~_"I).._" IS 

= (A" {A ~_I] ID(")(g<"»)IA" {A,,_I]' (7) 

where {A,,_I] means(A,,_1 , ... ,..tdandD(") (g<"»)denotesthe 
representation matrix corresponding to (I). The orthogona
lity relation for (7) is given by4.6 

r D I). ~) (g)D ()..) (g) d 
JsU(,,) 1).~-.II).;;-.1 1).._.11).:."_.1 g 

1 
= N(A,,) ~I).~II)..I ~I).;;- .I1).~"-.I· (8) 

As noted below (6), the vector representation is given by 
taking ml" = 1 and mj" = 0 Ii = 2, ... ,n) and has dimension 
n. Then we may write the basis corresponding to (5) as fol
lows: 

I 1,(m)==1 I,m" _ I,m" _ 2, ... ,ml ), (9) 

where (m) stands for (m" _ I , ... ,m I) and mj takes the values 
from 0 to mJ+ I' which takes 0 or 1. There are n independent 
bases corresponding to the dimension n. The matrix ele
ments of the vector representation are given in terms of(9) by 

(1, (m')li") 11,(m). (10) 

The matrix elements gif are specified by the basis 
Ii) Ii = 1, ... ,n), which is given by a column vector with one 
on thejth and zeros on the other n - I components. As we 
have n independent bases for both (9) and Ii), we may write 
the relation between them as follows: 

Ii) = I~mdl,(m). (11) 
(m) 

It follows from (11) that the coefficients Uft..m) satisfy the uni
tarity conditions, i.e., 

~jk = (ilk) = IU;m)Uklm), 
1m) 

~(m')(m) = (l,(m')II,(m) = IU;m,)Uft..m)' 
j 

(12) 
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The matrix elements gij are given in terms of (to) as 
follows: 

gij = (ilgn)li) 

= LLU~m') UJlm) (l,(m')lgn)ll,(m). (13) 
(m')(m) 

It is, therefore, evident from ( 13) that the representation g ij is 
equivalent to the vector representation and the gij's satisfy 
the following relations: 

r gij dg = 0, r gijgr/ dg = ~ikt5j1' (14) 
Jsu(n) JSU(n) n 

where the relations (8) and (12) are used. 
In order to decompose the direct product of the gij's 

into irreducible ones, we explain Young's diagram briefly.3 
For a given integer s, a partition of s is considered as follows: 

s = m l + .. , + m" m l >m2>···>m, > 0, (15) 

where m}>···,m, are all integers. To each partition of (15) 
corresponds the Young's diagram B. The diagramB has/(m) 
standard tableaux, which are defined by the condition that 
the numbers (1,2, ... ,s) increase in each row of B from left to 
right and in every column of B downwards, 

(16) 

where (m) = (m}>m 2, ... ,m,) and IJ = mi + r - jIj = 1,2, ... ,r). 
We introduce Young's symmetrizer to one of the standard 
tableaux as follows: 

(17) 

where p denotes any permutation which interchanges only 
the numbers of each row among themselves, ~p means the 
sum over all p, and q denotes the vertical permutation with 
plus or minus sign according to whether the permutation q is 
even or odd. Using (16) and (17), we can make the decomposi
tion of the unit element as follows3: 

1 - ~fim) 
- ~ eB , 

s! 
(18) 

where the summation is taken over all possible partitions of s 
in (15) and e B is the sum of the Young's symmetrizers corre
sponding to the standard tableaux of the diagram B. 

II. CONSTRUCTION OF COMPUTATION FORMULA OF 
INTEGRAL 

Making use of (18), we decompose the quantity con
tained in (4) into the irreducible components as follows: 

gi,i, "'gi,i, = L fi~) eB gi,j, "'gi,i,' (19) 
s. 

where the permutation in eB is taken over the indices ofj's 
for fixed l's. For example, eB corresponding to the case of 
s = 3 with the partition 3 = 2 + 1 and its action on the in
dices are given by 

1911 

eB = (1 - (13))(1 + (12)) + (1 - (12))(1 + (13)), (20) 

f3=J ~ 8P 
eBgi,i,gi2i2gi,i, = gi,i,gi2i,gi,i, + gi,J,gi2i,gi,j, 

- gi,i,gi,j,gi,i, - gi,j,gi,j,gi,i, 

+ gi,i,gi,i,gi,i, - gi,j,gi,j,gi,i, 

+ gi,j,gi,i,gi,i, - gi,i,gi2i,gi,i,' 
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It is, of course, known that the irreducible quantities corre
sponding to the different standard tableaux of the same dia
gram are equivalent to each other. Though it is possible to 
introduce the symmetrizer with respect to the l's in (19), it is 
sufficient for us to consider (19). 

The matrix elements of the irreducible unitary repre
sentation of the compact group satisfy the following orthog
onal relation6

: 

it~)(g)t~~.(g)dg = ~a(3t5imt5in' (21) 
g da 

where a is a parameter characterizing the irreducible repre
sentation, i andj specify the matrix elements of the represen
tation matrix, and da is the dimension of the irreducible 
representation a. In the case ofSU(n), the partition (15) gives 
the lIm) equivalent irreducible representations and the di
mension of the irreducible representation corresponding to a 
standard tableau is given as follows3: 

dIm) = II(Pi - pj)/[(n - 1)! ... 2!1!], (22) 
i<j 

where (m) = (m l ,m2, ... ,m,,0, ... ,0) with r<n and n - r zeros, 
andpi = mi + n - j (j = 1,2, ... ,n). Of course, the partition 
(m) corresponds to (min , ... ,mrn ,0, ... ,0) in the Gel'fand and 
Tsetlin basis and (22) to (6). 

It follows from (14) that the indices i and j of g are used 
to specify the matrix elements of the fundamental represen
tation ofSU(n) that has the dimension n. The left side of(19), 
the direct product of g's, can be considered as the representa
tion matrix elements such as t(i''''i,)U, .. -j,) (g), which is reducible. 
Therefore, it is considered that ( 19) expresses the decomposi
tion of the representation matrix elements into the irreduci
ble components in which the equivalent representations are 
included. Taking into account (21) and the fact that the dif
ferent partitions of (15) give nonequivalent representations, 
we easily calculate the integral (4). 

As the right side of (19) can contain a scalar only for 
s = n (s < 2n), which corresponds to one column diagram, we 
obtain 

1 g ..... g .. dg 'd, 'sls 
SU(n) 

= -t5sn 1 1 
n! SU(n) 

gi,i, 

gini, 

1 
= n! t5sn Ei""in E j,-"in 

t5i,i, 

1 
=-15 , sn n. 

t5ini, 

gi,in 

dg 

ginin 

t5i,in 

(23) 

8i"in 

which agrees with that given for s = n in Ref. 2. Here, 
eB = ~Eqq in (23) corresponds to a column diagram and 
means all possible permutations over the indices of the j's 
with plus or minus one according to even or odd permuta-
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tion q. Similarly, we can give the following formula to the 
integral(4)forO<s, t.;;;;n: 

Is g., ••• g . . gtk 1 ···gtk,1 dg 
1111 'sis I I t 

SUln) 

(24) 

=8 ~ (/(mi _1_ 
st£.. 2 d 

1m) (sl) (m) 

where eB denotes the sum of the Young's symmetrizers 
formed from the standard tableaux corresponding to the dia
gram B and the permutations in e B act on the indices of l's 
for fixedj's, l:(m) means the sum over all possible partitions 
ofs ( = m l + ... + m"r.;;;;n) as in (15), and l:p means the sum 
in the same way over the indices k 's and l's for fixed i's and 
j's. The last statement means, for instance, for eB 

X~{P8'k •.• 8 . ..{eB8· 1···8· 1)} ~ "I Irs J, 1 is s ' 
p 

= (1 - (12))(1 + (13)) + (1 - (13))(1 + (12)) corresponding 
to the diagram EfJ ' 

~P8'k 8' k 8' k eB8· 18· 18· 1 ~ " I '22 I) 3 111122133 
P 

= 8· k 8· k 8· k eB8' 1 8.[ 8'1 + 8· k 8· k 8· k eB8' 1 8'1 8'1 + 8· k 8· k 8· k eB8' 1 8'1 8'1 " I '2 2 I) 3 JI I 12 2 13 3 " I '2 J '3 2 11 I 12 J 13 2 '. 2 '2 I I) 3 11 2 12 I 13 3 

+ 8· k 8· k 8· k eB8.[ 8'1 8'1 + 8· k 8· k 8· k eB8' 1 8'1 8'1 + 8· k 8· k 8· k eB8' 1 8'1 8'1 "2 '2 J I) I J. 2 12 3 hi', 3 '2 I ') 2 113 12 I 13 2 '. 3 '2 2 13 I J, 3 12 2 13 I' 

eB 8"1 8"1 8"1 = 28"1 8"1 8"1 - 8"1 8 "1 8 "1 - 8"1 8 "1 8 "1 . J" 12 2 13 3 ", 12 2 13 3 "3 12, 13 2 J, 2 12 3 13, 

Though the integral (24) is given for s, t';;;;n, those for s> n (t > n)or s, t> n are easily found. For instance, in thecaseofs = n + t 
and t < n, the partition of s which contributes to the integral is (m) = (m l,m2,,,.mn _ 1 ,1) and the representations given by the 
partition are equivalent to those given by (m') = (ml - 1,m2 - 1, ... ,mn _1,0) with t = m; + ... + m~ _I,m; 
:;;.mi :;;.· .. :;;.m~ _ 1 :;;.0. The explicit form ofthe decomposition into the irreducible components is given as follows: 

r itm) ....... = -E· ·E· ·e .. .. g',J, g.,J,- r ',""n J,"1n Bg'n+Jln+,,,·g.,/,, 
S. 

(25) 

where on the right side only the typical term, which contributes to the integrals, is written and therefore we must add over the 
terms corresponding to the standard tableaux. Then the integral is easily found because only the same form of the integral as in 
(24) is needed. 

III. SIMPLE EXAMPLES 

Some simple examples for the integral (15) are given below. 

(1) For s = 2. There are two diagrams CD and B . The dimensions of their irreducible representations are 

d(2.0 •...• 0) = n(n + 1)/2, dll.I.O •...• O) = n(n - 1)12. 

The integral (24) gives 

r g .. g. ''''klg*kl dg=_I ___ I_~P8'k8'k(I+(12))8'18'1 Js ',1. '2h15k, I 22 (2)2 d ~ '. I '2 2 1. I 12 2 
SUln) (2.0 •..• 0) 

1 1 
+ - ~P8'k 8' k (1 - (12))8'18'1 

(2)2 d £.." I '2 2 JI I 12 2 

(1.1.0 •...• 0) 

1 
= (8' k 8' k +8' k 8' k )(8'1 8 '1 +8 '18'1) 2n(n + 1) "I '2 2 "2'2 I i'l 12 2 J, 2 12 I 

1 
+ (8· k 8· k -8· k 8· k )(8· 18· 1 -8'18'1) 2n(n _ 1) "1'2 2 "2'2 I 1, I 12 2 hi J12' 

which leads to the same expression as in Ref. 2. 
(2) For s = 3. There are three diagrams: 
BI B2 B3 

LllJ EfJ § 
The dimensions of their irreducible representations are, respectively, 

d I3•0 •...• 0 ) = n(n + l)(n + 2)/31, dI2.1.0 ..... 0) = n(n2 - 1)/3, d(l.I.I.o •...• O) = n(n - 1)(n - 2)131. 

The integral (24) gives 

r g;J,g;:J,g;:J,gt,I,gt,I,gt,I, dg 
Jsuln) 

1 1 
= ~P8'k 8' k 8' k eB 8'1 8 '1 8 '1 + ~P8'k 8' k 8' k eB 8'1 8 '1 8 '1 3In(n+ 1)(n+2)£.. '"',,',, ,J" 12,13, 3n(n2-1)£.. '"',,',, , J" 12,}" 

1 
+ ~P8'k8'k8'keB8'18'18'1 3In(n-l)(n-2)£" '" "2 '" ,J" 12,13,' 
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where 
es, = 1 + (12) + (13) + (23) + (123) + (132). 

es, = (1 - (12))(1 + (13)) + (1 - (13))(1 + (12)). 

es, = 1 - (12) - (13) - (23) + (123) + (132). 

(3) For S = 4. There are five diagrams: 

I i'l I I 8TI ffi W ~ . 
The dimensions of their irreducible representations are. respectively. 

d'4,0, ... ,0) = n(n + 1)(n + 2)(n + 3)/4!. d'3,1,0, ... ,0) = n(n - 1)(n + 1)(n + 2)/8, 

d'2,2,0, ... ,0 = n2(n2 - 1)/12. d'2,1,1,0, ... ,0) = n(n2 - 1)(n - 2)/8. d(l,I,I,I,O .... ,O) = n(n - l)(n - 2)(n - 3)/41. 

The expression (16) gives 

/i.4,0, ... ,0) = /i.l,I,I,I,O, ... ,O) = 1. /i.2,2,0, ... ,0) = 2. /i.3,1,0, ... ,0) = /i.2, 1, 1 ,0, ... ,0) = 3. 

The integral (24) gives 

f g/,j,g;,),g/,j,g;.).Kf",Kf",Kf",Kf./. dg 
JSU,") 

1 
= 4ln(n + 1)(n + 2)(n + 3)lf6;,k,6/,k,6;,k,6;.k.es,6j,/,6j,/,6j,/,6J.1. 

1 
+ 8n(n - 1)(n + 1)(n + 2) 'LP6;,k,6;,k,6/,k,6;.k.esA,/,6j,/,6j,l,6J.1. 

+ 12n2(~2 _ 1)'LP6;,k,6/,k,6;,k,6/.k.esA,/,6j,/,6j,/,6J.1. 

1 
+ 8n(n + 1)(n - 1)(n _ 2) 'LP6/,k,6;,k,6;,kA.k. eS.6i,/,6),1,6j",6J.1. 

1 
+ 4!n(n - 1)(n _ 2)(n _ 3)'LP6;,k,6;,k,6I,kA.k.es.6j,/,6j,I,6j,IA.,., 

where . 
es, = 1 + (12) + (13) + (14) + (23) + (24) + (34) + (12)(34) + (13)(24) + (14)(23) + (123) + (132) + (124) 

+ (142) + (134) + (143) + (234) + (243) + (1234) + (1243) + (1324) + (1342) + (1423) + (1432). 

es, = (1 - (12))(1 + (13) + (14) + (34) + (134) + (143)) + (1 - (13))(1 + (12) + (14) + (24) + (124) + (142)) 

+ (1 - (14))(1 + (12) + (13) + (23) + (123) + (132)). 

es, = (1 - (12))(1 - (34))(1 + (13))(1 + (24)) + (1 - (13))(1 - (24))(1 + (12))(1 + (34)), 
es. = (1 - (12) - (14) - (24) + (124) + (142))(1 + (13)) + (1 - (12) - (13) - (23) + (123) + (132))(1 + (14)). 

es• = 1 - (12) - (13) - (14) - (23) - (24) - (34) + (12)(34) + (13)(24) + (14)(23) + (123) + (132) + (124) 
+ (142) + (134) + (143) + (234) + (243) - (1234) - (1243) - (1324) - (1342) - (1423) - (1432). 

(28) 

It is noted that the expressions corresponding to a row and a column on the right side of (24) can be rewritten. respective
ly. as follows: 

---:.(n_-----'I)c.....! _("" P6. k ···6· £. )("" P6j I ... 6j ,,). (n+s-l)ls! ~ '" ''''' ~ " ... 

(n -S)I( )( ) --' ""E P6· k ... 6/£. ""E P6, I .. -6j ., , nls! ~ p '" ,... ~ P J" ... 
(29) 

where l:Pmeans the sum over all permutations of the indices 
of k's (/'s) for fixed i's (i's), and similarly l:EpP means the 
same as l:P except for plus or minus one according to 
whether P is an even or odd permutation. 
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We obtain expansions for the eigenvalues Cp of the invariant operators (Casimir operators) of the 
general linear, and the orthosymplectic Lie superalgebras in terms of products of suitably defined 
graded power sums P k' The resulting expressions are closed and provide unified formulas for 
computing the Cp's for those superalgebras as well as their corresponding Lie algebras. The 
formulas are remarkably simple to suggest that the power sums used in this text could playa more 
basic role in the understanding of the pattern of the expansion coefficients. Explicit illustrations 
are given for the various series for p<8. 

I. INTRODUCTION 

The problem of constructing the generalized invariant 
operators of the general linear, the special linear, and the 
orthosymplectic Lie superalgebras has been successfully ac
complished. l

-4 The related problem of finding the general
ized eigenvalues of these invariants in simple and convenient 
forms continues to receive attention.s- Is 

Recently Scheunert/ and Bincer,7 working in tensor 
basis, were able to obtain expressions for the eigenvalues of 
these superalgebras in a particularly useful closed form, 
analogous to those ofPerelomov and Popovs for the unitary, 
and the present authors13 for the orthogonal and the sym
plectic Lie algebras [see Eq. (2.8) of this paper]. 

As recognized by earlier authors,9.14 this form of 
expression though useful for studying the analytic structures 
of the Cp ' is not particularly suited for practical calculations 
even for low values of p, since the summation as well as the 
product runs through to the rank of the algebra. The equa
tion also contains fractional terms, whereas the Cp is a po
lynomial in the It's, and there must be cancellations. Some 
successful attempts have been made in the past for the var
ious series of the classical Lie algebras to rewrite the Cp using 
generating functions, as a polynomial expansion in the It's. 
Perhaps the most convenient form so far as a result of this 
endeavor is the power sums product expansion formula for 
the Cp , obtained for the u(n) by POpOV,1O and for the o(n) and 
the sp(2n) by one of the present authors. IS 

In what follows we attempt to express directly the 
eigenvalues of the general linear u(n, m), the special linear 
su(n, m) and the orthosymplectic osp(N, 2m) Lie superalge
bras, as sums of products of suitably defined power sums, 
obtaining expressions for these Lie superalgebras analogous 
to those of Refs. (10) and (15) for the Lie algebras, and thus 
tying together the treatment of this aspect of the problem. 

In so doing we have chosen to expand in terms of the 
naturally occurring graded power sum Pk defined in Eq. 
(2.15). With this power sum, half of the terms in the coeffi
cients of the expansion vanish resulting in considerable time 

-IOn sabbatical leave from the Department of Mathematics, University of 
Benin, Benin City, Nigeria. 

saved. The final result appears remarkably simple to suggest 
that the Pk's and therefore their nongraded limits P~ could 
playa useful role in the study of the general patterns for these 
coefficients. Our result also affords a direct proof of the An
satz obtained by Balantekin and Bars2

•
S for the su(n), and 

conjectured by them for the o(N). Finally, for the case of the 
sp(2n) we obtain the corresponding Ansatz. 

In order to fix the notations and keep the presentation as 
self-contained as practicable, we outline briefly in Sec. II 
some of the earlier results which we need to derive our main 
equations in Sec. III. Illustrative examples are outlined in 
Sec. IV, which also contains pertinent discussions. There are 
appendices which outline the properties of the coefficients 
Q/(v) and.8p (v) for completeness. 

II. NOTATIONS AND DEFINITIONS 

The infinitesimal generators X ;, in the canonical two 
index form (Racah basis) of the general linear, and the ortho
symplectic Lie superalgebras satisfy the commutation rela
tions, which can be written in a single form as 

(X ;,Xn =c5JX: - (_ltl /+ 11J)(l1k+l1/)c5;X J 

- (_ l)l1/l1J€ € (c5k .X-J 
-/ j -, / 

_ (_ 1)(l1i+l1}(l1k+l1/) c5/-JXk_i), 

where the supercommutator ( , ) is defined by 

(X ;,Xn =X; X~ - (- 1)(l1i+11}(l1k+l1/)X~X 5, 
with the index grading 

{
o - n<i<n, 

'1Ji = I', n + I<JiJ<n + m, 
and 

{
I, 

€i = sgni, 
-n<i<n 

n + I<JiJ<n + m. 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

Equation (2.1) as it stands in full with the indices run
ning from - n - m to n + m describes the orthosymplectic 
Lie superalgebra osp(N, 2m). Here N stands for 2n or 2n + I, 
and zero is included only when N is odd. If the '1Ji'S are set 
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equal to zero (one) we recover the Lie algebra o(N) [sp(2n)]. If 
the indices are restricted to vary from 1 to n + m only, the 
general linear Lie superalgebra u(n, m), is obtained. In this 
case the Lie algebra u(n) is recovered by setting the 11 j'S equal 
to zero. 

The pth-order invariant (Casimir) operators Cp for each 
of the superalgebras are defined by 

A ~. 
Co = L Uj> where U j = (- 1) " 

j 

(2.5) 

(2.6) 

and the summation runs over the appropriate ranges of the 
indices in each case. Clearly, these operators commute ac
cordingly with all the generators of the algebra, and by the 
generalized Schur lemma, they are constant multiples ofthe 
identity matrix in any irreducible representation, except pos
sibly when the dimensions of the bosonic and fermionic sub
spaces of the superalgebra are equal. This case is therefore 
excluded from consideration in this paper. 16 

For representations with unique highest weight, by act
ing recursively p times on the highest weight with the opera
tor T J(P) defined by 

J 

for the u(n, m), 

(2.7) 

and contracting the i and j indices afterwards, one obtains 
the expression for the eigenvalues Cp of the Casimir opera
tors of the superalgebras as sums of the elements of the corre
sponding Perelomov-Popov matrixA jj raised to the power 
p. On diagonalizing the A jj , the Cp can be written in the 
form6•7 

(2.8) 

where the summation and the product run over the respec
tive ranges as indicated earlier for each superalgebra. 

In Eq. (2.8) 

1, for the u(n, m), 

for the osp(2n, 2m), 

U j + 1 
1 + (1 - <5j()) , for the osp(2n + 1, 2m). 

A_i -Ai 
(2.9) 

Here the Aj'S are the diagonal elements of Ai} given by 

{

u J; + rj + !(n - m - u j ), 

Aj = uJ; + rj + !(2n - 2m - 1 - u;), 

uJ; + rj + !(2n - 2m - U j + <5,u), 

for the osp(2n, 2m), (2.10) 

for the osp(2n + 1, 2m), 

where/; is the number of boxes in the ith row of the Young 
supertableaux corresponding to the highest weight of the 
irreducible representation of interest. The quantities rj take 
different values for the different superalgebras. For the 
u(n,m), 

(2.11) 

while for the osp (2n, 2m), and the osp(2n + 1, 2m), respec
tively, 

1 
rj = L uj +-(uj -1), 

j>j>1 2 
(2.12) 

and 

(2.13) 

with the subsidiary conditions r _ j = - rj in the two latter 
cases. 

It remains to define the graded power sums. For this 
purpose it is convenient to introduce the symbol 

pj=Aj-UJ;. (2.14) 

Then for each of the superalgebras, the graded power sums 
P k are defined by 

Pk = +Uj [ (Aj + ~ r -~j + ~ rl (2.15) 

with PI = 0 for the su(n, m) and the osp(N, 2m). Here the 
summation again runs over the ranges of i. 
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III. THE PRODUCT POWER SUM EXPANSION 
FORMULAS 

A. The Integral representation and generating functions 

In this subsection it is convenient to separate the cases. 
(i) The u(n, m) and the su(n,m). For the u(n, m) and the 

su(n, m), Eq. (2.8) together with Eq. (2.9) can be recast in the 
integral form 

1 f n+m ( U.) Cp = - -. dA A p IT 1 _ --' - , 
2m j=1 A -Ai 

(3.1) 

where the integration is over a large circle with the origin as 
center on the complex A plane, containing all the poles. By 
setting A = liz, we have 

C = - _1 ,( dz J(z) (3.2) 
p 21Ti j zP+2' 

which implies the identity 
00 

1 - J(z) = L CpzP+ I, (3.3) 
p=o 

where 

J(z) = n,.IT= "'I (1 _ Ujz ) 
l-Aj z ' 

(3.4) 

and the integration in Eq. (3.2) is along a closed path contain
ing the origin but excluding all the poles ofJ(z). 

Furthermore, letJo(z) be the corresponding functionJ(z) 
for the identity representation for which/; = 0 for all i. Then 
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,,+m( U.Z) 
fo(z) = II 1 - ' 

1=1 1-p,z 
(3.5) 

= exp( - L f!n - m)k). (3.6) 

(ii) The osp(2n, 2m). For this case, Eqs. (2.8) and (2.9) 
become 

"+m X-n+m+1 
Cp = L UiAf---..:...'-----

i=-II-m Ai-n+m+! 

x
J
="fi

m

_}l- Ai ~AJ 
= __ 1_ i dAApA-n+m+1 

21Ti j A - n + m + ! 

(3.7) 

,,+m ( u.) 1 ( l)P X II 1---'- +-n-m-- . 
i= -,,-m A -Ai 2 2 

(3.8) 

Here, the extra term in Eq. (3.8) takes care of the pole in the 
integrand at A = n - m - ~ which is not included in the 
summation Eq. (3.7); and we have made use ofthe identity 

"if (1 - u, ) = 1. 
,= -" - m n - m - ~ - AI 

(3.9) 

In terms of the variable z = 1/ A, Eq. (3.8) becomes 

C = -- -/(z)+- n-m--1fdZ 1( l)P 
P 21Ti zP + 2 2 2 ' 

(3.10) 

which implies the identity 

"" 1 "" ( l)P 1 - I(z) = L CpzP + 1 - - L n - m - - zP+ I, 

p=o 2 p=o 2 
(3.11) 

where 

1 - (n - m - 1)z n

II
+ m ( UiZ) 

I(z) = 1-. 
l-(n-m-!)z I=-,,-m 1-A,z 

(3.12) 

Furthermore, as in the previous case 

lo(z) =/(zlif,=o = exp( - ~ ~ [(2n - 2m - W 

+ (n - m)k - (n - m - !)k] ). (3.13) 

(iii) The osp(2n + 1, 2m). In a similar way, the Cp for 
the osp(2n + 1, 2m) can be written in the form 

C = "~m UtA ~ Ai - n + m - ! 
p I = ~ - m ' -A-i ---n-+-m-----"-1 

,,+m ( u.) 1 
X II 1- J +-Ab 

J- -"-m AI -Aj 2 
(3.14) 

,.1 

1 f dz 1 = - -. -/(z) + -In - mjP, 
2m zP+2 2 

(3.15) 

where 
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I(z) = 1 - (n - m + !)z "if (1 _ u,z ) 
l-(n-m+l)zi=-n-m 1-A,z' 

(3.16) 

and the corresponding identity 

i=nfi~m(l- n_:z_AJ=I' (3.17) 

has been used. 
Equation (3.16) implies the Taylor sum 

"" 1 "" 1 - I(z) = L CpzP+ 1 - - L (n - mjPzP+ I. (3.18) 
p=o 2 p=o 

The correspondingfo(z) is given by 

( 

Zk 
lo(z) = exp - L -[ 2n - 2m)k 

k= 1 k 

+ (n - m + !)k - (n _ m)k ]). 

B. The expansion formula 

(3.19) 

Iffor each superalgebra we take the logarithm of/(z) and 
use the corresponding relations, Eqs. (3.6), (3.13), and (3.19), 
respectively, an expansion involving the exponential offunc
tions of power sums can be obtained in a form given by 
Scheunert6 which is analogous to the results in Refs. 9 and 14 
for the u(n), and the o(N) and sp(2n), respectively. These ex
pressions are in themselves tedious to handle. Instead, we 
seek an expansion in terms of the elementary products of the 
power sums P k in which the combining coefficients are com
pletely determined. 

With/(z) andfo(z) defined in the preceding subsection, it 
is now convenient to treat the three cases together. For each 
superalgebra, let F(z) be defined by the relation 

I(z) =fo(z)F(z), (3.20) 

so that from Eqs. (3.4) and (3.5), (3.12) and (3.13), (3.16) and 
(3.19), we have 

InF(z) = ~{ln[ 1 - 1 ~'~,z] -In[ 1 - 1 :;IZ]} 
k 

= - L Z

k 
L{[(Ai + U;)k_A 7] 

k;;.t i 

- [~, +U,)k_p~]} 

(3.21) 
where 

(3.22) 

and T is the set of all odd positive integers. 
If we extend the definition of s', to include I = 0, by 

requiring that SO = 1, Eq. (3.21) can be written in a more 
convenient form as 
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TABLEI.C,(pc;;8)forthesu(n, m),d = n - m. 

K Pk C2 C3 C4 

2 P2 -d 1/2 
3 P3 1 -d 
4 p. 1 
S P5 

P~ 
6 P6 

P3P2 
7 P7 

P4P2 
p 2 

1 

8 P8 

P~2 
P4P1 

P~ 

InF(z) = - Iz"+ IPkt/ldz), (3.23) 
k>1 

where t/lk (z) has the formal form 

_ 00 (k+1\ t l - l(z/2)1-1 
t/ldz) - I~I k J k + 1 

=![(I- t ~)-k -1]- (3.24) 

From Eq. (3.23), 

F(z) = IT I Z(k + I)Vk ( - ~Vkp~k[ t/lk(z)fk. 
k= 1 Vk=O vk· 

(3.25) 

Now let us introduce the abbreviations 

(3.26) 

(3.27) 

and let (v) denote the set of all non-negative integers satisfy
ing the constraint equation 

K + 1 = 2Vl + 3v2 + ... + (k + l)vk , (3.28) 

TABLE II" ."Correction effects"for the C,(p<8) for the u(n, m), d = n - m. 

K 

1 
3 
4 
5 

6 

7 

8 

Pk 

PI 
P~ 
P2P, 
P3PI 
p 1 

I 

P4PI 
P2P~ 
P5PI 
P3P~ 
P~PI 
P~ 
P~I 
P4P~ 
P1P2PI 
P2P~ 

CI C2 c1 

-d 1/4 
-1/2 

C4 

C5 C6 C7 C8 

-d/2 3/16 - 3d /16 1/16 
5/6 -5d/6 7/16 -7d/16 
-d 5/4 -5d/4 7/8 
1 -d 7/4 -7d/4 
-1/2 d/2 - 25/32 25d/32 

1 -d 7/3 
-1 d - 25/12 

1 -d 
-1 d 
-1/2 d/2 

1 
-1 
-1 
1/6 

for some integer K[VI = 0 for the su(n, m) and the 
osp (N, 2m)). Equation (3.25) can be written in a form in 

which all the coefficients of a typical product term p;' ... p~k 
are collected together: 

F(z) = > L (- )V QI(V)P;' ... p~kzK+ 1+ I, (3.29) 
~ (v) [vI] 

where Q/(v) is the rank-independent function satisfying 

>QI(V)z1 = [1JI1(ZWI ••• [ IJIdz)fk. 
~ 

(3.30) 

The QI(V)'S playa universal role in this problem in the sense 
that for a well-defined set of power sums and for a given 1 and 
(v), they have the same value for all the Lie superalgebras 
considered, and also for their corresponding Lie algebras. It 
is this remarkable property that enables considerable unifi
cation in the treatment of this aspect of the problem. ' 

Equation (3.30) implies the following special values for 
the QI(V)'S: 

Qo(V) = 1, for all (v), 

QI(O) = Q _ I(V) = 0, 1> 1, 

Q2r + 1 (v) = 0, r>O. 

C5 C6 C7 Cg 

(3.31) 

(3.32) 

(3.33) 

-d/4 1/16 -a/16 1/64 -d/64 
d/2 - 3/8 3d/8 - 5/32 Sd/32 
-1 d - 9/8 9d/8 - 5/8 

-1 d - 19/12 19d /12 
1/6 -d/6 1/2 -d/2 

-1 d -17/8 
1/2 -d/2 1 

-1 d 
1/2 -d/2 
1/2 -d/2 
-1/24 d/24 

-1 
1/2 
1 
-1/6 

"The C, for the u(n, m)is obtained by adding the terms here for a givenp to the corresponding terms in Table I for the su(n, m). 
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Finally, on substituting Eqs. (3.29) and (3.20) into Eqs. 
(3.3), (3.11), and (3.18) for the various cases, we obtain the 
desired expansion for the Cp , 

Cp = - I,8p(v)P;'",PZ., p>l. 
(v) 

In this equation, for the u(n, m), 

( _Iv 
,8p(v) = Tvij(Q/(v) - dQ/_1 (v)), 

where 

d = n - m, 1= p - K>O, p>K> 1 

[p>K>2 for the su(n, m)], 

and for the osp(N, 2m) 

(_)V [ (1) ,8 (v)=-- Q/(v)- d-- Q/ I (v) 
p [v!] 2 -

1/- 2 (d - 1)/-1-1] 
+-IQ,(v)-

2 /=0 2 
with 

(3.34) 

(3.35) 

(3.36) 

(3.37) 

d = N - 2m, 1= p - K>O, p>K>2. (3.38) 

IV. RESULTS AND DISCUSSIONS 

Further properties of the coefficients Q/(v) and ,8p(v) 
and illustrations are given in the appendices for more specif
iccases. UsingthesewecomputetheCp forp<8. The cases of 
the su(n, m) and the osp(N, 2m) are further simplified by the 
fact that PI = ° = VI' Table I contains the C/s for the 
su(n, m), and Table II the "correction effects" due to the 
u(n, mI. In Table III we show the corresponding values for 
the osp(N, 2m). 

Our results agree with those of Scheunert6 when ex
pressed in terms of the power sums 

Il+m 

Qk = L u;(/~ -1;'), (4.1) 
;=1 

using the relation 

(4.2) 

for the u(n, m) and the osp(N, 2m), the factor of2 being appli
cable only in the case of the osp(N, 2m). In Eq. (4.1), 

I; = uJ; + riO (4.3) 

In the nongraded limit in which u; = 1, and d is re
placed by n(N) for the u(n) [o(N)) 

Pk-P~ = + [(A?+ ~r -~?++r]. (4.4) 

where A ? andp? are the corresponding values of A; andp; in 
this limit. We recover the results of Popov for the u(n) and 
those of Ref. (15) for the o(N), by using the relations 

P~ = /tle)(~r-/s/, (4.5) 

Sf = L (A ?/ - p?l), SI = 0, for su(n), o(N). (4.6) 
; 

This is a direct proof of the Ansatz of Ref. 5 for the u(n) and 
theo(N). 
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u 
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00 t.S I 
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IfwereplaceO'; by - I,A; by -Aoanddby - 2m, we 
obtain for the case of the sp(2m), 

k (k)( I )k-/ Pk ...... ( - )k+ ILl - Sf' 
/=2 2 

(4.7) 

according to which 

C;p(2".2m) ...... C~ = (- r+ IC:, (4.8) 
".....0 

where C: is the eigenvalue of the Casimir operatdr of order p 
for the sp(2m) in Table II of Ref. IS. This provides the equi
valent Ansatz for obtaining the osp(2n, 2m) results from 
those of the sp(2m) and vice versa: multiply the Cp of sp(2m) 
by (- r+ t and replace 2m byd = 2n - 2m. 

Generally, when compared with earlier results, our re
sults show that the Cp's appear in their simplest form reveal
ing an interesting pattern when expressed in terms of the 

I 

APPENDIX A: THE COEFFICIENTS Q/M 

graded power sums P k' or equivalently P ~ for the· corre
sponding Lie algebras, a fact hardly apparent if one confined 
one's investigations to the Lie algebras and blindly applied 
existing A nsatze. Also in terms of the P k or P ~ half the coef
ficients Q/(v) appearing in the main expansion formula van
ish resulting in considerable time savings. These power sums 
could playa more significant role in the detailed study of the 
general pattern of these coefficients. 
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More specific forms for the coefficients Q/(v) can be established using the relation 

(2\z)t-t 
Vtk,(z) ... I'\(z) = kt" .. k

t 
{(k t + k2 + ... + kt)Vtk, +k,+ ... +k,(Z) - [(k t + ... + k t _ dVtk, + ... + k,_,(Z) 

- (k t + ... + kt_2)Vt~: + ... k,_, + ... + (- YktVtk,(z) + com. kt, k 2, ... ,kt ]}, (AI) 

where com. means all possible combinations of kt, ... ,kt in all the terms appearing in the square bracket [ ]. This relation can 
readily be established by induction on t using the defining equation (3.24). 

Now let Q/(Pk, "'Pk.l denote Q/(v) for the particular set (v) which satisifes the constraint equation (3.28) for the values 
vk, = vk, = ... = vk, = I, all other v's being equal to zero. Then using Eqs. (3.30) to (3.33) in (AI), we obtain, for 1 = 2r (r 
positive integer), 

P ... p = 2- 2
, {(kt+ ... +kt+2r+t-I)_[(kt+ ... +kt_1 +2r+t-l) 

Q2,( k, k.l kt" .. k t 2r + t 2r + t 

(
k t + .• ·+kt_2 +2r+t-l) t(kt +2r+t-l) ]} - + ... + ( - ) 2 + com. kt,· .. ,kt . 

2r+t r+t 

Equation (A2) determines the values of all the Q/(v) needed for the calculation of .Bp(v). We present three examples. 
(i) For t = I, set k t = k, 

2 -2'(k + 2r) 
Q2,(Pd=T 2r+ I . 

(ii) For t = 2, 

Q (P P J=2-2'{(kl+k2+2r+I)_(kt+2r+I)_(k2+2r+I)}. 
2, k, k, klk2 2r+ 2 2r+ 2 2r+ 2 

If, in Eq. (A4), kl = k2 = k, we have 

Q (p 2)=2-
2
'{(2k+2r+ 1)_2(k+2r+ I)}. 

2, k k2 2r+2 2r+2 

(iii) For t = 3, 

(A2) 

(A3) 

(A4) 

(AS) 

(A6) 

with quantities Q2,(Pk,P~) and Q2,(Pl) obtained by setting k2 = k3 = k, andkl = k2 = k3 = k, respectively, in this equation. 
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APPENDIX B: THE COEFFICIENTS/3p(v) 

These are determined directly from Eqs. (3.35) and 
(3.37). It is, however, sometimes convenient to use simpler 
forms derived from these equations as illustrated below for 
the case ofu(n, mI. 

(i) The /3p(Pk): The sum Pk corresponds to the partition 
(v) for which V k = 1, Vi = 0, i'/=k, which satisfies the con
straint equation (3.28) for K = k. Thus, I = p - k>O, and 
from Eq. (3.25) 

p- keven, 

p-k odd. 

(Bla) 

(BIb) 

(ii) The /3P(PkI PkJ The product sum Pkl Pk2 occurs 
when vkl = Vk

2 
= 1, Vi = 0, i,/=k l , k 2• In this case 

K= kl + k2 + 1, and 1 =p - (kl + k2 + 1»0 so that 

2kl+k2-P+I[( p ) (P-k2) (p-k1)J 
/3p(PkIP~) = klk2 kl + k2 _ 1 - kl _ 1 - k2 _ 1 ' P - kl - k2 - 1 even, (B2a) 

_2k,+k2-P+2d[(P-k2-1) (P-kl -l) ( p-l )J 
- klk2 kl - 1 + \ k2 _ 1 - kl + k2 _ 1 ' P - kl - k2 - 1 odd. (B2b) 

From Eqs. (B2) /3p(P i) is obtained by setting k I = k2 = k 
and dividing through by 2!; and so on for higher products. 
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The symmetric and antisymmetric structure constants for SU(6) 
Uri Sarid 
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The 124 completely antisymmetricfiik and 221 completely symmetric dljk (nonzerol structure 
constants for a simple representation ofSU(61 are tabulated. The basis matrices A.; used to generate 
the structure constants are also given. 

I. INTRODUCTION 

The structure constants proposed for SU(31 by Gell
Manni in 1961 and later extended to SU(41 are generalized 
herein to SU(61. With the recent probable identification3 of 
bound states of the sixth quark t at CERN's UA1 detector, 
the significance ofSU(61 is now evident. The symmetric diik 
and antisymmetricfljk structure constants, which determine 
the Lie algebra associated with this group, are used as funda
mental couplings in a variety of ways. Working with the d 's 
andf's usually eliminates the need for Clebsch-Gordan coef
ficients and with them the difficulties due to phase conven
tions. As a prominent example, the charge operator acts on 
any hadron state IH j) through Q ;IH j) = ifiik IH k), and 
the commutator of two charge operators is given by [QiOQj ] 

= ifljk Qk' this latter property generalizing to the commuta-

two matrices conventionally written 

1 0 0 0 0 0 
0 1 0 0 0 0 

1 0 0 1 0 0 0 
A.o=-

0 0 0 1 0 0 v'3 
0 0 0 0 1 0 
0 0 0 0 0 1 

0 1 0 0 0 0 
1 0 0 0 0 0 

A. I = 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 

tion relations with the other components of the current oper
ator J (. The structure constants also figure prominently in 
the quark energy densities u; = qA.;q for a scalar and 
v; = qA. ;ysq for a pseudoscalar, which therefore obey com
mutation relations with the charge operator [Q ;,u j] 
= ifiikU\ [Q; ,vj ] = id iiku\ and so on. 

appear as qA.~ = (l/v'3I(uu + dd + &s + ce + bb + It I and 
A.I = 1"1(u,dl. The A.; used to generate the SU(61 structure 
constants are 

II. THEORY 

We choose as the representation the equivalent of the 
familiar Pauli matrices 1"; extended to six dimensions and 
labeled A.;. Typically the columns and rows are labeled by the 
six quark flavors u-d-s-e-b-t in order of increasing mass, and 
we assume this convention unless otherwise mentioned. But 
since thefiik and dljk are derived strictly from theA.; without 
regard for the row and column labeling, one need only make 
sure to use the proper indices i, j,k from theA.; corresponding 
to the particular application. 

To generate theA.; we begin withA. I,A.2, andA.3 as the 1"1' 
1"2' and 1"3 matrices, respectively, in the (u,d ) subspace. The 
normalized identity matrixA.o is included from the extension 
to U(61 via U(1IxSU(61. The 1"1 and 1"2 in the [u,s) and [d,s) 
subspaces are next, followed by the diagonal counterpart of 
1"3 in the [u,d,s) subspace. Thus each quark flavor is added 
until the 36 A.;, for i = 0,1, ... ,35, are generated. Note that 
appropriate normalization factors are needed for the diag
onal matrices to preserve the relations 

tr A.;A.j = ~ii' (II 
The A.; matrices are listed more compactly below by either 
designating the subspace in which they take the form of a 1" 
matrix, or (if diagonal I by explicitly writing down qA./q. We 
label their rows by the basis row vectors U, d, s, c, b, and I and 
their columns by the basis column vectors u, d, s, e, b, and t to 
comply with the standard quark assignments. Thus the first 

qA.~ = (l/v'3I(uu + dd + &s + ce + bb + It I, 
A. I = 1"1(u,dl, A.2 = 1"2(u,dl, 

qA.3q = UU - dd, 

A.4 = 1"1(u,sl, A.s = 1"2(u,sl, 

A.6 = 1"I!d,sI, A.7 = 1"2(d,sl, 

qA.sq = (l/v'3I(uu + dd - 2Ssl, 

A.9 = 1"1(u,el, A. 10 = 1"2(u,el, 

A.ll = 1"1(d,el, A.12 = 1"2(d,el, 

A.l3 = 1"1(s,el, A. 14 = 1"2(s,el, 

qA.Isq = (l/.J6)(uu + dd + ss - 3cel, 

A. 16 = 1"1(u,b I, A.l7 = 1"2(u,b I, 

A. IS = 1"1(d,b I, A. 19 = 1"2(d,b I, 

A.20 = 1"1(s,b I, A.21 = 1"2(s,b I, 

A.22 = 1"1(e,b I, A.23 = 1"2(e,b), 

qA.24q = (l/-/W)(uu + dd + ss + ce - 4bb I, 
A.2S = 1"1(U,t I, A.26 = 1"2(U,t), 

A.27 = 1"1(d,t I, A.2S = 1"2(d,t I, 
A.29 = 1"1 (s,t I, A.30 = 1" 2(S,t I, 

A.31 = 1"1(e,t I, A.32 = 1"2(e,t I, 
A.33 = 1"1(b,t I, A.34 = 1"2(b,t I, 
qA.3Sq = (l/v'fSI(uu + dd + ss + ce + bb - 5It). 

Since theA.; for SU(nl contain theA.; for SU(m) where m<n, 
the structure constants/;jk and dljk tabulated below may be 
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TABLE I. The symmetric structure constants for SU(6). 

i j k d Uk i j k d'Jk 

0 j k 1/.J3SJk 

1 8 1/.J3 5 5 15 1/,f6 
1 15 1/,f6 5 5 24 1/v'fO 
1 24 1/v'fO 5 5 35 1/.Jf5 
1 35 1/.Jf5 5 9 14 -1/2 
4 6 112 51013 1/2 
5 7 1/2 5 16 21 -1/2 
9 11 1/2 5 17 20 1/2 

1 10 12 1/2 5 25 30 -1/2 
1 16 18 1/2 5 26 29 1/2 
1 17 19 1/2 6 6 8 - 1/2.J3 
1 25 27 1/2 6 6 15 1/,f6 
1 26 28 1/2 6 624 1/v'fO 
2 2 8 1/.J3 6 6 35 1/.Jf5 
2 2 15 1/,f6 6 11 13 1/2 
2 2 24 1/v'fO 6 12 14 1/2 
2 2 35 1/.Jf5 6 18 20 1/2 
247 -1/2 6 19 21 1/2 
2 5 6 1/2 6 27 29 1/Z 
2 9 12 -1/2 6 28 30 1/2 
2 10 11 1/2 7 7 8 - 1/2.J3 
2 16 19 -1/2 7 7 15 1/,f6 
2 17 18 1/2 7 7 24 1/v'fO 
2 25 28 -1/2 7 7 35 1/.Jf5 
2 26 27 1/2 7 11 14 -1/2 
3 3 8 1/.J3 7 12 13 1/2 
3 3 15 1/,f6 7 18 21 -1/2 
3 3 24 1/v'fO 7 19 20 1/2 
3 3 35 1/.Jf5 7 27 30 -1/2 
3 4 4 1/2 7 28 29 1/2 
3 5 5 1/2 8 8 8 - 1/.J3 
3 6 6 -1/2 8 8 15 1/,f6 
3 7 7 -1/2 8 8 24 1/v'fO 
3 9 9 1/2 8 8 35 1/.Jf5 
31010 112 8 9 9 1/2.J3 
3 11 11 -1/2 8 10 10 1/2.J3 
3 12 12 -1/2 8 11 11 1/2.J3 
3 16 16 1/2 8 12 12 1/2.J3 
3 17 17 112 8 13 13 - 1/.J3 
3 18 18 -1/2 8 14 14 - 1/.J3 
3 19 19 -1/2 8 16 16 1/2.J3 
3 25 25 1/2 8 17 17 112.J3 
3 26 26 1/2 8 18 18 1/2.J3 
3 27 27 -1/2 8 19 19 1/2.J3 
3 28 28 -1/2 8 20 20 - 1I.J3 
4 4 8 - 112.J3 8 21 21 - 1/.J3 
4 4 15 1/,f6 8 25 25 1/2.J3 
4 4 24 1/v'fO 8 26 26 1/2.J3 
4 4 35 1/.Jf5 8 27 27 1/2.J3 
4 9 13 1/2 8 28 28 1/2.J3 
4 10 14 112 8 29 29 - 1I.J3 
4 16 20 112 8 30 30 - 1I.J3 
4 17 21 1/2 9 9 15 - 1/,f6 
4 25 29 112 9 9 24 1/v'fO 
4 26 30 1/2 9 9 35 1/.Jf5 
5 5 8 - 112.J3 9 16 22 1/2 

applied to SU(m) by simply restricting the indices 
i,j,k<m2 

- 1. From the defining commutation relation 
[ A;, Aj] = 2i!tjkAk we solve for hjk by multiplying by A k' 
and taking the trace, using (1) to simplify the resulting 
expression. This immediately shows 

(2) 

Similarly, by using the defining anticommutation relation 

1922 J. Math. Phys .• Vol. 26. No.8. August 1985 

j k dijk j k 

9 17 23 1/2 15 32 32 
9 25 31 1/2 16 16 24 
9 26 32 1/2 16 16 35 

10 10 15 - 1/,f6 16 25 33 
10 10 24 1/v'fO 16 26 34 
10 10 35 1/.Jf5 17 17 24 
10 16 23 -1/2 17 17 35 
10 17 22 1/2 17 25 34 
10 25 32 -1/2 17 26 33 
10 26 31 1/2 18 18 24 
11 11 15 - 1/,f6 18 18 35 
11 11 24 1/v'fO 18 27 33 
11 11 35 1/.Jf5 18 28 34 
11 18 22 1/2 19 19 24 
11 19 23 112 19 19 35 
11 27 31 1/2 19 27 34 
11 28 32 1/2 19 28 33 
12 12 15 - 1/,f6 20 20 24 
12 12 24 1/v'fO 20 20 35 
12 18 23 -1/2 20 29 33 
12 19 22 1/2 20 30 34 
12 27 32 -1/2 21 21 24 
12 28 31 1/2 21 21 35 
13 13 15 - 1/,f6 21 29 34 
13 13 24 1/v'fO 21 30 33 
13 13 35 1/.Jf5 22 22 24 
13 20 22 1/2 22 22 35 
13 21 23 1/2 22 31 33 
13 29 31 1/2 22 32 34 
13 30 32 1/2 23 23 24 
14 14 15 - 1/,f6 23 23 35 
14 14 24 1/v'fO 23 31 34 
14 14 35 1/.Jf5 23 32 33 
14 20 23 -1/2 24 24 24 
14 21 22 1/2 24 24 35 
14 29 32 -1/2 24 25 25 
14 30 31 1/2 24 26 26 
15 15 15 - 2I,f6 24 27 27 
15 15 24 1/v'fO 24 28 28 
15 15 35 1/.Jf5 24 29 29 
15 16 16 1/2,f6 24 30 30 
15 17 17 1/2,f6 24 31 31 
15 18 18 1/2,f6 24 32 32 
15 19 19 1/2,f6 24 33 33 
15 20 20 1/2,f6 24 34 34 
15 21 21 1/2,f6 25 25 35 
15 22 22 - 3/2,f6 26 26 35 
15 23 23 - 3/2,f6 27 27 35 
15 25 25 1/2,f6 28 28 35 
15 26 26 1/2,f6 29 29 35 
15 27 27 1/2,f6 30 30 35 
15 28 28 1/2,f6 31 31 35 
15 29 29 1/2,f6 32 32 35 
15 30 30 1/2,f6 33 33 35 
15 31 31 - 3/2,f6 34 34 35 

{A;,A.j j = 2dijkAk we arrive at 

dijk = !tr({A;,A.j jAk)· 

d'Jk 

- 3/2,f6 
- 3/2v'fO 

1/.Jf5 
1/2 
1/2 

- 3/2v'fO 
1/.Jf5 

-1/2 
1/2 

- 312v'fO 
1/.Jf5 
1/2 
1/2 

- 312v'fO 
1/.Jf5 

-1/2 
1/2 

- 3/2v'fO 
1/.Jf5 
1/2 
1/2 

- 3/2v'fO 
1/.Jf5 

-1/2 
1/2 

- 312v'fO 
1/.Jf5 
1/2 
1/2 

- 312v'fO 
1/.Jf5 

-1/2 
1/2 

- 3/v'fO 
1/.Jf5 
1/2v'fO 
112v'fO 
112v'fO 
112v'fO 
1/2v'fO 
1/2v'fO 
1/2v'fO 
112v'fO 

- 2/v'fO 
- 2/v'fO 
-2I.Jf5 
- 2/.Jf5 
- 2I.Jf5 
- 2I.Jf5 
- 2/.Jf5 
- 2/.Jf5 
- 2/.Jf5 
- 2/.Jf5 
- 2/.Jf5 
- 2/.Jf5 

(3) 

Note that, as for example in Gel1-Mann's original formula
tionl for SU(3), the anticommutator may be given as (Aj,A.j J 
= ~8ij + 2dijkAk, i,j,k = 1, ... ,8. Then for SU(6) the general

ization is {Aj,A.j j = 1Pij + 2dijkAk, i,j,k = 1, ... ,35. If we let 
i,j, and k run from 0 to 35 as for U(6), the 8ij term can be 
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TABLE II. The antisymmetric structure constants for SU(6). 

i j k 10k i j k 

2 3 1 8 16 17 
4 7 1/2 8 18 19 
5 6 -1/2 8 20 21 
9 12 112 8 25 26 

8 27 28 
10 11 -1/2 8 29 30 
16 19 1/2 9 10 15 

1 17 18 -1/2 9 16 23 
1 25 28 1/2 9 17 22 
1 26 27 -1/2 9 25 32 
246 1/2 9 26 31 
2 5 7 1/2 10 16 22 
2 9 11 1/2 10 17 23 
2 10 12 1/2 10 25 31 
2 16 18 1/2 10 26 32 
2 17 19 1/2 11 12 15 
2 25 27 1/2 11 18 23 
2 26 28 1/2 11 19 22 
3 4 5 1/2 11 27 32 
3 6 7 -1/2 11 28 31 
3 910 1/2 12 18 22 
3 11 12 -1/2 12 19 23 
3 16 17 1/2 12 27 31 
3 18 19 -1/2 12 28 32 
3 25 26 1/2 13 14 15 
3 27 28 -1/2 13 20 23 
4 5 8 .J3/2 13 21 22 
4 9 14 112 13 29 32 
4 10 13 -1/2 13 30 31 
4 16 21 1/2 14 20 22 
4 17 20 -1/2 14 21 23 
4 25 30 1/2 14 29 31 
4 26 29 -1/2 14 30 32 
5 9 13 112 15 16 17 
5 10 14 1/2 15 18 19 
5 16 20 1/2 15 20 21 
5 17 21 1/2 15 22 23 
5 25 29 1/2 15 25 26 
5 26 30 1/2 15 27 28 
6 7 8 .J312 15 29 30 
6 11 14 1/2 15 31 32 
6 12 13 -1/2 16 17 24 
6 18 21 1/2 16 25 34 
6 19 20 -1/2 16 26 33 
6 27 30 112 17 25 33 
628 29 -1/2 17 26 34 
7 11 13 1/2 18 19 24 
7 12 14 1/2 18 27 34 
7 18 20 1/2 18 28 33 
7 19 21 1/2 19 27 33 
7 27 29 1/2 19 28 34 
7 28 30 1/2 20 21 24 
8 9 10 1/2.J3 20 29 34 
8 11 12 1/2.J3 20 30 33 
8 13 14 - 1/.J3 21 29 33 

dropped.4 The dijk are thus shown for all ofU(6)-for i,j, or 
k = 0, we simply get from (3) and (1) that dOjk = (l/V3")8jk , 
the l/V3" coming from the normalization factor for Ao. The 
!ijk' of course, will not involve Ao. Due to the complete sym
metry of the d's and complete antisymmetry of the /,s, it 
suffices to consider only those cases where i<j<k for dijk and 
i<j < k for!ijk. When individual!ijk and dijk are computed 
by hand, it is usually easier to simply multiply out the left
hand sides of the defining relations and arrive at the struc
ture constants by inspection; however, for computer calcula-
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t.Jk i j k t.Jk 

1/2.J3 21 30 34 1/2 
1/2.J3 22 23 24 .,ffO/4 

- 1/.J3 22 31 34 1/2 
1/2.J3 22 32 33 -1/2 
1/2.J3 23 31 33 1/2 

- 1/.J3 23 32 34 1/2 
{21.J3 24 25 26 1/2.,ffO 
1/2 24 27 28 1/2.,ffO 

-1/2 24 29 30 1/2.,ffO 
1/2 24 31 32 1/2.,ffO 

-1/2 24 33 34 - 2/.,ffO 
1/2 25 26 35 3/..[fS 
1/2 27 28 35 3/..[fS 
1/2 29 30 35 3/..[fS 
1/2 31 32 35 3/..[fS 
{21.J3 
1/2 

-1/2 
1/2 

-1/2 
1/2 
1/2 
1/2 
112 
{21.J3 
1/2 

-1/2 
1/2 

-1/2 
1/2 
1/2 
1/2 
1/2 
1/2~ 
1/2~ 
1/2~ 

-3/2~ 
1/2~ 
1/2~ 
1/2~ 

-312~ 
.,ffO/4 
1/2 

-1/2 
1/2 
1/2 
.,ffO/4 
1/2 

-1/2 
1/2 
1/2 
.,ffO/4 
1/2 

-1/2 
1/2 

tions, (2) and (3) are easier to use despite being more time 
consuming. Equations (2) and (3) may be directly pro
grammed even on a microcomputer to generate the structure 
constants for higher dimensions, for example, using the lan
guage FORTH as was done for the Tables I and II. 

III. CONCLUSION 
We have computed the nonzero symmetric and anti

symmetric structure constants dijk and hjk for the group 
SU(6). The generating basis matrices AI are listed, using the 
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simple representation of OeD-Mann generalized from the 
usual representation of the 1"/ SU(2) matrices. 

1M. Oell-Mann, "The eightfold way: A theory of strong interaction symme
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We state and prove rigorous mathematical results on the orbital stability of certain rectilinear 
trajectories of sufficiently energetic particles subjected to appropriate periodic potentials. This is 
done in the context of nontrivial classical Hamiltonian models, nonrelativistic and relativistic, in 
two space dimensions. The main steps involved in the proofs are the derivation of the asymptotic 
form of certain canonical maps in the plane in the limit of large particle energies and the 
application of a version of Moser's twist theorem. When suitably specialized, these results 
establish rigorously for the first time that the pertinent straight-line channeling trajectories offast 
particles in two-dimensional rigid crystal lattices have this stability property under reasonable 
conditions on the crystal potential. 

I. INTRODUCTION 

Consider the following question of classical mechanics. 
Let a fast positively charged particle travel along the midline 
between two lines of atoms of a rectangular atomic array in 
the plane. Is this rectilinear motion stable in some sense un
der reasonable assumptions on the repulsive interactions 
between the fast particle and the atoms of the array? Nu
merical studies 1,2 suggest that the answer is affirmative. The 
present paper was motivated by the desire to investigate in a 
mathematically rigorous way problems of this type in the 
context of well-defined Hamiltonian models. 

Motions offast charged particles in crystals which, e.g., 
remain confined between lines or planes of atoms, at least 
over distances which are large compared to the relevant 
atomic spacings, are called channeling motions, or simply 
channeling. This is an old subject in physics which even now 
is not well understood mathematically. In 1912, Stark3 sug
gested on purely intuitive grounds the existence of channel
ing of fast positive particles in crystals. Independently of 
Stark, the channeling phenomenon was discovered by Rob
inson and Oen4 in 1963 by computer-simulation calcula
tions. Since then, the literature on channeling has become 
very large (see, e.g., the bibliographies in Refs. 1 or 2) and 
much physical insight has been gained on the phenomenon. 
Knowledge of the above literature l ,2 is not needed to under
stand the present work, which is largely self-contained and 
devoted to the basic theoretical questions of classical me
chanics concerned. 

In this paper, we will state and prove rigorous results on 
the stability of certain rectilinear motions occurring in the 
context of two nontrivial classical Hamiltonian models in 
two space dimensions.5 These models, termed the NR model 
and the R model, describe nonrelativistic and relativistic 
motion, respectively, of a particle in an external potential 
V(XI' x2). We assume that the function Vis real valued and 
analytic in the real variables XI' X26 in some neighborhood of 
the line X 2 = 0 in R, is periodic in XI with period unity, is 
such that aV(XI,0)aX2 = 0 for xIER, and satisfies natural sta
bility conditions (see Sec. II for an exact statement of these 
conditions). Since thex2 component of the force on the parti
cle vanishes along the entire line X 2 = 0, these hypotheses 
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entail that at large enough E the equations of motion pertain
ing to either of these models have solutions whose corre
sponding orbits are half-infinite straight-line segments of the 
formp<x l < 00'X2 = o which are traversed in the time inter
val 0<1< 00. 

Our main result-Theorem I-is a stability theorem 
from which one can infer directly that this rectilinear motion 
is orbitally stable for fixed p for both the NR model and the 
R model, provided that the energy E of the particle is suffi
ciently large. Theorem 1 is stated in Sec. II, and in that sec
tion we also outline the strategy of its proof. Its assertions for 
the NR model and the R model are proved in Secs. III and 
IV, respectively. The stability proof for each of these models 
has two major steps. The first is to derive the asymptotic 
behavior in the limit E_ 00 of a certain natural canonical 
map defined in terms of suitable Poincare surfaces of section. 
The second is to apply a version of Moser's twist theorem for 
analytic maps 7 to the asymptotic form of the map in question 
(see Ref. 8 for the original version of the twist theorem and 
Refs. 9-13 for related results and further bibliography). The 
version of this theorem used in this paper is stated in the 
Appendix for the reader's convenience. 

When suitably specialized, the above orbital stability re
sults yield the first rigorous statements on channeling stabil
ity in the nonrelativistic and relativistic regimes for appro
priate two-dimensional rigid crystal lattices, without 
making the customary continuum-model idealization of re
placing the interaction potential between an energetic inject
ed particle and a line of atoms by an average potential. 

Key results of Secs. III and IV used to prove Theorem 1 
entail that for sufficiently large E there exist abundant mo
tions for the NR model and the R model which wind around 
the line X 2 = 0 and which can be viewed as quasiperiodic by 
identifying all hyperplanes X I = P + n( I n I = 0,1,2, ... ). From 
previous numerical work/,2 one expects that chaotic mo
tions, in some sense, also exist for these models. However, no 
rigorous results on the existence of chaos are known in this 
context, and no systematic numerical experiments to detect 
chaotic motion for these dynamical systems have been re
ported in the literature. 14,15 

The Poincare surface-of-section method exploited in 
the present paper and in the work in Refs. 14 and 15 is of 
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great potential usefulness for systematic analytical and nu
merical studies of regular and chaotic motions of fast parti
cles in crystals, described by appropriate Hamiltonian mod
els. In view of this, it is very surprising that in the literature 
no mention is made by other investigators of the use of this 
method in channeling research. 

By the approach of Secs. III and IV, we have proved a 
generalized version of Theorem 1 which applies to a nonrela
tivistic and a relativistic model encompassing the NR model 
and the R model, respectively, as special cases. This general
ization of the latter two models consists in replacing the as
sumption that aV(x l ,O)lax2 = 0 for xlelR by the condition 
that f~ aV(x l ,O)lax2 . dXI = 0, which demands only that 
the X 2 component of the force on the particle of interest van
ish on the average along the line X2 = O. We have shown for 
these generalized models that at sufficiently high E there 
exist distinguished solutions of the equations of motion 
which exist for all time and are orbitally stable. The corre
sponding trajectories in configuration space are slightly de
formed versions of the line X 2 = 0 for large enough E. This 
weakening of our assumptions on V is of both physical and 
mathematical interest. In particular, it is of interest physical
ly because it models what happens in many real channeling 
phenomena. This generalization of Theorem 1 will be dis
cussed in detail in a future publication. 16 

II. STATEMENT OF PRINCIPAL THEOREM AND 
STRATEGY OF PROOF 
A. Statement of main result 

We begin by defining the two-dimensional chaneling 
models alluded to in the Introduction. In suitable units, the 
Hamiltonians H NR' H R for the NR model and the R model, 
respectively, are smooth real-valued functions defined for 
each (XI' X2' PI' P2)eR4 such that (XI' x2) is in a neighborhood 
of the line X 2 = 0 in JR2: 
HNR(XI, X2,PI,P2) = !(p~ + p~) + V(XI' x 2), 

The symbol H will stand for H NR or HR' 

(2.1a) 

(2.1b) 

In this paper, the potential Vin(2.1a) and (2.1b) will bea 
fixed function which will be assumed to satisfy conditions 
(1)-(111) below. 

(I) V is a real-valued function which is analytic in the 
real variables X I' X 2

6 in the closed strip 

Y = {(xl,x2)eJR2:lx21<K), (2.2) 

for some constant K> O. 
(II) In the strip (2.2), Vis periodic inxi with period unity 

and 

av(XI,O) = 0, xleR. 
aX2 

(III) The following inequalities hold: 

A2 >0, 

A2A4 - jA; :;60, 

where 

Aj == t a
j 

V(XI'O) . dx l . Jo ax;J 

1926 J. Math. Phys .• Vol. 26. No.8. August 1985 

(2.3) 

(2.4a) 

(2.4b) 

(2.4c) 

The analyticity requirement in (I) was imposed to sim
plify the proofs; with some more work one should be able to 
prove Theorem 1 below for suitable potentials of an appro
priate C r class. We do not need to assume that Vis periodic 
in X2, since only trajectories close to the line X2 = 0 are of 
interest here. The inequalities (2.4a) and (2.4b) are stability 
conditions. Condition (2.4a) is very natural physically; con
ditions of the same type are satisfied in continuum models of 
classical channeling (see, e.g., Ref. lor Chap. 10 of Ref. 2). 
Requirement (2.4b) is very weak; we imposed it in order that 
the relevant canonical maps were analytically conjugate to 
twist maps to which the version of the twist theorem in the 
Appendix was applicable. 

Unless an explicit statement to the contrary is made, the 
discussions in the remainder of this sections apply to both 
casesH = H NR , H = HR' 
- For each quadruple P,S,lI, E of real numbers with 
(p,s)e Y for which they exist, we denote by x/(t;',E), 
PI(t;',E) (i = 1,2) functions having the following properties 
at each t in a maximal open interval of R containing the 
origin: they are differentiable in t, are such that (XI (t;"E ), 
X2(t;',E ))eY, they satisfy the Hamiltonian equations ofmo
tion 

XI = aH, PI = _ aH, i = 1,2 
api aXI 

and the initial conditions 

xl(O;,,E)=p, x 2(0;"E)=s, 

PI(O;"E»O, P2(0;,,E) = 11, 

(2.5) 

(2.6) 

and they lie on the energy surface H = E. Here' = ($,11) and 
we will keep p fixed in this paper. 

Equation (2.3) states that thex2 component of the force 
on the particle vanishes along the entire line X 2 = O. Hence if 
the initial conditions (2.6) hold for S = 11 = 0 at some energy 

E> Vo= max V(u,O) < 00, 
lui < 00 

(2.7) 

then the particle traverses a semi-infinite rectilinear orbit in 
the phase space R4

, the points (XI>PI,x2P2) of this orbit being 
those on H = E having coordinates p<.x I < 00, PI > 0, 
X2 = P2 = O. The last inequality in (2.7) follows by (I) and the 
periodicity property in (II). Theorem l-our principal re
sult-and elementary considerations using the relevant en
ergy integrals show that for large enough energy this rectilin
ear motion is orbitally stable for fixed p: if Ii I, 111 I are small 
enough and E varies by a sufficiently small amount, then the 
distance of each point of the phase-space orbit traversed dur
ing this interval from the above rectilinear orbit is as small as 
desired in the cases H = H NR' H = HR' 

Theorem 1: Let (I), (II), and (III) hold, and choose an 
arbitrary E> O. Then there is an energy Eo = Eo(H) > Vo 
which is independent of E and the following properties hold. 
For each EO>Eo there exist positive constants 
(7 = oiE,E 0,H), e = e(E,E 0,H) such that when t>O, Is I < (7, 

1111 <(7, and EO - e <E <EO + e; the above solution 
XI (t;"E ), PI(t;~,E) (i = 1,2) exists, is unique, and satisfies 
IX2(t;~,E)1 <E, 1P2(t;~,E)1 <E. 
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Remark: In Ref. 5, a less general theorem than this was 
announced for a version of the NR model in which V was 
assumed to be even in X 2 in the pertinent strip. 

B. Strategy of proof of Theorem 1 

Recall that Vis a fixed potential with properties (1)-(111). 
The discussions in this subsection will be frequently infor
mal. More precise definitions and statements will be made 
later. 

The points (XI' X 2,PI,P2) with PI >0 lying on a given 
energy surface H = E in the phase space R4 of the system 
(2.5) will be labeled (XI ,x2,P2) for convenience. In the spirit 
of Poincare, we consider two hyperplanes (surfaces of sec
tion) X I = P and X I = P + 1 in R4 at unit distance apart, mo
tivated by the assumption that V has period unity in X I' For 
large enough E, there is a well-defined canonical mapl7 
which sends each point (p,5,7]) on the first hyperplane for 
which (5,7]) is in a suitably small neighborhood ofOeR to the 
unique point (p + 1,5',7]') on the second hyperplane at 
which the phase-space orbit of system (2.5), emanating from 
(p,5,7]) at t = 0, cuts the latter hyperplane. That is, for each 
such t and E, 5' and 7]' are the values of x2(t;t,E) and 
P2(t;t,E), respectively, at the unique value of t at which this 
intersection occurs; xl(t;t,E) = P + 1. This map, which we 
denote by &,(E) for short (suppressing its dependence on 
H = HNR,HR) has the form 

5' = a(E)5 + P (E)7] + f(5, 7],E), 

(2.8) 
7]' = y(E)5 + o(E)7] + g(5,7],E), 

where a, P,r,o are real-valued analytic functions of the real 
variable E for high enough E and are independent of 5 and 7], 
andf,g are real-valued analytic functions of 5,7], and E at 
each such E when (5,7]) is in some neighborhood of the ori
gin, the power series off,g in 5,7] starting with second-degree 
terms. Since &' (E) is an area- and orientation-preserving 
map at those E at which it exists, the matrix 

M(E)=(a(E) 
rIEl 

PIE)) 
olE) 

has determinant equal to unity at each such E. 

(2.9) 

Theorem 1 follows by an easy standard argument once 
we have shown that the fixed point OeR2 is stable under &' (E) 
for sufficiently large E, in the sense ofEq. (3.38) of Sec. III D. 
A major step in proving this stability result is to derive 
asymptotic formulas for the derivatives 

aj+k5 , I a j
+

k
7]' I 

. k' . , /;;.1, k;;d, j + k<,3, (2.10) 
as J a7] 0 as J a7]k 0 

in the limit E-+ 00, where the zero SUbscript means that they 
are evaluated at 5 = 7] = O. We derived such formulas by the 
simple approach explained in Secs. III B, III C, and IV B. 
This involved estimating solutions of certain systems of inte
gral equations. These systems are equivalent to systems of 
variational equations of the first, second, and third orders 
(corresponding to the above rectilinear solution along X 2 

= 0) plus the relevant initial conditions. In this paper, it will 
be unnecessary to consider these variational equations. 

One can show (see Lemmas 3.3 and 4.3 and their proofs) 
that the eigenvalues of M (E), iflabeled appropriately (to in-
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sure analyticity), have the following properties for large 
enoughE. 

(i) They are of the formA. (E), A. (E), with A. (E)=I ± 1, 
IA. (E)I = 1, [i.e., OeRis an elliptic fixed point of &,(E) at high 
enough E ] and are such that A. is an analytic function of E at 
each suchE. 

(ii) One has A. 3(E), A. 4(E) =I 1. 
By these properties and the stated analyticity properties 

of the map (2.8), we can express this canonical map in the 
Birkhoff normal form 18 

z' = A. (E )z[1 + Jl(E )lzI2] + 0 (lzI4), z-+O, (2.11) 

for sufficiently large E by a simultaneous analytic change of 
variables from 5,7] (respectively,s ',7]') to the complex varia
bles z, z (respectively, z' ,:Z'). At each of the latter E values, the 
first twist coefficientJl(E) is a real-valued analytic function of 
E, indepenent of z;Z. This coefficient depends on how one 
chooses a matrix which diagonalizesM (E) at large enoughE. 
If one selects this matrix for the NR model and the R model 
as is done in this paper (see Secs. III C and IV B), Jl(E) is 
given asymptotically by 

Jl(E) = KE -1/2 + OlE -I), NR model, 

Jl(E) = K'E -I + OlE -3/2), R model, 

(2. 12a) 

(2. 12b) 

for E-+oo, where K, K' are nonzero constants depending 
only onA2,A3,A4 in (2.4c). Equations (2. 12a) and (2. 12b) are 
derived by using the asymptotic formulas, alluded to above, 
for the derivatives (2.10) (see Lemmas 3.5 and 4.5 and their 
proofs). 

The point of Eqs. (2.12) is that they entail thatJl(E )=10 
for both of these models when E is large enough. The follow
ing discussion applies to the cases H = H NR and H = HR' 
By Jl(E) =I 0 and certain analyticity properties of a mapping 
induced by (2.11), one concludes that Moser's twist theorem 
(in the version stated in the Appendix) applies to that in
duced mapping. By this theorem and elementary arguments, 
we infer that &' (E) has an analytic closed invariant curve in 
each punctured neighborhood of the point OeR2 when E is 
sufficiently large. A standard argument now shows that this 
point is stable under &' (E) in the desired sense at each such 
E, and thus that Theorem 1 is true. These considerations are 
presented in detail only for the case H = HNR (see Sec. 
III D), since the corresponding stability prooffor H = HR is 
similar. 

III. PROOF OF THEOREM 1 FOR THE NR MODEL 
The present section is divided into four subsections, 

III A-III D. In Sec. III A, we state certain existence, analy
ticity, and asymptotic results for the NR model which will be 
used in subsequent proofs. In Secs. III B and III C we give 
asymptotic estimates for the canonical map (2.8) for this 
model in the limit E-+oo. A proof of Theorem 1 for the NR 
model is given in Sec. III D. 

In the remainder of this paper, it should be understood 
that equations in which the symbol 0 (E -1 occurs for some 
r> 0 hold in the limit E-+ 00. In most cases, this limit will not 
be explicitly stated, in the interest of brevity. 

Throughout the present section, X; (t;t,E ), p;(t;t,E) 
(i = 1,2) will always denote a solution of (2.5) as defined in 
Sec. II A, specialized to H = H NR • 

A. w. Saenz 1927 



                                                                                                                                    

A. Auxiliary results 

Suppose that t,E are such that (p,s leY [see (2.2)] and 

E>1l/2 + VIp,s), (3.1) 

this last inequality being necessary in order for the condition 
PI(O;t,E) > 0 in (2.6) to hold in the present case H = H NR • 

Then by standard results on ordinary differential equations, 
one knows that such a solution x; (t;t,E ), PI (t;t,E )(i = 1,2) 
exists and is unique at all t in some maximum interval 
I ( t,E) C R containing the origin. At each t,E of the last
mentioned type, the functions x;(t;t,E) satisfy the integral 
equations 

x; (t;s,E ) = s; + 1/1 t + f (t - s)/;(x(s;s,E)) ds, i = 1,2, 

(3.2) 

for tel ( t,E). In (3.2), x(s;t,E) = (XI (s;t,E ),x2(s;t,E)), 

Sl =p, S2=S, 

1/1 = 1/1( s,E) = ~2[E - V(p,s)] _1/2, (3.3) 

1/2 = 1/, 

and 

/;(x) = - av(x) , i = 1,2. (3.4) 
ax; 

In order to derive the asymptotic behavior of the ca
nonical map 9 NR (E) for E_ 00, we need certain results on 
existence and uniqueness of analytic solutions of Eq. (3.2). 
These results are stated in Lemma 3.1 below. 

By condition (I) and the periodicity property in (II), the 
potential V has the following property. 

(1') V has an analytic extension, also denoted by V, such 
that V (z 1,z2) is analytic in the complex variables (z 1,z2) (Ref. 6) 
at each point (ZI,z2) of a closed region 

~ = {(zl,z2)eC2:llmzll<ao,lz21<aol, (3.5) 

where ao is a positive constant not larger than K in (2.2). 
By (I'), 

VI = max !V (ZI,z2)I < 00, 
(z ,.z,)E9i' 

(3.6) 

N == max max I aV(ZI,z2) I < 00. 
i = 1,2 (z"z,)e9i' az; 

Notice also that (3.1) holds under the assumptions of the next 
lemma. 

Lemma 3.1: Choose positive constants a,b with a < ao, 
and select a sufficiently large positive constant EI so that 

E 1 > VI + ~b2, 
in particular. Then the solution x; (t;t,E ), p;(t;t,E)(i = 1,2) 
exists, is unique, and is such that each of the latter four func
tions is analytic in t,S,1/,E for (t,(t,E ))e~ X r C R4. Here 

~ = {(u l ,u2)eR2:lu l l <a,lu21 <b I, 

r = {(t,E)eR2:lt I <to,E>EII, 

where to is the unique positive root of 

Nt 2 + 2bt - (ao - a) = O. 

This solution has the property 
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(3.7) 

(XI (t;t,E ),x2(t;t,E ))e~nR C Y 
if(t,(t,E))e~ X r. 

Remark' One of the main points of this lemma is that the 
stated properties of this solution hold on the interval I t I < to, 
with to a positive number independent of E. A much better 
existence theorem for Eqs. (2.5) at high enough E follows by 
using the theory of averaging as expounded, e.g., in Ref. 19. 
However, Lemma 3.1 amply suffices for our purposes. Simi
lar comments apply to the existence portion of Lemma 4.1. 

Proof of Lemma 3.1: This lemma is a real-valued version 
of appropriate existence and uniqueness results on solutions 
of (3.2) in the complex domain. These results are themselves 
versions of familiar classical results and were proved by the 
standard method of successive approximations. We omit 
further details. • 

Let E2>EI be a sufficiently large constant. Then for 
eachte~ and E>E2>EI, the function t~ u with 

u =xl(t;t,E) (3.8) 

maps ( - to, to) bijectively onto an interval J (t,E ) C R con
tainingl'p,p + 1]. Moreover,t =g(u;t,E)foruEJ(t,E)ateach 
such t,E where at these values of its arguments g is a real
valued analytic function of u,S,1/,E which is a strictly in
creasing function of u. To prove these assertions, we observe 
first that 

XI (t;t,E ) = ~2[E - V (x(t;t,E ))] - x~(x(t;t,E)) 

= (2E)1/2 + OlE -1/2»0, (3.9) 

for E_ 00 , uniformly with respect to t,t for tel - to,to), te ~ , 
as follows by using, in particular, the integral of energy and 
the fact that V (x(t;t,E )) and x2(t;t,E) are bounded at each 
such t, t for E > E I [by (I) and Lemma 3.1] so that there exists 
E2>EI so large that the quantity inside the square root of 
(3.9) is positive, and by invoking (2.6) and a continuity argu
ment. Thus the invertibility of t ~ u is guaranteed at all such 
t,t,E. The proof of the assertions in the second and third 
sentences of this paragraph is completed by making use of 
the analytic version of the implicit function theorem, in par
ticular. 

These properties of the diffeomorphism t ~ u entail 
that at each te ~ , E> E2 there is a unique time r(t,E) at 
which the solution curve of system (2.5) for H = H NR , origi
nating at a point (XI = P,x2 = t,P2 = 1/) in the intersection of 
the surface of section x I = P with the energy surface HNR 

= E at t = 0, intersects the surface of section x I = P + 1. 
That is, the equation 

(3.10) 

has a unique solution 1'(t,E ) at each such t, E. One can easily 
show, by (3.9) in particular, that 

r(t,E) = (2E )-1/2 + 0 (E -312), 

for E_ 00, uniformly in t on ~ . This result will not be need
ed here. 

Our main interest in the diffeomorphism t ~ u is that it 
is essential for deriving the integral equations (3.12) below, 
whose use greatly lightens the labor of obtaining the required 
asymptotic estimates of the derivatives (2.10). 

Define the functions X,P,P I as follows in terms of the 
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solution x;(t;;,E),p;(t;;,E)(i = 1,2): 
X(u;;,E) =x2(t;;,E), 

P (u;;,E) = P2(t;;,E), 

p!(u;;,E) = P!(t;;,E) 

(3.11a) 

(3. lIb) 

= .j2[E - V(u,x(u;;,E))] - P2(u;;,E). 
(3.Ilc) 

for UEJ(;,E), ;EUU, E>E2. By Lemma 3.1, (3.11), and the 
fact that t 1-+ u is a diffeomorphism with the stated analytic
ity and other properties, X,p,p! are analytic functions of 
U,S,'TJ, E at the latter values of u,;,E. 

At each such u,;,E, the functions X and P obey a sec
ond-order system of Hamiltonian differential equations 

dX(u/;,E) _ P(u;;,E) 
du - P1(u;;,E)' 

(3.12a) 

dP(u;;,E) f2(U;;,E) 

du PI(u;;,E) 
(3.12b) 

These equations follow directly by changing the independent 
variable from t to u in the equations of motion of type (2.5) or 
H = H NR , whose left sides are x2(t;;,E) and P2(t;;,E), and 
using (3.11). This is a simple example of isoenergetic reduc
tion.20 The equations of real interest here are the integral 
equations 

X(u;;,E) = S + r" P(u',;;,E) du', (3.13a) 
Jp PI(u ;;,E) 

P(u;;,E) = "I + r" h(U';;,E) du', (3.13b) 
Jp PI(u ;;,E) 

equivalent to the differential equations obeyed by X and P 
plus the relevant initial conditions (2.6), and which hold at 
the latter u,;,E values. 

For our purposes, the advantage of working with Eqs. 
(3.13) is that it avoids the need to estimate derivatives of 
T(;,E) and x I (T(;,E );;,E ) with respect to S, "I in order to ob
tain the needed estimates of the derivatives (2.10) of orders 
greater than unity, as would be necessary when using (3.2) 
and the analogous integral equations for p;(t;;,E )(i = 1,2) to 
accomplish this objective. This represents a considerable 
simplification. 

B. Asymptotic formulas concerning the linear portion of 
f?J'NR(E) 

Before deriving these formulas, we will define the map
ping 9 NR (E), which is a precise version for H = HNR of the 
mapping 9 (E) defined informally in Sec. II B. 

Now, 

Xip + I;;,E) = x2(r(;,E);;,E), 

(3.14) 
Pip + 1;;,E) =P2(T(;,E);;,E), 

for ;EUU, E> E2>EI, by the bijective property of the map 
t 1-+ u, (3.10), and (3.11a), where UU, E I,E2 are defined in 
(3.7), Lemma 3.1, and the first sentence of the paragraph 
containing (3.8). Therefore, 9 NR (E) can be defined as fol
lows. 

Definition: For each E> E2, 9 NR (E) is a mapping with 
domain UU which sends every (S,'TJ)EUU into 

(S','TJ') = (Xip + 1;;,E),PIp + 1;;,E))ER2. 
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Remarks: (1) 9 NR (E) is well defined at each E> E and 
is a canonical mapl7 such that writing S' = ~I( s,~,E), 
"I' = ~2( S,'TJ,E), thefunctions~I'~2areanalyticins, 'TJ,E for 
(S,'TJ)EUU, E>E2. These properties follow by the analyticity 
properties of X and P, and a well-known theorem.21 

(2) Standard arguments using the periodicity of Vin (II) 
show that each iterate (9 NR(E WIn> I) of 9 NR (E), ifit ex
ists, has the following property. Consider a sufficiently large 
E and let ( S n' "I n ) = (9 NR (E W( S, "I). Then (in the notation 
of Sec. II B)(xi =P + n,x2 = Sn'P2 = "In) (n>l) is the point 
in the intersection of the surface of section x I = P + n with 
the energy surface HNR = E at which the solution curve of 
the system (2.5) for H = HNR , emanating at t = 0 from the 
point (XI = P,x2 = S,P2 = "I) on this energy surface, inter
sects the latter surface of section. 

(3) The property of the iterates of 9 NR (E ) stated in the 
previous remark, together with a suitable version of Moser's 
twist theorem, will allow us to go from the considerations of 
this and the next subsection, mostly limited to finite time 
intervals, to the stability result for the case H = HNR for an 
infinite time interval asserted by Theorem 1. 

The next two lemmas deal with the linear part of 
9 NR (E), i.e., with the functions a,p,r,~ given by 

aIEl = axip + I;O,E) 
as ' 

r(E) = apip + I;O,E) 

filE) = axip ;'TJ1;O,E) , 

apip + I'OE) (3.15) 
~(E)= a'TJ' , , as ' 

which are analytic in E for E > E2 by the analyticity proper
ties of X and P. 

Lemma 3.2: One has for the functions a,p,r,~ in (3.15) 

a(E) = 1+_1- rp

+
1

(I+p_u) ah(u,O) du+O(E-2), 
2E JP aX2 

(3.16a) 

filE) = (2E)-1/2 + OlE -3/2), (3. 16b) 

rIEl = (2E)-1/2 t ah(u,o) du + OlE -3/2), 
Jo aX2 

(3.16c) 

~(E) = 1 +_1_[+1 (u -pI anu,O) du + O(E-2). 
2E p aX2 

(3.16d) 
Proof Assume that the hypotheses of the lemma are 

made. We will show that (3.16a) and (3.16c) hold, (3.16b) and 
(3.16d) being provable similarly. 

To prove (3.16a) and (3.16c), we differentiate Eqs. (3.13), 
with respect to S, thus obtaining for UE/P,p + 1], E>E2 

aX(u;O,E) = 1 + i" 1 ap(u';O,E) d ' 
alE;- , u, 

!> p PI(u ;O,E) as 
(3.17a) 

ap(u;O,E) r" 1 af2(U';O) 
as = Jp PI(u';O,E) aX2 

x ax(u';O,E) d ' as u, (3.17b) 

where, of course, af2/aX2 is the derivative ofh with respect 
to the second variable and where we have used (2.3), (3.llb), 
and the equations 
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X ((u;O,E) = 0, P (u;O,E) = 0, (3.18) 

which hold for ueR, E> E2. These equations follow by 
(3.IIa) and the existence, for sufficiently large E, of a rectilin
ear solution of Eqs. (2.5) for H = H NR , such that 
x2(t;O,E) = P2(t;O,E) = 0 (teR). 

The proof that the right sides of(3.17a) and (3.17b) have 
the respective asymptotic forms (3.16a) and (3.16c) when 
u = p + 1 will be carried out in two main steps. 

(1) In this step, we will prove that 

aX(~~'E) = 1 +O(E- I), (3.19a) 

ap(~~'E) = OlE -1/2), (3.19b) 

for E-oo, uniformly with respect to u on fp,p + 1]. 
By (3.9), (3.IIc), and obvious properties of t t--+ u, 

PI(u;;-,E) = (2E)112 + OlE -1/2), (3.9') 

in the latter limit, uniformly in u,;- for uefp, p + 1], ;-eUJt. 
By (3.17), (3.9'), and the boundedness of af2(U,O)lax2 [re-

call (I) and (3.4)], 

I aX(~:-E) I <1 + CE -1/2l" I ap(~~O,E) I du', 

I ap(u;O,E) I C'E -1/2 (" I aX(u';O,E) I du' 
as < Jp as 

at the latter u, E if E is sufficiently large, the positive 
numbers C, C' being independent of u,E. Substituting the 
second of these inequalities in the first and either integrating 
the resulting inequality over [u, p] or, more elegantly, apply
ing the usual Gronwall estimate, we see that 

aX(u;O,E) = 0(1) 
as ' 

for E- 00 in the above uniform sense, whence (3.19b) obtains 
in the same sense in this limit. That (3.19a) holds in the de
sired sense now follows by (3.9), (3.17a), and (3.19b). 

(2) Using (3.17), the fact that (3.9') and (3.19) are true in 
the specified uniform sense, and the periodicity property of 
V in (II), the desired asymptotic results (3.16a) and (3.16b) 
emerge readily. • 

Let MNR (E) be the matrix (2.9), with elements defined 
by (3.15). The next lemma concerns properties of the eigen
values of MNR(E). 

Lemma 3.3: At each E > E3, where E3>E2 is a suffi
ciently large constant, the eigenvalues of MNR (E) can be 
labeled so that they have properties (i) and (ii) of Sec. II B. 

Proof By (2.4a), (3.4), (3.16a), (3.16d), and V(u + 1,0) 
= V(u,O) (ueR), one sees that 

a(E) + 8(E) = 2 - A2/2E + 0 (E -2), (3.20) 

whence by (2.4a) and (3.20), 

0< a(E) + 8(E) < 2, (3.21) 

for large enough E. By (3.21) and detMNR(E) = 1, we see 
that the eigenvalues of MNR (E) at each such E are nonreal, 
lie on the unit circle, and are equal to 

1930 

A (E) = ~{a(E) + 8(E) + i~4 - [aIEl + 8(E)]2} 
(3.22) 
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and its complex conjugate. One readily proves that A (E) in 
(3.22) has the remaining properties (i) and (ii) when E is suffi
ciently large. • 

Notice that (2.4a), (3.20), and (3.22) imply that 

ReA (E) = l-A2/4E + 0(E-2), 

(3.23) 

C. Asymptotic formulas for the quadratic and cubic 
nonllnearltles of flJ NR (E) and proof of (2.12a) 

Asymptotic formulas for the derivatives (2.10) of sec
ond and third orders in the limit E_ 00 will be needed to 
derive Eq. (2.12a). We obtained these asymptotic formulas 
by arguments of similar kind, but more complicated than 
those used to prove (3.16). 

The main step in deriving these formulas is to obtain 
appropriate estimates of the derivatives 

a "X(u;O,E) a "P(u;O,E) 

as m al1" - m' as m ~"- m ' 

m = 1, ... ,n, p<u<.p + 1, (3.24) 

of orders n = 2,3 in this limit. Actually, such estimates can 
be found for derivatives (3.24) of any order n by the proce
dures sketched below. 

Differentiating (3.13) and using (2.3), (3.4), and (3.18), 
one gets for uefp,p + 1], E>E2 

DX(u;O,E)=DS+ (" 1 DP(u';O,E)du'+ ... , 
Jp PI(u';O,E) 

(3.25a) 

DP(u;O,E) =»11 + (" ,I af2(U',0) 
JP PI(u ;O,E) aX2 

XDX(u';O,E) du' + "', (3.25b) 

where D = ap/as q aif- q for any given O<q<p, p>l, and 
+ ... denotes a sum of integrals over fp,u] in whose inte

grands only derivatives of orders less than P are present. 
Using (3.25) in conjunction with an approach similar to 

that by which Eqs. (3.19) were proved and a simple inductive 
argument, each derivative in the first (second) line of (3.24) 
can be estimated as being OlE -qn,m)12)(O(E -d(",m)/2)) in 
the limit E-oo, uniformly in u on fpj> + 1]. Here c(n,m), 
d (n,m) are appropriate non-negative integers. Indeed, a sys
tematic and straightforward inductive procedure can be 
easily devised for obtaining estimates of this type for deriva
tives (3.24) of any order n, given similar estimates of lower
order derivatives (3.24). 

By such crude uniform estimates of the derivatives 
(3.24) with n = 1,2,3, together with procedures analogous to 
Step (2) of the proof of Lemma 3.2, one arrives at the results 
stated in Lemma 3.4. 

Lemma 3.4: Using the notation (2.4c), one has the fol
lowing. 

(1) The quadratic nonlinearities of flJ NR (E) have the 
asymptotic behavior 

~X(P + I;O,E) = OlE -1-5/2), s = 0,1,2, (3.26a) 
as 2- S al1s 
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a
2
p(p + I;O,E) = -A (2E)-1/2 + OlE -3/2) (3.26b) 

at 2 3 , 

azp(p + I;O,E) ~ OlE -1I2-S/2), s = 1,2. (3.26c) 
at 2 -

Sa1]s 

(2) The cubic nonlinearities of 9 NR (E) behave as 

~X(P + I;O,E) = OlE -1-SI2), s = 0,1,2, (3.27a) 
at 3- Sa1]s 

~X(P a~31;0'E) = OlE -3/2), (3.27b) 

~P(Pa;31;0,E) = -A4(2E)-1/2 + O(E-3/2), (3.27c) 

~P(P + I;O,E) = OlE -1/2-s/2), s = 1,2,3. (3.27d) 
at 3 -

Sa1]s 

We now digress to discuss more fully the reduction of 
9 NR (E ) to Birkhoff normal form and related matters. The 
results of this discussion will be needed in this and the next 
subsection. 

Consider any E> E 4 , where E4>E3 is a sufficiently large 
constant. By Remark (1) of Sec. III B, Lemma 3.3, and the 
general theory,22 9 NR (E) is conjugate to a canonical map
ping !!2 E in Birkhoff normal form 

!!2 E = tPE 109 NR (E )°tPE' (3.28) 

At each such E,tPE' (x, y) 1--+ (x', y') = (tPI(X, y,E ),tP2(X, y,E)) 
is a diffeomorphism from an open ball ~ E = [(x, y) 
EJR2:(X2 + y2)1/2 <p(E)} with p(E) > 0 onto a neighborhood 
of OeJR2. Indeed, tPl>tP2 are analytic functions of x, y,E for 
(X,Y)E~ E,E>E4andx = XI(x',y',E),y = X2(x',y',E), with 
X I' X 2 analytic in x' ,y',E for (x' , y')etPE (~ E)' E> E4. If 
(X,Y)E~E,E>E4' then 

!!2 E(X,y) = (x' ,y'), 

where, writing z = x + iy and z' = x' + iy', 

z' =A (E)z[1 + i,u(E)lzI2] + O(lzI4), z~. (3.29) 

Of course, here and in the remainder of this section, A (E ) is as 
in (3.22), and hence has the asymptotic behavior (3.23). 

The function,u in (3.29) is real valued and analytic for 
E> E4 and is given at each such E by the formula23 

,u = - i [ilm(Xp~)) + G: ~ :) 
X ~~)12 + 3 C ~ :) ~~)12] , (3.30) 

where we have written A = A (E) for short and have omitted 
the dependence of the other pertinent symbols on E. Here 

pIn) = pln)(E) = [(n -l)!/!] -I an~ (u,u,~) I ' (3.31) 
au aun

- u=O 

where G (u,u,E) is defined by the equation 

[ 
G(U,U,E)] = C(E)-I (t:), 
G(u,u,E) 1] 

(3.32a) 

for (t,1])E~ ,E>E4' Here (t',1]') = 9 NR (E)( t,1]) and the 
complex numbers u,u are related to the real numbers t,1] by 

(3.32b) 
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where C (E) is a nonsingular 2 X 2 matrix of the form 

C(E) = (CI(E) CI(E)), det C(E) = _ i, (3.33) 
c2(E) c2(E) 

which diagonalizes M NR (E ) 

C(E)-IMNR(E)C(E) = (AO (E) 0) (3.34) 
A(E) . 

For E> E4, C (E ) exists and CI,C2 can (and will) be chosen to be 
analytic at each such E. This follows by invoking, in particu
lar, Lemma 3.3, the reality of atE ),{3 (E), r(E), 8(E) over the 
latter range of E, and the fact that over that range the func
tion {3 is analytic and {3 (E ) > O. 

By (2.9), (3.16), (3.23), (3.33), and (3.34), 

Icl(E)1 = 2- 1/2A 2-
114 + O(E-I), 

Ic2(E)1 = 2- 1/2A ~/4 + OlE -I). 
(3.35) 

These two formulas will be useful in proving the more explic
it version of (2. 12a) given by the next lemma. 

Lemma 3.5: Using the notation (2.4c), 

,utE) = 2-7/2A 2- 2(A 2A4 - jA i)E -1/2 + OlE -I), 
(3.36) 

for the NR model. 
Remarks: (1) By (2.4b) and (3.36), there exists a constant 

Es>E4 such that 

,u(E);60, E>Es, (3.37) 

in the case H = HNR under discussion. 
(2) In particular, by (3.37), Remark (1) of Sec. III B 

(fourth paragraph) and the discussion in the paragraph con
taining (3.28) we may apply the Birkhoff-Lewis theorem24 to 
conclude that for each E> 0, E> Es,' the mapping 9 NR (E) 
has a periodic point in each punctured disk 0 < t 2 + 1]2 < ~ 
whose period n tends to infinity as E~ [i.e., (9 NR (E W has 
a fixed point in each such disk for such a positive integer n 
having this latter property]. For reasons of the same kind, 
the counterpart 9 R (E) of 9 NR (E ) in the case H = H R has 
a similar property at sufficiently high energy. 

Proof of Lemma 3.5: Using (3.31 )-(3.34), we express the 
functions pIn) occurring in (3.30) as linear combinations of the 
derivatives (3.26) or (3.27), with coefficients depending on 
cl(E), c2(E). Combining this result with (3.23), (3.26), (3.27), 
and (3.35), the desired formula (3.36) emerges. • 

D. Proof of Theorem 1 for H = HNR 

Choose any jj; > Es and any compact interval J C (Es, 00 ) 

having jj; in its interior. If EeJ, then the mapping !!2 E in 
(3.28) satisfies all the conditions of Theorem Al of the Ap
pendix (specializing v, Mv, and [a,b] to E, a suitable restric
tion of !!2 E, and J, respectively). This follows by (3.37) and 
the facts that for each E> Es>E4 the mapping !!2 E is area 
preserving and that all the other properties stated in the 
paragraph containing (3.28) hold. Notice in particular that 
the analyticity properties of z' in (3.29) as a function of z;i,E 
and a finite-covering argument entail that !!2 E is defined on 
an E-independent neighborhood of OeR2 for EeJ. 

Applying Theorem Al to!!2 E, and in view of(3.28) and 
the analyticity properties of 9 NR (E), tPE' tPE I, one sees that 
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for each € > 0, E e J the mapping f!jJ NR (E) has an invariant 
curve of the form (A 1) lying in the punctured disk 0 < x2 + y2 
< ~. Whence by a familiar elementary argument which uses 
the continuous dependence of this invariant curve on E, one 
concludes there exist positive constants C = C(E,E), 
d = d(€,E) such that 

1I(f!jJNR(E))"(x,y)l1 <E, n = 1,2, ... , 
(3.38) 

ifx2 + y2 <c2 and IE - E I <d, 

where II ·11 is the usual Euclidean norm in R2. By this stabil
ity result and a standard elementary argument, the orbital 
stability assertions of Theorem 1 follow for the case 
H = H NR' This argument uses the property oft f!jJ NR (E ))" in 
Remark (2) of Sec. III B and the fact that IX(u;;,E)I, 
IP(u;;,E)1 <C(S2 + 772)1/2 for ue[p,p + 1], ;euu, EeJ, C 
being independent of u, ;, E. • 

IV. PROOF OF THEOREM 1 FOR THE R MODEL 

The results of this section can be proved by arguments 
of the same type as those in Sec. III, and hence we will at 
most give brief indications of their proofs. After presenting 
some auxiliary results in Sec. IV A, the relevant asymptotic 
formulas needed to prove Theorem 1 for the case H = HR 
will be stated in Sec. IV B. 

Throughout this section, x;(t;s,E), p;(t;s,E)(i = 1,2) 
will denote a solution of (2.5) as defined in Sec. II A, but 
specialiZed to H = HR' We remind the reader that condi
tions (1)-(111) are assumed to hold in this section. 

A. Auxiliary results 

Let ;,E be such that the condition 

E>R+T + VIp,s), (4.1) 

necessary for the inequality PI(O;;,E) > 0 in (2.6) to hold for 
H = H R , is obeyed. Then by familiar results, such a solution 
x; (t;;,E ), p;(t;;,E)(i = 1,2) exists and is unique at each tin 
some maximum open interval J'(;,E)CR containing the 
point t = O. At each such ;,E, the functions x; (t;;,E ) satisfy 
the integral equations 

{' 1 
x;(t;;,E) = s; + Jo E _ V(x(s;;,E)) 

X [77; + f };(x(r;;,E ))dr] ds, i = 1,2, 

(4.2) 

if tel'( ;,E). In (4.2), we have used the notation 
x(s;;,E) = (xds;;,E), x2(s;;,E)) as well as the notations (3.3) 
and (3.4), except that now 771 is defined by 

771 = 77d ;,E) = ~[E - V(p,sW -772 
- 1. (4.3) 

Notice that (4.1) holds under the conditions of the following 
lemma. 

Lemma 4.1: Choose positive constantsa,b,b ',c, witha,b 
as in Lemma 3.1 and c> b ' + VI' where VI was defined in 
(3.6) [see also (3.5)]. In addition, let E; be a sufficiently large 
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constant satisfying 

E;>VI+~ 
in particular. Then at each (;,(t,E))eUU X r ' CR4 the solu
tionx;(t;;,E ),p;(t;;,E)(i = 1,2) considered in this section ex
ists, is unique, and is such that each of these four functions is 
analytic in t, S,77,E. Here uu is as in (3.7) and 

r'= l(t,E)eR2:E>E;,ltl<t~1, 

where t ~ is the unique positive root of 

!Nt 2 + (3c + 2VI)t - v(E; - VI)(ao - a) = 0, 

with N as in (3.6) and with vetO, 1) a constant close enough to 
unity. This solution has the property 

(xI(t;;,E),X2(t;;,E))e~nRCY, if( ;,(t,E))euu X r', 

where ~ and Yare as in (3.5) and (2.2), respectively. 
Remark: Notice that t ~ is independent of E for E > E ; 

and that t ~ = 0 ((E; )1/2), E; ---+00. 

Pro%/Lemma 4.1: Similar to that of Lemma 3.1. • 
Reasons analogous to those mentioned in Sec. III B in a 

similar connection show that for every ;euu and E>E; 
>E ; , where E i is a sufficiently large constant, the function 
tt-+ u with 

u = xl(t;;,E) 

[where, of course, xl(t;;,E) is understood in the sense 
H = H R ] maps ( - t ~,t~) bijectively onto an open interval 
J'(;,E)CR containing [pop + 1]. They also show that 
t = h (u,;,E) for ue J '(;,E) at each such ;,E, where at these 
values of its arguments h is analytic in U,s,77,E, and strictly 
increasing in u. 

Hence arguments of the same type as the relevant ones 
of Sec. III A prove that there exists a unique time T(;,E) at 
which the solution curve of system (2.5) for H = H R , emerg
ing at t = 0 from a point (x I = P,x2 = S, P2 = 77) in the inter
section of the surface of section x I = P with the energy sur
face HR = E, intersects the surface of section x = p + 1. 
That is, Eq. (3.10), understood in the context H = H R' has 
such a unique solution for ;euu, E>E~. We mention in 
passing that this solution has the property 

T(;,E) = 1 + OlE -2), 

for E---+ 00, uniformly in ; on UU, a result which will not be 
used in this paper. 

The diffeomorphism t t-+ U defined in this subsection al
lows us to construct the integral Eqs. (4.5a) and (4.5b) below, 
which are the relativistic counterparts of (3.13a) and (3. 13b), 
respectively. Our procedure for estimating the derivatives 
(2.10) in the case H = HR is of the same type as that ex
pounded in Sec. III A in the case H = H NR . 

Define the functions X ',P', P; as follows in terms of the 
present solutionx;(t;;,E),p;(t;;,E)( i = 1,2): 

X'(u;;,E) =x2(t;;,E), 

P'(u;;,E) = P2(t;;,E), 

P;(u;;,E) =PI(t;;,E) 

(4.4a) 

(4.4b) 

= ~[E - V(u,x'(u;;,E)W - P'2(u;;,E) - 1, 
(4.4c) 
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foru eJ'~,E),;eCilt,E <E2. ThatX',P',P; areanalyticin 
u,s, ",,E at these values follows for reasons analogous to those 
adduced to prove the corresponding property of X,P,P 1 in 
Sec. III A. 

The derivation of the desired integral equations obeyed 
by X' and P' is similar to that of(3.13); namely, these equa
tions, analogous to (3.12), follow immediately by writing the 
relevant equations of type (2.5) for H = HR in terms of the 
pertinent new dependent and independent variables and tak
ing account of the appropriate initial conditions. These inte
gral equations are 

X'(u;;,E) = S + i" P'(u';;,E) du', (4.5a) 
p P;(u';;,E) 

P'(u;;,E) = '" + i" [E - V~U'~'(u';;,E))] 
p Pdu ;;,E) 

xJ2(u',x'(u';;,E)) du', (4.5b) 

and obtain at each u,;,E specified in the previous paragraph. 

B. Asymptotic estimates for f!11 R (E) and proof of 
Theorem 1 for H = HR 

The contents of this subsection are analogous to those 
ofSecs. III B-III D. 

We proceed to define a map f!11 R (E) which is a precise 
version of the map f!11 (E ) of Sec. II B appropriate to the case 
H = HR' Analogously to Eqs. (3.14), we have in this case 

X'(p + 1;;,E) =x2(T(;,E);;,E), 

P'(P + 1;;,E) =p2(T(;,E);;,E), 

for ;eCilt, E > E i;;.E i, where Cilt E i ,E:2 are as in (3.7), 
Lemma 4.1, and the first sentence of the paragraph immedi
ately after the proof Lemma 4.1. Thus, f!J1 R (E) can be de
fined as follows. 

Definition: ForeachE > E :2, f!J1 R (E) is the mapping with 
domain Cilt C]R2 which sends every (s,,,,)eCilt into 

(s',,,,') = (X'(P + 1;;,E),P'(P + 1;;,E))eR2. 
Remark: By Lemmas 4.1 and 4.2, and the previously 

cited theorem in the book by Arnold and Avez,21 f!J1 R (E) is 
well defined for E> E:2 and has the properties ascribed to 
f!J1 NR (E) in Remarks (1) and (2) of Sec. III B (fourth and fifth 
paragraphs), provided that E2, H NR , f!J1 NR (E) are replaced 
by E:2' H R' f!J1 R (E), respectively. 

The next two lemmas concern the linear part of f!J1 R (E), 
specified by the functions a,/3,r,o which are given by 

aiEl = ax'(p + I;O,E) , 
a; 

r(E) 
ap'(p + l;O,E) 

a; 

{3(E) = ap'(p ;/;O,E) , 

(4.6) 

o(E) = ap'(p + l;O,E) , 
a", 

and are analytic in E for E> E2 by the analyticity properties 
of X , andP'o 

Lemma 4.2: One has for the functions a,/3,r,o in (4.6) 
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ale) = 1 +..!. t +p (1 +p - u) af2(U,0) du + OlE -2), 
E Jp aX2 

(4.7a) 

{3(E) = 1/E+0(E-2), (4.7b) 

r(E) = t aJ2(u,O) du+0(E- 1), (4.7c) 
Jo aX2 

o (E) = 1 +..!. t +p (u -pI af2(U,0) du + OlE -2). 
E Jp aX2 

(4.7d) 
Proof: It is similar to that of Lemma 3.2. We will sketch 

the proof of (4.7a) and (4.7c) very briefly; the proofs of (4.7b) 
and (4.7d) are analogous. 

(1) The equation 

aX'(u;O,E) = 1 + O(E-I) 
as 

(4.8) 

holds for E-oo, uniformly with respect to u on fp,(p + 1)]. 
To prove this, one invokes the fact that 

P;(u;;,E) = E + 0(1), 

for E-oo in this same uniform sense, as follows by argu
ments similar to those adduced to establish (3.9'). One also 
uses (4.5), the fact that (3.18) is true for ueR, E>E:2 if X,P 
are replaced by X',P', respectively, and either a standard 
Gronwall estimate or the more pedestrian approach used to 
derive (3.19). 

(2) By the fact that (4.8) holds in the above uniform sense 
and an approach patterned on Step (2) of the proof of Lemma 
3.2, we easily arrive at (4.7a) and (4.7c). • 

Let M R (E ) be the matrix (2.9), with elements defined by 
(4.6). We have the following lemma. 

Lemma 4.3: The eigenvalues of M R (E) can be labeled to 
have properties (i) and (ii) for E> E 3, where E 3 ;;.E:2 is a 
sufficiently large constant. 

Proof: Similar to that of Lemma 3.3. • 
In this section, A will denote a function such that A (E), 

A (E) are eigenvalues of MR (E) having properties (i) and (ii) 
at sufficiently high E, and which in addition is such that 
1m A (E) > 0 for large enough E. Arguments analogous to 
those adduced to derive (3.23) yield the following asymptotic 
formulas for the present A (E ): 

ReA (E) = l-A2/2E + 0(E-2), 

ImA (E) = (A2 IE)I/2 + OlE -3/2). 

Asymptotic estimates for the derivatives 

a"X'(u;O,E) a"P'(u;O,E) 
as m a",H - m' as m a",H - m ' 

m = 1, ... ,n, p<u< p + 1, 

(4.9) 

(4.10) 

can be derived for any n;;.1 by a systematic inductive proce
dure analogous to that by which estimates were obtained for 
the derivatives (3.24). In this way we find that each derivative 
in the first (second) line of (4.10) is 0 (E - P(n.m))(o ( - q(H.m))) as 
E-oo, uniformly in u on [p,p + 1], wherep(n,m), q(n,m) 
are appropriate non-negative integers. 
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Such rough uniform estimates of the derivatives (4.10) 
for n = 1,2,3, together with arguments patterned on Step (2) 
of the proof of Lemma 3.2 lead to the following results for 
the relevant nonlinear portions of 9 R (E). 

Lemma 4.4: Using the notation (2.4c), one has for the 
case H = HR the following. 

(1) The quadratic nonlinearities of 9 R (E I behave as 

a
2
x'lp + I;O,E) = OlE I-s) s = 012 as 2 s ar]' " , , (4.1Ia) 

a2
p'1p+ I;O,E) = -A +O(E- I ) 

as 2 3 , 
(4. 11 b) 

a2
p'lp + I;O,E) = OlE " s = 1,2. 
as 2 

s ar]' 
(4.llc) 

(2) The cubic nonlinearities of 9 R (E) behave as 

a
3
x'lp + 1;0,E) = OlE I-s), s = 0,1,2, (4. 12a) 
as} sar]' 

a2X'lpa;3 1;0,E) = OlE -3), (4. 12b) 

a3
p'1p + I;O,E) = -A + O(E-I) (4.12c) as} 4 , 

a3

p'1p + I;O,E} = OlE -" s = 1,2,3. (4.12d) 
as 3 s ar/, 

We summarized the relevant aspects of the reduction of 
9 NR (E) to Birkhoff normal form in the respective para
graphs containing Eqs.(3.28) and (3.30). The definitions and 
other statements made there apply after obvious changes to 
the corresponding reduction of 9 R (E). One merely has to 
replace 9 NR (E), MNR(E), E 3, E4 by 9 R(E), MR(E), E 3, 
E~, respectively, where E ~ >E 3 is a sufficiently large con
stant and E 3 is as in Lemma 4.3, and to interpret !!2 E' tPE' 
~ E' A, fl, and the other mathematical symbols occurring in 
the latter two paragraphs within the context and definitions 
of the present section. Thus, in the present relativistic con
text, the functions C p C2 are analytic functions of E for high 
enough E which satisfy Eqs. (3.33) and (3.34), with MNR (E) 
replaced by M R (E ) and with A (E) as defined in this section. 
Arguments analogous to those used to derive (3.35) yield for 
the present CI,C2 

IcI(E)1 2- 1/2A 2- 1I4E -1/4 + OlE -5/4), 

(4.13) 
Ic2(E)1 2- 1/2A y4E 1/4 + OlE -314). 

Consider now the first twist coefficientfl(E) in the Birk
hoff normal form (3.29) pertaining to 9 R (E). More precise
ly, for large enough E this function fl is analytic, real valued, 
and defined by the version of (3.30) appropriate to the case 
H = H R , in the sense of the last paragraph. The next lemma 
gives a more explicit version of (2.12b) for this fl. 

Lemma 4.5: We have 

fl(E) = iA 2-
2(A 2 A 4 - jA ~)E -I + OlE -312), 

in terms of the notation (2.4c). 
Proof: Taking into account (4.9) and (4.11)--(4.13), as 

well as the paragraph containing (4.13), the present lemma 
follows by arguments of the type of those used to prove 
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Lemma 3.5. • 
ProofofTheorem 1 for H = HR : One uses Lemma 4.5, 

Theorem AI, and arguments which are almost a verbatim 
repetition of those stated in Sec. III D. • 
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APPENDIX: EXISTENCE AND ANALYTICITY 
PROPERTIES OF INVARIANT CURVES OF ANALYTIC 
AREA·PRESERVING MAPS IN THE PLANE 

In this Appendix, we will state the version of Moser's 
twist theorem used to prove Theorem 1. 

Consider a family {My,VE[a,b ]} of mappings, where 
[a,b lCR. Each My in this family maps every (x,y)lyingina 
v-independent neighborhood WC R2 of the origin into 
(xl,ydER2 according to 

Zl = YI(V)z[1 + iY2(v)lzI 2l + S(z,z,v), 

where z = x + iy, ZI = XI + iYI' For VE[a,b], YI and rz are 
analytic functions of v with the properties 

IrI(V)1 = 1, 0#r2(V)ER, 

andSis analytic inz,z,vfor ((x, y),V)EW X [a,b] and such that 

S(z,z,v) = O(lzI 4
), z-o, 

at each VE[a,b]. Moreover, at all such v every circle in W 
centered at the origin intersects its image under Mv' 

Theorem At (Moser's Twist Theorem): Under the as
sumptions on the family {My,vE[a,b] I in the preceding 
paragraph, there exists for each E> 0 and vE[a,b] an invar
iant closed curve of My of the form 

X = p( S,v), y = q( S,v}, SER, (AI) 

lying in the intersection of W with the punctured disk 
0< x 2 + y2 < ~ in the plane. Here p,q are real-valued analyt
ic functions of S, v for ( S, v)ER X [a,b ] which are 21T-periodic 
in S over R at each VE[a,b]. 

Proof: Except for the analyticity of the invariant curves 
(AI) in v, this theorem is essentially a special case of well
known results.25 This analyticity property follows, in parti
cular, from the fact that these curves were constructed by a 
variant26 of the rapidly convergent iteration method of Kol
mogorov, which converges uniformly in an appropriate 
sense. • 

Remarks: (1) The continuous dependence of the above 
invariant curves on v entailed by Theorem A 1 is important 
for proving orbital stability of periodic orbits of suitable Ha
miltonian dynamical systems of two degrees of freedom. 27 

This continuity property is used in the proof of the orbital 
stability assertions of Theorem 1 given in Sec. III D. 

(2) It is well known28 that for each VE[a,b] there is a 
Cantor set Y v of invariant curves of Mv of the form (AI), 
such that the ratio of the plane Lebesgue measure of the set of 
points in each punctured disk 0 < x 2 + y2 < E2 which lies on a 
curve of Y v to the measure 1T~ of this disk approaches unity 
as E-o. This result will not be used here. 
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The second-order correction to the Hadamard formulas for the Green's function, harmonic 
measures, and period matrix of a two-dimensional domain is obtained in the context of the 
domain-variational theory. 

I. INTRODUCTION 

The main problem of the domain-variational theory! is 
given the domain functions of a multiply connected domain, 
compute the functions corresponding to a new domain ob
tained by varying the original one. The usefulness of this 
method in pure and applied physic problems is self-evident. 
For example, if we know how to solve the Laplace equation 
for the case of boundaries of a given geometry, the corre
sponding domain functions can be used as an input in the 
domain-variational-theory calculation whenever asymme
tries or different geometries are present. 

The first-order corrections to the Green's function, the 
harmonic measures, and the corresponding period matrix of 
a given two-dimension domain are known as Hadamard for
mulas.2 The purpose of this paper is to present compact and 
consistent expressions for the second correction to these do
main functions. In this way we have insight on the conver
gence of the so-defined iterative procedure to compute high
er-order domain-variational-theory contributions. 

II. FORMAL DEVELOPMENTS 

Our first objective is to study the behavior of a Green's 
function defined in a domain D when this domain is subject 
to slight variations to become the new one D *. From now on 
we will indicate with an asterisk all the quantities referred to 
in the modified domain D *. The original domain, that could 
be multiply connected, is assumed, as usual, to be bounded 
by closed analytic curves. As a result of this assumption, the 
Green's function of D, g(z, ; ), is harmonic on all the points of 
the curve r, the boundary of D. Now D * is bounded by r *, 
obtained from r through a slight deformation: at every point 
z(s) of r we construct the normal distance 8n(s) between z(s) 
and the intersection z*(s) of this normal with r *. Conven
tionally, 8n(s) will be taken positive at points at which r is 
pushed outward and negative otherwise. The condition of 
small deformations is that 8n(s) = E/(s) is a bounded function 
and E is a positive number as small as to guarantee the 
uniqueness of z*(s). 

By using the standard Green's formula, the fact that 
g*(z,; ) - g(z,;) is harmonic in D *, and introducing the no
tation 

DD [u(z = X + iy),v(z)] 

= II [au(z) av(z) + au(z) av(Z)] dx dy , (1) 
ax ax ay ay 

D 

it can be easily proved that 

g*(z,;) -g(z,;) = (1I217')DD_D* [g(1l,;),g(1l, z)] 

- (1I217')DD* [ g*(1l,;) - g(1l,;), 

g*(1l, z) - g(1l, z)], 
(2) 

which is the starting point of the above-mentioned iterative 
procedure. 

Let us consider the first term of the right-hand side of 
Eq. (2). Introducing local coordinates (n,s), where n is mea
sured along the normal to rand s along this curve, that term 
can be written as 

1 
A = 217' DD_ D* [ g(1l,;), g(1l, z)] 

= --1-1 ds ro dnJ(n,S)[ag(1l,;) ag(1l,z) 
217' r J.5nIS) ax ax 

+ ag(1l, ;) ag(1l, Z) ] 
ay ay , 

(3) 

where 

J(n,s) = 1 + n/R (s), (4) 

where R (s), being the radius of curvature of rat the points, is 
the Jacobian related to the local coordinates. 

The integrand in Eq. (3) can be referred to the border 
value (n = 0) of the functions involved (hereafter indicated 
by 0). In so doing one is keeping contributions up to first 
order in n because it is enough in order to collect the terms up 
to second order in the variation n(s). In this way the result is 

A = - _1 1 ds i dn [1 + _n_] { agO(1l, ;) agO(1l, z) 
217' r ,., .5nls)'" R (s) an,., an,., 

+ ~ [ag(1l,;) ag(1l, Z)]O n} 
an,., an,., an,., 

(5) 

and performing the integration in n one obtains 

A = _1_ 1 ds agO(1l,;) agO(TJ, z) 8n(s) 
217' r ,., an,., an,., 

+_1 1 ds [_1 +~] 
417' r ,., R (s) an,., 

x [ag(TJ,;) ag(TJ, z) ]0 [8n(sW . (6) 
an,., an,., 

In order to obtain the contribution coming from the 
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second term of Eq. (2) we recast in it the order 8n(s) of A 
above to obtain 

1 
B = - 2rr DDO [g*(7], ~) - g(7], ~), g*(7], z) - g(7], z)] 

= _1_ i ds 8n(s ) ago(T, ~) 
(2rr)2 r T T anT 

xi ds I' 8n(s 1') agO( IL,z) ~gO(T, IL) , (7) 
r a7] I' anT an I' 

where we have used 

DDO [g(T,7]),g(IL,7])] = - 2rrg(T,IL) + o (8n(s)) , (8) 

valid whenever T and IL are exterior to D *. 
Going back to Eq. (2) withA and B given by Eqs. (6) and 

(7), respectively, we have the desired first- and second-order 
corrections to the Green's function. Notice that the first
order contribution in nisI comes from A and is precisely the 
well-known Hadamard's formula. 

Having arrived at the results (6) and (7) it is simple to 
obtain the corresponding corrections, up to second order in 
8n(s), for the harmonic measures and the period matrix of the 
domain. 

The harmonic measure Wy ( ~ ) of the domainD bounded 
by the closed curves r j (i = l, ... ,n) (notice 
r = r l + ... + rn) is harmonic inD and has the values 1 on 
ry and 0 on r A (A. #v), respectively, and can be written as 

w
y

( ~) = __ 1_ f agO(z, ~) ds
z 

• (9) 
2rr Jrv amz 

Then, the variation ofw y ( ~)whenDischanged toD * in the 
way that was defined above, gives the result 

w~(~) - Wy(~) = _1_ idS., agO(7], ~) . aw~( 7]) 8n(s.,) 
2rr r an., an., 

+_1 f ds [_1 +~J 
417 Jr ., R (s) an., 

x [ag(7], ~) aw y
( 7]) ]0 [8n(s)f 

an., an., 

+ -l-i dST 8n(sT) agO(T, " 
(2rrf r anT 

x f dsp. 8n(sp.) aW~(IL) • ~gO(T,IL) . 
Jr an I' anT an I' 

(10) 

Finally, the period matrix, whose elements are the per
iods of wv ( ~) with respect to the boundary r A , i.e., 
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(11) 

(12) 

III. FINAL COMMENTS 

Our main results are Eqs. (10) and (12). They can be 
easily handled for a variety of geometries. In particular, they 
look extremely simple for the case of an annulus. Neverthe
less, they can be used in problems related with any connect
edness. Some of the most direct applications were the calcu
lation of characteristic impedances of coaxial lines bounded 
by N-regular polygons,3 the study of transmission-line con
ductors of various cross sections,4 and the implementation of 
a liN expansion in Dirichlet problems.5 Moreover, applica
tions to the study of torsion of bars of different cross sections 
are in progress. These examples show the wide physical in
terest of the formulas. 
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We determine a particular solution, dependent upon an arbitrary harmonic function in 
cylindrical coordinates, of the system of n partial differential equations, which characterizes both 
the axially symmetric field solution of the Einstein (n - 1 )-Maxwell equations and one class of 
axially symmetric static self-dual SU(n + 1) Yang-Mills fields. 

I. INTRODUCTION 

The equivalence between symmetric gravitational fields 
and static axially symmetric self-dual SU(2) Yang-Mills 
fields is known. It was Witten 1 who was the first to show that 
the Ernst equation,2 which essentially governs the former, 
determines also the latter in Yang's R gauge. 3 This analogy is 
still valid between stationary axially symmetric electrova
cuum fields and a particular class of static axially symmetric 
self-dual SU(3) Yang-Mills fields,4 the basic system ofequa
tions being then the Ernst system, suitable, this time, for the 
case with electromagnetic field. 5 

The analogy mentioned above can be pursued still 
further. In a recent paper,6 Gurses has in fact shown this 
between the stationary axially symmetric fields verifying the 
Einstein (n-l)-Maxwell equations and a special class of the 
static axially symmetric self-dual SU(n + 1) Yang-Mills 
fields. 

In earlier papers 7 we gave particular transcendental so
lutions for the first two cases. The purpose of this paper is to 
give a particular solution corresponding to the third case. It 
is first necessary to note some aspects of Ref. 6 with a view to 
making clear the fundamental differential system that we 
shall study and solve. 

II. BASIC EQUATIONS 

The coupled Einstein-Abelian gauge field equations 
are given by 

(1) 
Fa"vjv = 0, (2) 

Fa"v = a"A av - avA a", (3) 

where Yab is a diagonal matrix which can be taken as the 
Kronecker symbol ~ab by a correct choice of basis to the 
gauge potentials A a", a, b, ... = 1, 2, ... ,n - 1 (n > 0). A semi
colon denotes covariant differentiation with respect to the 
Riemann connection. 

The space-time is stationary and axially symmetric, and 
its metric can be written in the form 

ds2 = I(dt + OJ d({J)2 - 1-1 [e2r(dp2 + dr) + p2 d({J 2], 
(4) 

where t, p, z, ({J are the local coordinates and the functions J, 
OJ, Y depend only on p and z. It is assumed that the gauge 
potential one-form A a has two components 

A a==A a
lt 

dx" =A at dt + A aq; d({J, (5) 
where A at and A a q; are the A a It in the direction of time (t) 
and the azimuthal angle (((J) coordinates. They also are as
sumed to depend only on p and z. The Einstein (1) and the 
gauge (2) field equations are explicitly written by taking into 
account the assumptions made about the metric (4) and 
about the gauge fields (5). The study of the system obtained, 
conducted in a manner similar to Ernst in the case of Ein
stein-Maxwell,5 leads to the introduction of the n complex 
scalar functions E and <p a fulfilling the system of equations 

IV2E = (VE + 2<p b·V<p b)·VE, (6) 

(7) 

where V, V2 denote, respectively, the gradient and Laplacian 
operators in cylindrical coordinates (p, z) related to the flat 
tridimensional metric; the symbol * denotes the complex 
conjugation. The summation on the repeated indices is ap
piied to the numeration indices a, b, ... of the fields <p a. 

The functions E and <p a are defined by 

E=I-<p a<p a.+i1p, (8) 

<p a =A ai + iRa, (9) 

with 

VR a = -p-1nA(VA a
", -OJVA a

i ), (10) 

Vt/J = - [p-~FnA VOJ + 2 Im(<P a·v<p a)], (11) 

where n is the unit vector along the azimuthal direction ({J 
and 1m ( ) denotes the imaginary part. 

Gurses then shows by using the theory of the harmonic 
mappings of the Riemann manifolds that the system [Eqs. (6) 
and (7)], of which we have seen the origin, also characterizes 
a special class of axially symmetric static self-dual SU(n + 1) 
Yang-Mills fields. 

We can change the formulation of the system [Eqs. (6) 
and (7)] by putting 

E=(g+ 1)/(5'+ 1) and <p a =Xal(5'+ 1), (12) 

which yields 

with 

AV2s=2(s*Vs +Xb·VXb)·Vs, 

AV2Xa = 2(g*V5' + Xb·VXb)·VXa
, 

A =5'5'* + XbXb• - 1. 
Now indicating by ; a the n scalar complex functions 

(13) 

(14) 
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;l=S and;a+l=x", when a> 1, 

we arrive finally at the following compact formulation: 

Av2;a = 2(;bOV;b).v;a, (15) 

with A =;b;b. - 1 and ae[l, ... ,n). We could refer to Eq. 
(15) as an n-field generalization of the Ernst equation. 

III. PARTICULAR SOLUTION PARAMETRIZED BY A 
HARMONIC FUNCTION 

We propose to determine a particular class of solutions 
; a of the system (15) dependent upon an arbitrary harmonic 
function v( p,z). Let 

;a=;a[v(p,z)], with V 2v=0. (16) 

With this assumption the system (15) may be written 

A;a' = 2;b.;b';a', (17) 

where ; a'==d;a/dv. 
The first stage of the integration of this system will be to 

find two families of first integrals. 
Multiplying, in a contracted manner, the two members 

of (17) by ; a., and taking the imaginary part of the result, we 
find 

A!: a·;a. _ ;a.·;, = 2!:b';b. + ;b;b.')!:a';ao _ ; a; a.'), 
from which we deduce the first integral 

;a';a. _ ;a;a.' = 2iaA 2, (18) 

where a is a first real constant of integration. 
Multiplying again the two members of (17) by ; a· but 

without summation of the repeated index a-which we shall 
subsequently underline to point out the fact-and taking the 
imaginary part of the result we get 

A !:q.;q. - ;q;q.') 
= 2(; b.; b';q';q. _ ;b;b.';q;q.'), 

Rewriting the right member of this relation and taking 
into account the first integral (18), it follows that 

A (;q';q. - ;q;q.') 
= 2[;b;b.(;q';q. _ ;q;q.') + 2iaA 2;q';q.]. 

With the help of complex conjugation the formulation of the 
right member can again be changed, and in so doing we ar
rive at the expression 

A (;q.;q. _ ;q;q.') = (;b;b.)'(;q';q. _ ;q;q.') 

+ 2iaA 2(; q; q.)', 
which can be easily integrated to yield 

; q'; q. - ;q;q.' = 2iA (a; q; q. + bq). (19) 

Hence we have obtained n first integrals, characterized by n 
real constants, noted bq • The summation on q of the first 
integrals leads to (18), and consequently the constants a and 
bq satisfy 

(20) 

Let us now pass on to the calculation of the second 
family of first integrals. 

Multiplying, once more, the two members oft 17) by; a·' 

and taking the real part of the result, it follows that 
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A (;q';q.' + ;q.';q') = 2(;b.;b· + ;b;b.');q';q.', 
from which, immediately, by integration, we obtain the re
sult 

; q';q.' = a~A. (21) 

Thus, we obtain again n first integrals characterized by n real 
constants a~ . 

The problem of integration of the system of second
order differential equations ( 17) is now reduced to that of two 
sets of n first-order equations (19) and (21). The second stage 
of the solution of (17) therefore consists of this integration 
which will now be explained. 

In order to progress it is useful to put 

(22) 

(From now on, to avoid confusion, we shall no longer under
line the nonsummed repeated indices. When summations 
appear, they are explicitly indicated.) 

It follows that the first integrals (19) and (21) may be 
written as 

R ~S~ =A (aR ~ + ba), (23) 

(R ~)2 + (RaS~f = a~A, (24) 

with A =l::= IR ~ - 1. 
The insertion of the expression S ~ from (23) into (24) 

leads to 

(RaR~)2=A [(a~ -2aba)R~ -a2R! -b~]. (25) 

Obviously, with regard to the solvability of the problem, it is 
necessary that the 2n constants {aa' b a J satisfy the inequal
ities 

(26) 

for each value of numeration index a = 1,2, ... ,n. Looking at 
the relation (25) for two values i andj (i =1=;1 of the index a, we 
obtain, after eliminating the quantity A 2 between them, 

(R;R ;)2/[(a; - 2ab;)R; - a2R: - b;] 

= (RjR ;f/[(aJ - 2abj )R J - a2R; - bJ]. (27) 

Taking out the square roots of the two members of this equa
tion and making the change of functions defined by 

R~ =(1/2a2)[aa(a~ -4aba)I/2Za +a~ -2aba ], (28) 

we arrive thus at the equation 

Z~ Z~ 
--..;,,' ---,- = E.. J ,with E;i = ± 1. (29) 
(1 - ZW /2 IJ (1 - ZJ)1/2 ' 

The integration is easily carried out and gives the result 

Z; = Ed Zj(l - K~)1/2 + (1 - ZJ)1/2Kij]' (30) 

We have thus obtained n(n - 1)/2 relations, between the 
modulus Ra of the fields; a, involving n(n - 1)/2 real con
stantsKij with IKij 1< 1, taking into account (28). In particu
lar it follows that every one of them can be expressed as a 
function of the first R 1; that is, by (28) 

Z; =E;[ZI(1-KW/2+(1-Zi)1/2K;j, (31) 

with Eit =E; and Kit K;. 
From this relation it results that Eq. (25), written with 

a = 1, can be reformulated in a manner which involves only 
the function R 1 (or Z I); that gives 
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Z; = 2aEI(1 - Zf)1/2[A +B(I - Zt)1/2 + CZd, 
(32) 

with the notations 

I n 2 
EI = ± I, A = -2 L (a; - 2ab;) - I, 

2a ;=1 

(33) 

whereJL==2Ela(B 2 + C 2 
- A 2)1/2(V - vol. 

WhenB 2 +C2 -A 2<0,B =1=0, we have 

(A - B)[(A 2 _ B2 - C 2)1/2tgv - C) Z =2--~~~--~--~~~7---~~ 
I (A _B)2 + [(A 2 _B2 _ C 2)1/2tgv _ C]2' 

(35) 

where v==Ela(A 2 - B 2 - C 2)1/2(V - vol. 
The form of the function ZI(V) thus depends on the rela

tive values of constants A, B, C, i.e., according to (33) on 
those of the 2n integration constants {aa' b a 1 [restricted 
only by the n inequalities (26)] and also on the choice of the 
sign + or - , symbolized by the indicator Ea' Then Vo notes 
the last integration constant. 

Besides previous general forms of solutions there is, of 
course, the possibility of various particular cases; we have, 
for instance, the following. 

(a) When A = B, C =1=0, 

(36) 

whereJL=2E I Ca(v - vol· 
(b) When A 2 = B2 + C 2, C =1=0, 

ZI = - 2(A - B)(I + Cv)/[(A - B )2V + (I + Cvf], 
(37) 

{A.a 1 being an ultimate set of n constants of integration. The 
particular solution of the system ( 17) that we have investigat
ed is now entirely known; all the sets {Ra' Sa 1 giving the 
expressions of the n scalar complex fields t a, parametrized 
by an arbitrary harmonic function v( p,z), having been com
pletely determined. 

IV. CONCLUDING REMARKS 

In conclusion we would like to make some comments 
on the above results. 

(a) When there is only one scalar complex field ~ (v) we 
are in the vacuum gravitational case. Equation (15) is then 
the Ernst equation. The type of solution obtained, depending 
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C = ~2[al(at - 4abl )1/2 

+ ;t2E;a;(a7 - 4aby/2(1 - K7)1/2]. 

Equation (32) is integrated by putting ZI = sin () (Ref. 8). 
The expression of the result depends on the sign of 
B2+C 2_A2. 

When B 2 + C 2 - A 2> 0, B =1= ° we obtain 

(34) 

where v = 2E la(v - vol. 

This integration, taking into account (28), fixes how R I 
depends on v (p,z). In consequence of (28) and (31), all other 
moduli Ra (a > I) are also determined. Now it remains, in the 
last stage, to obtain the phases Sa. To do that we dispose of 
the first integrals (23), which immediately give by quadra
ture 

(38) 

where A =1:: = I R ~ (v) - 1. The result researched is, in prin
ciple, formally obtained. With the help offormulas (23) and 
(25) we can write it more explicitly; we have the relation 

dSa aR~ +ba 
---=E , 
dR 2 a 2R 2 [(a2 _ 2ab )R 2 _ a2R 4 _ b 2] 1/2 

a a a ao a a 

(39) 

which shows that each phase Sa depends functionally only 
on modulus R ~. By a process of integration which we do not 
relate in detail here and which involves the intermediate 
function Za' defined by (28), we arrive finally at the follow
ing result: 

(40) 

on an arbitrary harmonic function, is then the Papapetrou 
solution,9 which contains as a particular case, corresponding 
to a specific choice of the harmonic function and to the pa
rameters, the Newman-Unti-Tamburino metric. 10 

(b) When there are two scalar complex fields, we are in 
the electrovacuum case. The corresponding solution of the 
form envisaged here has been given by Halilsoy.ll The simi
larity solutions which have been given by Kalippan and 
Lakshmanan 12 and by Fisher13 were deduced by a similar 
process. 

(c) The particular solutions considered in the foregoing 
paragraphs for n = 1,2 are equally significant both from the 
point of view of the theory of general relativity and the the
ory of Yang-Mills. It is only the latter which is concerned for 
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the n fields t a where n > 2. It should be possible to obtain 
solutions ~ of the nonseparable type by the techniques14 

applicable to the equation of Ernst, because (15) constitutes a 
generalization for n fields of the Ernst equation. 
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Some remarks on torsion in Kaluza-Klein unification 
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The role of manifolds endowed with a parallelizing torsion in Kaluza-Klein theories is examined. 
In particular the spin connection on such manifolds is demonstrated to be a single pure gauge 
almost everywhere on the manifold. This follows from the Frobenius integration theorem. As a 
consequence of this result the computation of the representation of massless fermions follows 
immediately and trivially. The spectrum of massless fermions on manifolds with a parallelizing 
torsion is contrasted with the analogous spectrum on manifolds with nontrivial topological 
configurations. While the remarks are primarily of pedagogic value much of the relevant 
mathematics is made intuitive. 

I. INTRODUCTION 

The old idea of Kaluza and Klein I on the unification of 
gravity with the other known gauge theories in greater than 
four dimensions has enjoyed a high degree of popularity in 
the past few years.2,3 However, this popularity has not been 
matched with a complementary degree of success. The for
mulation of a realistic unified theory has suffered from at 
least four major problems3: (i) massless fermions (masses 
shielded from the Planck mass), (ii) chirally realistic fermion 
multiplets (complex representations of the internal symme
try group), (iii) the cosmological constant, and (iv) a well
behaved quantum theory. All of these difficulties are not 
necessarily distinct, and I shall comment on them during the 
course of this article. However, the main emphasis will be 
addressed to the issue of massless fermions. 

First, the following general results on nonsupersymme
tric Kaluza-Klein theories with fermions are recalled. Con
sider a generic Kaluza-Klein theory on a manifold M in 
4 + n dimensions, which is reduced to M4 ® C by a process 
called spontaneous compactification in the literature. Here 
C is a compact manifold and M4 is the usual four-dimension
al Minkowski space. The celebrated theorem of Lich
nerowicz4 eliminates massless fermions on any manifold C 
with positive scalar curvature. This includes all compact 
Einstein manifolds with isometry group, a compact Lie 
group, which is directly relevant to most candidate gauge 
theories. In order to circumvent the Lichnerowicz theorem 
one has to consider (i) Rarita-Schwinger fermions and the 
incumbent theories of supergravity,3 (ii) manifolds with a 
parallelizing torsion,5,6 and (iii) that other possibilities that 
have been advocated include composite models7 and non
compact internal manifolds.8 

The first possibility limits us to the maximum II-dimen
sional theory allowed for N = 8 supergravity.3 While mass
less fermions are possible in such a scenario, the internal 
manifold C is of too small a dimension to incorporate a real
istic physical model. In addition the massless fermions lie in 
real representations of the isometry group of the internal 
manifold (S 7 for 11 dimensions). Although there do not exist 
chiral fermions in odd dimensions, the argument is very gen-

al Leave of absence address (after 1 September 1985): Laboratory of Nuclear 
Studies, Cornell University, Ithaca, New York 14853. 

eral and makes use of the Atiyah-Hirzebruch theorem, 
which is applicable for all homogeneous spaces. This general 
result was recently communicated in this form by Witten.9 

An analogous conclusion essentially prevails for the sec
ond possibility with a parallelizing torsion. Here massless 
fermions occur only in the Clifford representation of the tan
gent space group of the internal manifold. We present in this 
note a streamlined and direct proof of this statement for 
those manifolds that are parallelizable. If the tangent bundle 
for the manifold has a direct product structure 
T n( C) = C ® R n, then the manifold C is parallelizable. 1O 

These include all semisimple Lie group manifolds, excep
tional spheres S 3 [SU(2) group manifold], S 7, and particular 
product manifolds S 1 ® S n (nonmaximally symmetric 
spaces). 11,12 The latter manifolds are not parallelizable in the 
classic Cartan-Schouten sense.5 The proof makes use of the 
fact that the spin connection is a pure gauge almost every
where in these cases and can be eliminated from the Dirac 
operator on C, which is nothing but the mass operator on 
M 4. The pure gauge property of the connection follows from 
the Frobenius integration theorem of classical mathematics. 
The vanishing of the curvature two-form (parellelizability) 
provides an integrability condition for the spin connection. 

The phenomenological implications of all of the results 
are that models based upon complex representations of the 
chiral fermions are indeed difficult to obtain from a higher
dimensional Kaluza-Klein theory. These include fermions 
ofthe standard model and its lowest-rank grand unified ex
tension SU(5) (see Ref. 13). In contrast models based upon 
orthogonal grand unification, i.e., SO(lO), are possible from 
compactification of a 14-dimensional or greater Kaluza
Klein theory for example. The massless fermions would nec
essarily belong to the spinor representation of the relevant 
gauge group, a desirable feature for orthogonal grand unifi
cation. II ,13 

On the other hand the explicit introduction of funda
mental (nongravitational) gauge fields9,14 does allow for 
complex representations for chiral fermions. However, I feel 
that all of these models including those with torsion have to 
be motivated, either by the demonstration of a solution to 
Einstein's equations in the extra dimensions or in some other 
plausible dynamical context. At the present time such a mo
tivation is lacking. A recent attempt in this direction has 
been made by Weinberg. 15 
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II. REVIEW OF THE KALUZA-KLEIN APPROACH 

The standard mathematical introduction to the Ka
luza-Klein framework is by now well known2

,3; it will be 
briefly summarized here. The starting point is the usual Ein
stein-Hilbert action in 4 + n dimensions: 

S (g) = f dx Ji R , (2.1) 

This theory is assumed to have a ground state of the form 
M4 ® C, where C is a compact manifold with isometry group 
G. The physical spectrum is determined by small oscillations 
around this ground state. The metric which exhibits the usu
al massless modes, i.e., gravitons, gauge bosons, and possibly 
Brans-Dicke scalars, is of the form 

gAB(X,h) 

= (g/,v(x) +A ~(x)s~(h)A e(x)Sbj(h) 

\ A ~(x)s~(h) 
A ~(X)S~(h)). 

gij(h) 

(2.2) 

Here Ai' (x) are gauge potentials, S ~ (h ) (hEG) are a complete 
set of Killing vectors for G, and gi'V (x) andgij(h ) are metrics 
for the four-dimensional space and C, respectively. Of 
course such an ansatz for the metric gAB with the ground 
state M4 ® C is a nontrivial assumption. One would rather 
obtain Eq. (2.2) as an output from a solution of Einstein's 
equations, for example. With carefully chosen matter fields 
and a cosmological constant, the M4 ® C ground state can be 
achieved?·3 The compatibility of the Kaluza-Klein ansatz 
[Eq. (2.2)] with the field equations is nontrivial in general.3 

Fermions are added to the action [Eq. (2.1)] in the usual 
minimal way: 

S (g) -+ S (g) + f tft( - iD),p Ji dx . (2.3) 

The fermion fields are then expanded into harmonic func
tions on the group manifold, iiJT(h ), with spectral measure 
pIT), 

,p(x,h) = f dp(T)iiJT(h ),pT(X) . (2.4) 

Upon expansion of the action in Eq. (2.3), use of the harmon
ic expansion [Eq. (2.4)], and integration over the internal 
coordinates h, we obtain the Einstein action on M 4

, the 
Yang-Mills action and the gauged interactions with the fer
mions. The mass operator for the fermions on M4 is simply 

M = - iDint , (2.5) 

where Dint is the Dirac operator on the internal manifold 

Dint = ra(aa + !cuabcd'C) . (2.6) 

The notations are the following: r a are members of the 
Dirac algebra for the internal manifold 

{ra,r b I = 2/jab, 

d'c = (l/4i)(r b,r C) , 

(2.7a) 

(2.7b) 

relative to a fixed orthonormal tangent basis 
a = (5, ... ,4 + n). (See Sec. III for the definition of aa') The 
metric of the internal manifold is Euclidean flat {j ab 
= (1, ... ,1). The matrices d'c generate SO(N) in the spinor 
representation, and CUabc is the spin connection on C. 
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The mass operator [Eq. (2.6)] commutes with a complete 
set of operators that generate the group G and anticommutes 
with a generalized Ys matrix. If C is a compact homogeneous 
space G 1 H (H the maximal subgroupofG ) endowed with the 
standard torsion-free connection, then - iDint has no mass
less eigenvalues (Lichnerowicz4

). All fermion masses are 
o (MKK = Mplanck/gauge coupling). From Eqs. (2.6) and 
(2.5), 

M2 = (iDintf = - ~((D'») + {D,D j) = -.1 + R 14. 

(2.8) 

The first term in Eq. (2.8) is a generalized Laplacian 

-.1 = - (aa +!CUabc d'<)2>0, 

for a compact manifold of Euclidean signature. The second 
term is the scalar curvature of the internal manifold. There
fore, if R > 0, ,pElf 2( G 1 H), then 

(,p,M 2,p ) > (</J,R,p ) >0. 

III. KINEMATIC DESCRIPTION OF TORSION 

In this section some elementary notions of Riemannian 
geometry are recalled 16.17 for reasons of pedagogic complete
ness. The coveilbein and veilbein bases are introduced in the 
language of differential forms and derivatives: 

a ad j E E j a a e = ej x, a = a -. = a' 
ax' 

(3.1) 

An abbreviated notation is used in the following, where 
Ea = a a' The Riemannian metric on the manifold C has the 
standard decomposition 

(3.2) 

The bases E ~ and ef ofEq. (3.2) are in general anholonomic 
with structure coefficients c~c 

dea = _! c~eb /\eC 
, 

(Eb ,Ec) = c~Ea . 

The Cartan structure relations are 

T a = dea + cu~ /\eb
, 

R ~ = dcu~ + cu~ /\ cu~ , 

(3.3) 

(3.4) 

(3.5a) 

(3.5b) 

where T and R are the torsion and curvature two-forms, 
respectively, and cu is the connection one-form. 

In the language of the covariant derivative one has 

(3.6) 

The Riemannian connection is defined by two conditions: 

(i) Vg=O, 

(ii) ra = O. 

Condition (i) is simply the covariant constancy of the metric 
which gives 

CUab = - CUba . 

Condition (ii) is the requirement of a torsion-free connection 
or symmetry. With the usual veilbein decomposition 
T a = ! T~ceb /\ eC, it follows that 

(3.7) 

In the presence of torsion, Eq. (3.7) is modified. Expanding 
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A 

B FIG. I. Triangle AOB. 

o 

Eq. (3.6) in terms of the usual tensor components 
Vie; = (a/axi)e; - rij, the relation between the usual affine 
connection r ~ and torsion is simply 

(3.8) 
where [ , ] means antisymmetric part. 

What does it mean to have a manifold with torsion? The 
notion of torsion has a simple geometric interpretation 18 that 
is easy to describe. First, recall that the infinitesimal parallel 
displacement of a vector a along a curve r is simply 

(3.9) 

Next consider the triangle AOB with infinitesimal sides de
noted by dxJl. and dyP (see Fig. 1). Infinitesimally displace the 
vector dxIJ. from 0 to Band dyP from 0 to A using Eq. (3.9). 
Two new infinitesimal vectors are obtained, dxIJ. 
- r ~u d~ dyu and dyP - r ~u dyA dxU

• These vectors form 
the candidate parallelogram of Fig. 2. This figure will be 
closed and form a parallelogram if OC - OD = 0 or equiv
alently (r ~u - r ~l. ) d~ dyu = 0, and hence T~u = r fl..u I 
=0. 

Another guise that torsion assumes is easily identified 
through the veilbein and coveilbein bases l7 of Eq. (3.3). 
Namely a vector, v, can be associated with the projection 
Ea (ea,.) and decomposition 

(3.10) 

Next we realize that, based upon requirements of symmetry, 
d(Ea (ea,.») = 0, or 

0= d (Eaea) = dEaea + Ea dea 

= Ea (w~ A eb + deal 

=EaTa. (3.11) 

Hence, the existence of nonzero torsion precludes a mutually 
orthogonal veilbein and coveilbein bases locally in such a 
manifold. 

Some general remarks conclude this section on the kin
ematical aspects of torsion. Any theory of gravitation based 
upon the principles of equivalence and general covariance 
cannot have torsion as a possibility in the physical four di
mensions. The affine connections do not have explicitly an 
antisymmetric part in order to be compatible with a local 

c 

dx" 

o 

FIG. 2. Candidate parallelogram. 
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inertial frame structure for the particle equations of motion. 
In addition a totally antisymmetric (Cartan-Schouten) tor
sion does not modify the geodesic equation. However, in the 
extra non-space-time dimensions this total antisymmetry 
need not be true, in general. 

IV. PARALLELIZING TORSION AND PARALLELIZABLE 
MANIFOLDS 

The notion of parallelizability originates from the clas
sic work of Cartan and Schouten on semisimple Lie group 
manifolds.5 Parallelizability simply means that the tangent 
space bundle is defined everywhere on the manifold and has 
a direct product structure. For example, the tangent bundle 
for SO(3), TSO(3) is simply R 3 @ SO(3) (see Ref. 10). Besides 
semisimple Lie groups other parallelizable manifolds are the 
exceptional spheres S I, S3 [the group manifold SU(2)], and 
S7. In addition, direct productsSm@Sn, etc., are also paral
lelizable. Unfortunately, the totality of such manifolds are 
more rare than common. Even worse, the rare parallelizable 
manifold does not necessarily present itself in a physically 
interesting context for Kaluza-Klein. 

First, the Lie group manifold is presented as a proto
type parallelizable manifold. A Lie group is a group G that is 
a differentiable manifold and for which the natural opera
tions are differential maps G X G --+ G and G --+ G. The tan
gent space T (G ) has a natural Lie algebra structure. 10 A left 
and right set of coveilbein bases e~,R exist everywhere on the 
manifold. Lie-algebra-valued differential forms are defined 
through the relations 

g-I dg = ieUl.a' dg g-I = ie~Aa . (4.1) 

If g is the fundamental representation of G, then the matrices 
A a are in the corresponding representation of the Lie algebra 

(4.2) 

with normalization Tr AaAb = 20ab and structure constants 
/"bc' The indices a, b, c, are in the adjoint representation. The 
Maurer-Cartan structure relations follow immediately from 
Eq. (4.1): 

de~ Aa = - i dg- I Adg = - ig- I dgAg- I dg 

- (i/2) [Ab.Ac Jei Ae~ 
= !/"bcAaei Ae~ . 

Hence, 

de~ = ± !/"bc (et AeD . (4.3) 

The anholonomic structure coefficients, see Eq. (3.4), are 

c~ = -f~c' 
Next the torsion-free connection and curvature are de

duced from the Cartan structure relations Eq. (3.Sa), 
T = de + w A e, and R = dw + w A w. One easily obtains 
from Eq. (4.3) the results 

(4.4a) 

and 

(4.4b) 

Since a semisimple Lie group manifold is parallelizable, 
the following question arises: Is there a non-Riemannian 
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connection with the property R = dw + W 1\ W = 0 that flat
tens the manifold? The answer is clearly yes. A hint of this 
connection comes directly from Eq. (3.5b); R = dw + W 1\ W 

plays the role of an integrability condition on the manifold. 
The Frobenius integration theorem always ensures the exis
tence of a system of integrating factors. The statement of the 
theorem is as follows. 

Let J\ ... I' be a complete set of linearly independent 
one-forms in R n, n = r + s. And suppose these one-forms 
satisfy 

dP = L OJ I\Jj (i = 1, ... ,r) , 
j= I 

then there are functions F J and i such that 
, 

Ji= L FJ dgi. 
j=1 

The hypothesis is certainly a necessary one, the sufficiency is 
established from considerations in the theory of ordinary 
differential equations. The proof can be found in the book by 
Flanders. 19 

Applying the Frobenius integration theorem to Eq. 
(3.5b) there exists everywhere on G a connection one-form 
(see the example p. 101 in the book of Flanders 19) 

LW~ = (¢ -I)~ d¢~ . (4.5) 

The matrix ¢ in Eq. (4.5) lies in the adjoint representation of 
the group G, and, using Eq. (4.1), one easily obtains the fol
lowing results, noting that (A ~djoint) be = ifabc: 

RWab = 0, LWab = iabce1 , Tabc = - Jabe . (4.6) 

Similarly, one can use the right covariant basis in Eq. (4.1) 
and obtain, using ¢ ~ ei = e~ , the results 

LWab =0, RWab =iabee~, Tabc = +iabe' (4.7) 

The distinction between the right and left covariant veilbein 
basis is familiar from the corresponding space-fixed and 
body-fixed coordinate systems in the motion of rigid bo
dies. 10 

The conclusion that the connection is pure gauge does 
not mean that the manifold is flat. Equation (3.5a), 
T = de + W 1\ e, does not imply that there exists a basis 
where e is an exact differential and d 2 = 0 as in flat space. 
The torsion is a local obstruction to flatness. 

The same conclusions essentially hold for the paralleli
zable manifolds S m ® S n. Recently Turok and Zeell have 
pointed out the relevance of such manifolds in the incorpora
tion of the notion of orthogonal grand unification, i.e., 
SO(lO) into the Kaluza-Klein framework. This picture has 
the attractive feature that massless fermions must lie in the 
spinor representation of G as opposed to a contrived reduc
ible representation such as the '5 + 10 of the familiar SU(5). 

The construction of the connection and parallelizing 
torsion for manifolds of the generic type S I ® S n has been 
given by Turok and Zee. II Again the second Cartan struc
ture relation (3.5b) withR = dw + W I\w = 0 is an integrabi
lity condition for the parallelizing connection on S I ® S n. 

The corresponding gauge function ¢ analogous to Eq. (4.5) 
can be constructed via the path ordered exponentiation 
¢ = P exp f~o W on almost all of R n + I, R n + 1 - (O J. The 
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general procedure is again a consequence of the theorem of 
Frobenius. The more important consideration is that such 
results exist. In the situation where R = 0, the gauge func
tion is actually independent of path and well behaved on 
almost all of R n + I. It is also worth articulating that mani
folds of the type S n ® S m are not parallelizable in the same 
sense as Lie group manifolds. The (Cartan-Schouten) tor
sion tensor is not completely antisymmetric as in Eqs. (4.6) 
and (4.7). 

Finally, the torsion and parallelizability discussed here 
are not dynamically motivated. A dynamical origin of the 
parallelizing torsion perhaps lies in a consistent quantum 
treatment of the problem. A common difficulty of the Ka
luza-Klein approach also involves the cosmological con
stant, which appears as a matter term added by hand to the 
Einstein equations. However, theories based upon a paralle
lizing torsion have a vanishing cosmological constant, a de
sirable feature. 

V. MASSLESS FERMIONS 

Once a simple expression for the spin connection on 
parallelizable manifolds is achieved, the determination of 
the representation for massless fermions is immediate. An 
intuitive picture is obtained by realizing that the mass opera
tor [Eqs. (2.5) and (2.6)] 

M= -ira(aa+Sa) 

consists of two pieces: - i aa' a generalized orbital angular 
momentum, and Sa = ! wabcifc, a generalized spin angular 
momentum. Massless fermions lie in representations with 
the orbital angular momentum when - i a a is equal to zero. 

If Wabe is the quasi-Riemannian spin connection which 
generates the tangent space group, then the following alge
bra is easy to obtain from Eq. (2.7): 

[Sa ,Sb] = ifabcSc' [Sa ,rb ] = ifabcrc . (5.1) 
The algebra ofEq. (5.1) spanned by Sa' a = (t, ... ,N), is the 
2K /s -dimmensional Clifford representation. For Lie groups, 
K = (N,N - 1) and Wabe = Jabc (N = even, odd), where N is 
the dimensionality of the adjoint representation. The matri
ces Sa provide the mapping from the adjoint representation 
to the spin 0 (N (N - 1 )/2) representation. 

If the connection is pure gauge for the parallelized case, 
the mass operator simplifies to 

M= -ira(aa +Sa)=raY-I(-iaa)y, (5.2) 

where S satisfies 

Y- I dY =SaeQ. (5.3) 

Equation (5.3) is simply Eq. (4.5) in the disguise of the spinor 
representation for the connection and ¢ =Y. After use of 
Eq. (5.1) it is obvious that the Dirac equation in the extra 
dimensions MtP = 0 is equivalent to 

(5.4) 

where tP = Y tP y . It is clear that a class of zero-mode solu
tionsto 

MtP=O 

is of the form tP = Y tP y, where tP y is a constant or in the 
singlet representation in the harmonic expansion Eq. (2.4). 
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Such zero modes are in the spinor or Clifford representation 
for the spinor t/J. 

A less trivial question is the following: Are there other 
zero mode solutions? That this is not the case can be made 
plausible by the following argument. Only a finite number of 
irreducible representations occur in the harmonic expansion 
of t/J y on the group manifold in Eq. (5.4), t/J y is a polyno
mial. In addition to the constant t/J y (already considered) 
there are higher polynomials in the coordinates on the group 
manifold. However, these terms must vanish from the com
pleteness of the veilbein basis and the nonsingular nature of 
the Dirac matrices. In summary the zero modes correspond 
to a generalized orbital angular momentum equal to zero. 

The above argument demonstrates that the fermions 
couple to the unique spinor representation of the Lie group. 
This representation, which is irreducible or irreducible re
peated mod 2, has been analyzed in great detail by Wu and 
Zee.s Unfortunately, such representations are not useful for 
physics. In contrast, for parallelizable manifolds of the gen
eric type sn ®sm, the spinor representations may be rel
evant to physics. The example of S I ®S9, whose isometry 

group is SO(IO) with the spinor representation 16 EEl 16, is 
important for orthogonal grand unification. However, a ser
ious point has been raised on the Hermiticity of the Dirac 
operator in this case, since the torsion is not completely anti
symmetric. 20 While this is not a difficulty for semisimple 
group manifolds, the general resolution of this point and the 
relevant mass operator are still under investigation. 

VI. SUMMARY AND CONCLUSIONS 

Although the final results of the torsion strategy for Ka
luza-Klein theory are still far from satisfactory, it is still 
tempting to explore such possibilities in any case. The possi
bilities for group manifolds as the compactified space C do 
not occur in a way that is interesting for Kaluza-Klein. The 
manifolds do not have the phenomenologically attractive 
gauge group SUc (3)®SU(2)®U I CSU(5) as possible iso
metry groups. Needless to say, the massless fermion repre
sentations do not look anything like those of the standard 
model or its lowest-rank grand unified extensions with the 
maximal breaking of discrete symmetries (parity). The mul
tiplets found are reducible spinor representations of a dimen
sion that are totally unattractive. 

The other strategy outlined by Turok, Zee, II and possi
bly others 10 can at least accompany orthogonal grand unifi
cation whose lowest-rank possibility contains SOt 10) with 

fermions in the reducible 16 EEl 16 (irreducible under Ys) rep
resentation. Mirror fermions are a necessary appendage in 
such a model. While the masses of the mirror fermions are 
less than M KK, perhaps their masses can be pushed higher by 
more conventional, albeit ugly, symmetry-breaking 
schemes. 

A few remarks about nontrivial topological configura
tions are also in order at the conclusion of this paper. It is 
well known from the work on classical field configurations, 
i.e., instantons, and monopoles, and the related index theory 
that chirally asymmetric fermion zero modes are abundant 
on all G bundles. The general index theorem on the twisted 
spin complex, where both the signature characteristic 
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tr R 1\ R + ... and Chern characteristic tr F 1\ F + ... enter, 
gives a result for a compact manifold of the form 

index = JM A (M)l\ch V. (6.1) 

In Eq. (6.1) A is the A roof genus which generates the signa
ture complex and ch V is the usual Chern form. Equations 
like (6.1) are the generalized Atiyah-Singerl6 index theorem 
extended to a Dirac operator including an external gauge 
potential. Such external gauge potentials defeat the Lich
nerowicz theorem; the gauge potential is not part of the met
ric in extra dimensions. And, indeed, chirally asymmetric 
zero fermion modes occur and have been proposed by many 
authors.9

•
11 

One might be tempted in the Kaluza-Klein spirit to 
look for solutions of the Einstein equations in higher dimen
sions or metrics with nontrivial signature characteristic 
polynomials in tr R 1\ R ... itself. The matter gauge fields are 
not part of R in the higher dimensions, and nontrivial index 
theory exists in 4n dimensions. In this manner Lichnerowicz 
may be circumvented. If such configurations are obtained 
from the Einstein equations RAB - !gABR = 0, without a 
cosmological constant, the spaces will necessarily be Ein
stein manifolds with R = 0 (Ricci flat). Unfortunately, non
trivial Ricci flat compact manifolds do not have infinitesimal 
symmetries (Killing vectors). This follows from Yano's inte
gral formula in differential geometry.21 Within the strict Ka
luza-Klein geometric approach this strategy does not ap
pear to be promising. However, such an argument is not a 
relevant criticism for the super-string approach. 
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A concept of conditional expectations in quantum theory is established with interrelations to 
previously introduced concepts of the Cycon-Hellwig conditional expectations and a posteriori 
states, which are analogous to the existing interrelations in the classical probability theory among 
conditional expectations related to random variables, those related to u subalgebras and 
conditional probability distributions. These three concepts are shown to have satisfactory 
statistical interpretation in the quantum measuring processes. For the above purpose, we 
introduce an integration with respect to functions with values in the states of operator algebras 
and positive operator valued measures such that the resulting indefinite integrals are completely 
positive map valued measures. Eventually, it is proved that in the von Neumann algebraic 
formulation, the Cycon-Hellwig conditional expectations always exist as completely positive 
map valued measures. 

I. INTRODUCTION 

The statistical interpretation of quantum mechanics in
troduces a probability theory concerning states and observa
bles l analogous to probability measures and random varia
bles in the classical probability theory.2 However, the 
problem of introduction of the concept of conditional expec
tations in quantum theory has not been settled on a firm 
basis. The aim of this paper is to settle this problem from the 
aspects of physical interpretation and mathematical formal
ism together with the results obtained in our preceding pa
pers.3- 5 

The noncommutative conditional expectations are first 
introduced by Umegaki6 in the theory of operator algebras 
inspired by Moy's operator theoretic characterization of 
conditional expectations in the classical probability theory. 7 

A simple characterization of his conditional expectations is 
obtained by Tomiyama8 as projections of norm 1. It is 
proved by Nakamura-Umegake that Umegaki's condition
al expectations describe the state changes caused by mea
surements of observables with a simple discrete spectrum 
satisfying the repeatability hypothesis due to von Neu
mann. 1 However, Umegaki's conditional expectation exists 
if and only if the observable has a discrete spectrum (c.f. 
Refs. 10-13 and Ref. 14, Theorem 4.4.2). 

For the purpose of introducing joint probability distri
butions of noncommuting observables and conditional ex
pectations of continuous observables, Davies-Lewis 15 intro
duces the mathematical concept of instruments as 
transformation valued measures, which are mathematical 
models of state changes caused by measurements. In their 
proposed interpretation, the analogs of conditional expecta
tions are supposed to be the dual objects of instruments. Cy
con and Hellwigl6 pointed out, however, that such an inter
pretation is misleading even in the classical probability 
theory and they introduce the new conditional expectations. 
In fact, measurements of classical ensembles cause no state 
changes but any statistical measurements yield the condi
tional expectation. Thus we must discriminate between state 
changes and conditional expectations in quantum mechan
ics. 

In our previous paper,4 we introduce the mathematical 
concept of measuring processes which generalizes von Neu
mann's analysis of measuring processes of discrete observa
bles (see Ref. 1, Chap. VI) to continuous observables. The 
measuring processes provide us with a natural interpretation 
of the concept of instruments that states changes caused by a 
given measuring process naturally correspond to a CP in
strument. In our continued work,5 we introduce the concept 
of a posteriori states which is an analog of regular conditional 
probability distributions in the classical probability theory, 
and related to the Bayes principle in the statistical interpre
tation of measuring processes. Using the a posteriori states 
we can easily manipulate the conditional expectation of an 
observable conditioned by the outcomes of the preceding 
measurement. 

Our interpretation of conditional expectations is as fol
lows. Let p be a state of a quantum system. A measurement 
of an observable in the system causes the state change P-fJ' 
of the whole ensemble and the conditional state change 
P-Px of the subensemble distinguished by the outcome x of 
the measurement. The state Px is called the a posteriori state 
with respect to the a priori state p in Ref. 5. The well-known 
reduction of wave packets is the state change of the latter 
type. We can illustrate with the analogous situation of mea
surements of random variables in the classical statistical en
semble. In this case, the state change of the whole ensemble 
does not occur, i.e., p = p'. But even in the classical case the 
information of an outcome of a measurement changes the 
probability law of the system from a priori probability to a 
posteriori probability by the Bayes principle. Then condi
tional expectations are simply the expectation values with 
respect to a posteriori probabilities. Analogously, we can in
terprete conditional expectations as the expectation values 
with respect to a posteriori states. 

In the conventional measurements of observables with 
simple discrete spectrum, this concept of conditional expec
tations coincides with the dual transformation of the total 
state change. But they differ in general. It will be shown that 
our conditional expectation is equivalent to the Cycon-Hell
wig conditional expectations, which eventually admit the 
above interpretation. 
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In the classical probability theory, we have three types 
of concepts of conditional expectations: conditional expecta
tions with respect to q subfields, conditional expectations 
with respect to random variables, and regular conditional 
probability distributions. Thus we can expect that there are 
three types of analogs of conditional expectations in quan
tum mechanics corresponding, respectively. However, it is a 
quite confusing fact that the corresponding conditional ex
pectations will have very different mathematical forms: the 
first type is expressed by observables related to the Cycon
Hellwig conditional expectations, the second type is ex
pressed by measurable functions on a value space that will be 
introduced in this paper, and the last type is expressed by a 
family of states related to a posteriori states. In this paper, we 
shall give interrelations among these three types of analogs 
of conditional expectations. 

In Sec. II, we introduce a concept of conditional expec
tations in the von Neumann algebraic formulation of the 
operational quantum probability theory of Davies and Lewis 
and show their existence and basic properties. In Secs. III 
and IV, we show the interrelations among the conditional 
expectations introduced in Sec. II, the Cycon-Hellwig con
ditional expectations and a posteriori states, by giving the 
formulas transferring one to another. As a consequence, it is 
proved that the Cycon-Hellwig conditional expectation al
ways exists as a dual object of some completely positive in
strument. In Sec. V, we discuss the statistical interpretation 
of these three concepts of conditional expectations in the 
quantum measuring processes. In the Appendix, we provide 
an integration theory with respect to families of states on von 
Neumann algebras and positive operator valued measures 
such that the resulting indefinite integrals are completely 
positive map valued measures, which is used in Sec. IV. 

II. CONDITIONAL EXPECTATIONS IN QUANTUM 
PROBABILITY THEORY 

In this section we shall study a concept of conditional 
expectations within the framework of operational quantum 
probability theory due to Davies-Lewis. 15 The conditional 
expectation treated in this section is a generalization of a 
conditional expectation with respect to a random variable in 
the classical probability theory (cf. Ref. 17, Definition 4.12). 

Our setting for operational quantum probability theory 
consists of a von Neumann algebra 1 and a Borel space 
(.11,.%'(.11)). Denote by 1* the predual of 1, and by 
Y + (1 * ) the space of all positive linear tranformations on 
1 *. Denote by ( .,. ) the duality pairing between 1* (or 
1*) and 1. A semiobservable X in 1 is a positive operator 
valued measure X: .%' (A )----+1 such that X (A ) = 1. An ob
servable in 1 is a semiobservable which is projection valued. 
A map f: .%'(.11 )----+Y+(1 *) is called an instrument for 
(1,A ), if it satisfies the following conditions. 

(Il) Foreachp in1*, (f(A)p,l) = (p,l). 
(12) For each disjoint sequence (Bi lin .%'(.11 ), 

f(uiBi ) = If(Bi ), 
i 

where the sum is convergent in the strong operator topology 
of Y+(1*). 
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An instrument f is called a CP instrument if it further 
enjoys the following condition. 

(13) For each B in .%'(.11 ), f(B) is completely positive. 
Let f be an instrument. Then we can associate a se

miobservable X in 1 such that 

X (dx) = f(dx) * 1. 

In this case, f is called an instrument for (1,A,x). Now we 
fix a normal state p on 1. Then we can associate a probabil
ity distribution J.l x of X on (A,.%' (A )) such that 

J.lx(dx) = I If(dx)pl I = (p,x(dx). 

We call J.lx the probability distribution associated with 
(f,p). 

In the rest of this section, let f be an instrument for 
(1,A,x) and p a normal state on 1. 

Definition 2.1: For any a in 1, a conditional expectation 
(E(alx);xEA lofawithrespectto(f,p)isacomplex-valued 
.%' (A )-measurable function x----+E (a Ix) such that 

1 E(alxlux(dx) = (f(B)p,a), (2.1) 

for all Bin .%'(.11 ). 
In what follows, we shall prove the existence and basic 

properties of conditional expectations. 
Theorem 2.2: For any a in 1, there is a conditional 

expectation {E (alx); xEA J of a with respect to (f, p) unique 
up to J.lx-almost everywhere. 

Proof: For any a in 1 and B in .%' (A ), we have 

l(f(B)p,a)I..;;llall Ilf(B)pll = IlallJ.lx(B). 

Thus the function B----+(f(B) p,a) is a finite signed measure 
on (.11,.%'(.11)) absolutely continuous with respect toJ.lx' Let 
E(alx) be a Radon-Nikodym derivative (f(dx)p,a)/ 
J.lx (dx). Then it is easy to see that Eq. (2.1) holds for all B in 
.%' (A ). Thus the required conditional expectation exists. The 
uniqueness follows immediately from Eq. (2.1). Q.E.D. 

Theorem 2.3: Any conditional expectation (E(alx); 
xEA l of a in 1 with respect to (f, p) has the following 
properties. 

(l)E(llx) = 1, J.lx-a.e. 

(2) For any a, /3 in C and a, bin 1, 

E(aa + /3b Ix) = aE(alx) + /3E(b Ix), J.lx-a.e. 

(3) For any a;;;.O in 1, E(alx);;;'O, J.lx-a.e. 

(4) For any a in 1, IE(alx)I..;;IIall, J.lx-a.e. 

(5) For any net (aa l convergent toa in1 in theq-weak 
topology, we have 

i E (aa Ix}f(xlux(dx)----+ i E (a Ix}f(xlux(dx), 

for all/in yl(A,J.lx). 
Proof: Properties (1)-(3) are obvious from the definition. 

To prove (4), let aeJt'. As in the proof of Theorem 2.2, we 
have 

11 E(alxlux(dx)I = I (f(B),a) I = IIallJ.lx(B), 

for all B in .%'(.11 ). It follows tht IE (alx)l..;; IIall, J.lx-a.e. 
For (5), suppose that aa----+Q in the q-weak topology. 
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Then (f(B) p,aa )-(f(B ) p,a) and hence 

L E(aa Ix),ux(dx)---+ L E(alx),ux(dx), 

for all B in ~(A). Since {E(aa H} is a bounded net in 
L"" (A"" x), it follows that it is convergent in the q(L"" ,L 1) 
topology. Thus we have 

1 E (aa Ix)f(x),ux(dx)---+ 1 E (xlx)f(x),ux(dx), 

for allfin L I(AoILx). Q.E.D. 
Let E:vU' _L "" (A"" x) be the map defined by 

E(a) = theJLx-a.e. equivalence class of E(al·), (2.2) 

for all a in vU'. Since the function x-E (a Ix) is essentially 
bounded and unique up to JLx-almost everywhere, E is well 
defined. We call this E the conditional expectation operator 
with respect to (f, pl. 

Theorem 2.4: The conditional expectation operator 
E:..4' _L "" (AoILx) with respect to (f, p) is a positive normal 
unit preserying linear map. 

Proof: Immediate from Theorem 2.3. Q.E.D. 

III. CYCON-HELLWIG CONDITIONAL EXPECTATIONS 

In Ref. 16, Cycon and Hellwig pointed out that the con
cept of a conditional expectation is not the dual object of a 
given instrument and introduced their generalized condi
tional expectation as a generalization of conditional expecta
tions with respect to q subfields in classical probability the
ory (see Ref. 17, Definition 4.13). In this section, we shall 
establish a relation between the Cycon-Hellwig conditional 
expectations and the conditional expectations introduced in 
Sec. II. The relation is analogous with the existing relation 
between the conditional expectations with respect to q sub
fields and the conditional expectations with respect to ran
dom variables in the classical probability theory. At the 
same time we shall show that the Cycon-Hellwig condition
al expectations always exist. 

Let vU' be a von Neumann algebra and let (A, ~ (A )) be a 
Borel space. In literatures (see Ref. 18, for instance), the dual 
object of an instrument is called an expectation. To avoid the 
unnecessary conceptual confusions we adopt the following 
terminology. Let .!f + (vU') be the space of positive linear 
maps on vU" An .!f + (vU')-valued map 1$' on ~ (A ) is called a 
dual instrument if there is an instrument f for (vU' ,A ) such 
that (p,l$'(B )a) = (f(B )p,a) for all a invU',pinvU' ... ,Bin 
~(A). Then an .!f+(vU')-valued map 1$' on ~(A) is a dual 
instrument if and only if it satisfies the following conditions. 

(01) ForeachB in ~(A), l$'(B) is a normal positive lin
ear map on vU'. 

(02) 1$'(.11 )1 = l. 
(03) For each countable family IB;} of pairwise disjoint 

sets in ~(A), withB = u;B;. 

(p,l$'(B)a) = L (p,l$'(B;), 
; 

for all a in vU', pin vU' ... (cf. Ref. 18). 
Let f be an instrument for (vU' ,A,x) and p be a fixed 

normal state on vU'. A dual instrument 1$' is called a Cycon
Hellwig conditional expectation with respect to (f, pI, if it 
satisfies the following conditions. 
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(EI) For each a invU' andBin ~(A), l$'(B)a is in the q-

weak closure of the linear span of {X (B ); BE~ (A )}. 
(E2) For each a in vU' and B in ~(A ), 

(f(B)p,a) = (p,l$'(B)a). 

In Ref. 16, condition (E 1 ) is called the averaging require
ment and (E2) the mean value requirement, which are char
acteristic for the conditional expectations with respect to q 

subfields in the classical probability theory. However, the 
definition of Cycon and Hellwig is weaker than ours in the 
sense that their conditional expectation does not satisfy con
dition (01) so that it is not a dual instrument in general (see 
Definition 3.1 of Ref. 16 and see also Ref. 19, p. 156). 

To deal with the Cycon-Hellwig conditional expecta
tions for normal states that are not faithful on the range of X, 
the following lemma on Lebesgue-type decompositions of 
semiobservables is crucial. 

Lemma 3.1: LetX:~ (A )-vU' be a semiobservable andp 
be a normal state onvU'. Then there are two positive operator 
valued measuresXa :~(A )-vU' and X.: ~(A )-vU'satisfy
ing the following conditions. 

(l)X(B) =Xa(B) +X.(B), for allB in ~(A). 

(2)For every B in ~(A), <p,x(B) = 0 if and only if 
Xa(B) =0. 

(3) The ranges of Xa and X. are both contained in the q

weak closure of the linear span of the range of X. 

(4) For every B in ~(A), (p,x(B) = (p,xa(B) and 
(p,x.(B) = o. 

Proof: Let JLx(dx) = (p,x(dx). Let K be a Hilbert 
space on which vU' acts. By taking a suitable representation, 
we may assume a vector TJ in K such that 
JLx(B) = (TJIX(B)ITJ) for allB in ~(A). Let%beaHilbert 
space containing K and E:~(A )---+.!f(%) be a minimal di
lation of X, so that E is a spectral measure and that 
X(B) = PE (B)P for allB in ~(A ), ~herePis the projection 
onto K. Let C be the projection whose range is {SEX; 
(s IE (dx) Is ) < <JLx(dx)}. ThenbyRef.20(Sec. 66, Theorem 
1), CeE(~(A ))". By Ref. 20 (Sec. 66, Theorem 2), the vector 
TJ is in the range of C. We define Xa and X. as follows: 

Xa(B)=PE(B)CP and X.(B)=PE(B)(I-C)P, 

for all B in ~(A ). Then condition (1) holds obviously. If 
JLx(B) = 0 then E (B)C = 0 so that Xa (B) = O. Conversely, 
if Xa (B ) = 0 then E (B )CP = 0 so that E (B )CaP = 0 for 
every a in E (~(A ))", and hence by the minimality of the 
dilation, E(B)C = 0, whenceJLx(B) = O. Thus condition (2) 
holds. Since C is in the weak closure of the range of E, it is 
easy to see that condition (3) holds. Condition (4) follows 
from the relations below: 

(p,x(B) =JLx(B) = (TJIX(B)ITJ) = (TJIE(B)ClTJ) 

= (TJIXa(BliTJ) = (p,xa(B), 

for allB in ~(A). Q.E.D. 
We shall call the decomposition X = Xa + X. obtained 

above the Lebesgue decomposition of X with respect to p, and 
call Xa the absolutely continuous part and X. the Singular 
part with respect to p. For the integration with respect to 
positive operator valued measures we shall refer to Berber
ian.21 
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In the rest of this section, let f be an instrument for 
(...k' .A,x)andpanormalstateon...k'. Let {E(alx);xEA J bea 
conditional expectation with respect to (f,p). 

Theorem 3.2: Let X = Xa + X. be the Lebesgue decom
position of X and Po be an arbitrary normal state on...k'. Then 
the relation 

~(B)a= Sa E(alx)Xa(dx)+po(a)X.(B), (3.1) 

for all a in ...k' and B in fJJ (A ), defines a Cycon-Hellwig 
conditional expectation with respect to (f, pl. 

Since the conditional expectation {E (a Ix); xEA J always 
exists by Theorem 2.2, the following corollary immediately 
follows. 

Corollary 3.3: Cycon-Hellwig conditional expectations 
with respect to (f, p) always exist. 

Proof of Theorem 3.2: By Theorem 2.2, the conditional 
expectation E (a Ix) is unique up to,u x -almost everywhere, so 
that it follows from Lemma 3.1(2) that the right-hand side of 
Eq. (3.1) depends only on Band a. Thus Eq. (3.1) determines 
a unique element ~(B)a in...k'. Obviously, ~(B) is a positive 
linear map on...k'. To show that ~ is a dual instrument, let 
{ aa J be a net in ...k' convergent to a in ...k' in the u-weak 
topology. Let ipEJ/, and BefJJ(A). By Lemma 3.1(2), 
(~,xa(dx) < <,ux(dx), so that by Theorem 2.3(5), we have 

Sa E(aa Ix)(~,xa(dx)--Sa E(alx)(~,xa(dx). 
It follows that (~, ~(B )aa) converges to (~, ~(B)a). Thus 
condition (01) holds. It is straightforward to verify condi
tions (02) and (03), and hence ~ is a dual instrument. By 
Lemma 3.1 (1), it is easy to see that condition (E 1) holds. For 
any a in ...k' and B in fJJ (A ), we have 

(f(B)p,a) = Sa E(alx)(p,x(dx) 

= Sa E(alx)(p,xa(dx) +po(a)(p,x.(B) 

= (p,~(B)a), 
where the second equality follows from Lemma 3.1(4). 
Hence condition (E2) holds. Therefore, we have proved that 
Eq. (3.1) defines a Cycon-Hellwig conditional expectation ~ 
with respect to (f ,pl. Q.E.D. 

IV. A POSTERIORI STATES AND CONDITIONAL 
EXPECTATIONS 

In Ref. 5, we introduced a concept of a posteriori states 
from an analysis of statistical interpretation of measuring 
processes of quantum observables. The relation between this 
concept and the conditional expectation introduced in Sec. 
n is easily seen from their definitions (cf. Ref. 5, Definition 
4.1). Now we shall rephrase the definition of a posteriori 
states in a more convenient way. 

Let f be an instrument for (...k' .A,x) and let p be a nor
mal state on ...k'. Let,u x be the probability distribution asso
ciated with (f,p), i.e., ,ux(dx) = (p,x(dx). Denote by 
{E (a Ix); xEA J a conditional expectation of a in...k' with re
spect to (f,p). 
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Definition 4.1: A family { Px; xEA J of normal states on 
...k' is called a family of a posteriori states with respect to 
(f, p) if for any a in...k' we have 

(px,a) = E(alx), ,ux-almost everywhere. 

In Ref. 5, some conditions for existence of families of a 
posteriori states are obtained. In particular, for the standard 
formulation of quantum mechanics, they always exist. But in 
the general framework of operational quantum probability 
theory they do not always exist. We have shown in Ref. 5 
(Theorem 5.1) that a weakly repeatable instrument f is dis
crete if, for a faithful normal state p, there is a family of a 
posteriori states with respect to (f, pl. This settles the con
jecture of Davies and Lewis15 completely. Now we shall in
troduce a more convenient notion for our purpose. 

Definition 4.2: A family { Px; xEA J of (not necessarily 
normal) states on...k' is called a disintegration with respect to 
(f, p) if for any a in ...k' we have 

(px,a) = E(alx), ,ux-almost everywhere. 

Thus families of a posteriori states are disintegrations 
such that all Px are normal states. 

A disintegration { Px; xEA J is called proper if for any a 
in ...k' with a;;;oO, (Px ,a) = 0 for all x in A, whenever 
(f(A )p,a) = O. Denote by MOO (A"ux) the space of all 
bounded complex-valued,u x -measurable functions on A. 

Theorem 4.3: Proper disintegrations {Px; xEA J with 
respectto(f ,p)alwaysexist.If{ p~;xEA J isanotherdisinte
gration with respect to (f,p), then (px,a) = (p~,a), ,ux
almost everywhere for all a in ...k'. 

Proof: Let E:...k' __ L 00 (A"u x) be the conditional expecta
tion operator with respect to (f, p) and let 
tI>:L 00 (A"u x )--Moo (A"u x) be a lifting on L 00 (A"u x) (see Ref. 
22). For any x in A, let Pxe...k'* be such that (px,a) 
= tI> (E(a))(x) for all a in...k'. Then it is easy to see thatpx is a 

stateon...k' for any xinA and that (px,a) = E(alx),,ux-a.e. 
for all a in ...k'. Thus { P x ; xEA J is a disintegration of p with 
respect to l. To prove that it is proper, let a;;;oO in...k' be such 
that (f(A )p,a) = O. Then we have 

L E(alxl,ux(dx) = (f(A )p,a) = 0, 

whence E(a) = O. Thus by the property of the lifting, we have 
( Px ,a) = 0 for all x in A. The assertion on the uniqueness up 
to ,ux-a.e. follows immediately from the corresponding 
property of the conditional expectation. Q.E.D. 

In Ref. 16, the nuclear instruments are introduced. In 
the following, we shall consider the nuclear instruments in 
the von Neumann algebraic formulation. In this case, it is 
shown that every nuclear instrument is completely positive; 
see Ref. 4 for the physical meaning of complete positivity of 
instruments. For the details of the terminology and the nec
essary integration theory, we refer the reader to the Appen
dix. 

Theorem 4.4: Let X:fJJ(A )--...k' be a semiobservable. 
Then for any X-integrable family { Px; xEA J of (not neces
sarily normal) states on ...k', there is a CP instrument f for 
(...k' .A,x) such that 

(f(B)p,a) = 1 (px,a)<p,x(dx), (4.1) 
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for any a in vR' and p in vR' •. 
Proof: By Theorem A.6, Eq. (4.1) defines a CP (vR'.)

valued measure f. Hence conditions (12) and (I3) in Sec. II 
hold. Condition (11) follows from 

(f(A )p,l) = L (Px,l)(p,x(dx) 

= (p,x(A) = (p,l), 

for any pin vR' • and B in g; (A ). Thus f is a CP instrument. 
The relation f(dx)*l = X (dx) is obvious from Eq. 
(4.1). Q.E.D. 

We shall writef(B) = fB Px ®X(dx) for the CP instru
ment f defined by Eq. (4.1), and call it a nuclear instrument 
obtained from [ Px; xeA 1 and X. 

Corollary 4. 5: For any semiobservableX: g; (A )---+vR' and 
for any X-integrable family [ Px; xeA 1 of states on vR', there 
is a CP instrument f for (vR' .A,x) such that for any normal 
state p on vR' the family [Px; xeA 1 is a disintegration with 
respect to (f,p). 

Proof: The nuclear instrument f obtained from [Px; 
xeA 1 and X has obviously the required properties. Q.E.D. 

Now we shall give relations between a posteriori states 
and Cycon-Hellwig conditional expectations. 

In the rest of this section, let f be an instrument of 
(vR' .A,x) andp a normal state on vR'. 

Theorem 4.6: If there is an X-integrable disintegration 
[ Px; xeA 1 with respect to (f, pI, then the dual object ~ of 
the nuclear instrument ~ • ' obtained from [ px; xeA 1 and 
X, is a Cycon-Hellwig conditional expectation with respect 
to(f,p),i.e., ~(B) = ~ .(B)*and~ .(B) = fBPx ®X(dx). 

Proof: The assertion follows from the fact tht 
( Px ,a) = E (a Ix), It x-a.e. and from Theorem 4.4. Q.E.D. 

Remark: The assumptions in Theorem 4.6 are satisfied 
in the following cases. 

( 1 ) P is faithful on the range of X. 
(2) vR' = .Jl/** for some C * algebra .J:?! such that .J:?!* is 

separable. 
(3) vR' = 2'(JY) for some separable Hilbert space Jr"'. 
(4) vR' = 2'(JY) for some Hilbert space Jr'" and f is 

completely positive. 
In the case (I), we have Xa = X and hence [ Px; xeA 1 is 

X integrable from Proposition A.5. In the cases (2)-(4), 
strongly g; (A I-measurable families of a posteriori states exist 
from Theorems 4.3 and 4.5 in Ref. 5 and by Proposition A.3 
they are X integrable. 

For the general case, the construction of Cycon-Hell
wig conditional expectations is somewhat complicated. 

Theorem 4.7: Let X = Xa + Xs be the Lebesgue decom
position of X and [ Px; xeA 1 be a disintegration with respect 
to·(f,p). Then the dual object of the CP instrument of the 
form 

(4.2) 

for all B in g; (A ), where Po is an arbitrary normal state on 
vR', is a Cycon-Hellwig conditional expectation with respect 
to (f,p). 

Proof: By Theorem A.6, Eq. (4.2) defines a CP(vR'.)
valued measure ~ •. For all normal states q:J on vR', we have 
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(~.(A )q:J,l) = L (Px,l) (q:J,xa(dx) +Po(1)(q:J,x.(A) 

= (q:J,xa(A) +Xs(A) 

=1. 

Thus ~. is a CP instrument. Now it is immediate from 
Theorem 3.2 and Definition 4.2 that the dual object of ~ • is 
a Cycon-Hellwig conditional expectation with respect to 
(f, pl. Q.E.D. 

V. STATISTICAL INTERPRETATION OF CONDITIONAL 
EXPECTATIONS 

In the classical probability theory, conditional expecta
tions arise to handle relationships between dependent ran
dom variables (cf. Ref. 17, p. 6). Let X and Ybe two random 
variables on a probability measure space (n,ST,p). Then n 
may be interpreted as a statistical ensemble and X and Y may 
be physical observables in the classical statistical mechanics. 
The measurement of the value of X affects the expectation of 
Y. If we know that the value of X is in a Borel set B, in 
symbols XeB, this information means that the probabilistic 
event X eB occurs or that the subensemble [0JE.fJ; X (tl))eB 1 is 
observed. Thus we can predict the expectation of the result 
of the successive measurement of Yas the conditional expec
tationE(YIXeB) of YgivenXeB, where 

E(YIXeB) = ( 1 ) r y Prob(Yedy,XeB). 
Prob(XeB) JR 

(5.1) 

If the information of the measurement of X is such that the 
value of X is x, in symbols X = x, then the conditional expec
tation E (Y IX = x) of Y given X = x is 

E(YIX = x) = ( I ) r y Prob(Yedy, Xedx), 
Prob(Xedx) JR 

(5.2) 
where the derivative concerning dx is interpreted as the Ra
don-Nikodym derivative. In both cases, the conditional ex
pectations are defined only by means of the joint probability 
distribution Prob(Yedy, Xedx) of X and Y. 

The similar situation arises in statistical interpretation 
of quantum measurements. LetXbe an observable of a quan
tum system described by a Hilbert space Jr"'. In the follow
ing, we shall write X = fR xX (dx), where X (dx) is the spectral 
measure corresponding to the self-adjoint operator X. Sup
pose that a measurement of X is described by the following 
quantum measuring process (cf. Refs. 4 and 5 for a detailed 
discussion). Let X be the observable in the apparatus, de
scribed by a Hilbert space % to show the value of X. The 
measurement is carried out by the interaction between those 
two quantum systems during a finite time interval. Let Ube 
the unitary operator on Jr'" ® % of the time evolution of the 
composite system and u the preparted state of the apparatus. 
Letp be the initial state of the observed system. We actually 
measure the value of X after the interaction as an indirect 
measurement of the value of X in the initial state, so that we 
may require that the probability distributions of these two 
observables in the corresponding states coincide, i.e., 
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Tr[pX(dx)] = Tr[U(p®u)U*(l ®X(dx))]. (5.3) 

Let Y be an arbitrary bounded observable in the observed 
system. Now we suppose that we measure the value of Y 
immediately after the first measurement. Since X and Yare 
compatible, we can calculate the joint probability distribu
tion of the values of X and Y, 

Prob(Yedy, Xedx) 

= Tr[U(p®u)U*(Y(dy) ®X(dx))]. (5.4) 

Then by applying Eq. (5.1) to the joint probability distribu
tion obtained in Eq. (5.4) the conditional expectation 
E(YIXeB) of YgivenXeB is obtained by 

E(YIXeB) 

= ( 1_ ) i y Prob(Yedy, XeB) 
Prob(XeB) B 

= ( 1 ) i y Tr[ Ulp ® u)U*(Y(dy) ®X(B))] 
Tr[pX(B)] B 

= ( 1 ) Tr[U(p®u)U*(Y®X(B))]. (5.5) 
Tr[pX(B)] 

Similarly, applying Eq. (5.2), we have 

E(YIX=x) = (l/Tr[pX(dx)]) 

XTr[U(p®u)U*(Y®X(dx))]. (5.6) 

Now we can give a physical interpretation of the condi
tional expectation with respect to instruments and states giv
en in Sec. II. As shown in Ref. 4 (Sec. 5), the above measuring 
process naturally corresponds to a CP instrument f defined 
by 

f(B)p = Try [U(p ®u)U*(l ®X(B))], (5.7) 

for all p in Y(K), B in ,qB(R), where Try stands for the 
partial trace over Y, and Y(K) stands for the space of 
trace class operators on JY. Then we have 

L E(YIX=x)JLx(dx) = Tr[U(p®u)U*(Y®X(B))] 

= (f(B)p,y), (5.8) 

for all B in ,qB(R), where I-£x(dx) = (f(dx)p,l) 
= Tr[ pX (dx)]. Thus by Definition 2.1 and Theorem 2.2, we 

have 

E(Ylx) = E(YIX = x), I-£x-a.e., (5.9) 

where the left-hand side is the conditional expectation of Y 
with respect to (f,p). 

Let {Px; xER J be a family of a posteriori states with 
respect to (f, pl. Then by Ref. 5, Px is interpreted as the 
state at the instant after the measurement of X, of the suben
semble in which the result of the measurement is x. The state 
change and the conditional expectation are related by 

(5.10) 

[cf. Ref. 5, Eq. (3.7)]. Thus the measurement of X changes the 
initial statep into the a posteriori statepx such that the condi
tional expectation E (Y IX = x) of Y is the expectation 
Tr[px Y] of Yin the state Px' 

Let 1f be a Cycon-Hellwig conditional expectation with 
respect to (f, pl. Putting E (Y IX = x) = Tr[px Y], we have 
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1f(B)Y= L E(YIX=x)X(dx). (5.11) 

LetfR---+R be such thatf(x) = E(YIX = x). Since X is an 
observable, we have by Ref. 4 (Proposition 4.3), 

1f(B)Y = X (B )1f(A )Y = X (B V(X) = f(X)X (B). 

(5.12) 

Thus by Eq. (5.8) we have the following tricky formula: 

Tr[ U(p®u)U*(Y®g(X))] = Tr[ pf(X)g(X)], (5.13) 

for all Borel functions g:R---+R. 
This is an analog of a trick of a conditional expectation 

in classical probability theory. 
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APPENDIX: INTEGRATION OF FAMILIES OF STATES 

In this appendix we shall give a minimum of integration 
theory for families of states with respect to positive operator 
valued measures such that the resulting indefinite integrals 
are completely positive map valued measures. 

In what follows, JI is a von Neumann algebra and 
(A,,qB(A )) is a Borel space. 

Let 1-£ be a finite measure on (A,,qB(A)). A family {Px; 
xEA J of (not necessarily normal) states on JI is called 1-£ 
measurable if the function x---+( p x ,a) is 1-£ measurable for all 
a in JI. A I-£-measurable family { Px; xEA J is called 1-£ inte
grable if for any B in ,qB (A ), there is a normal linear func
tional p B on JI such that 

for all a in JI. 
PropositionA.l:Let {Px;xEA J beal-£-integrablefamily 

of states on JI. For any fin L l(A,I-£) there is a unique PI in 
JI * such that 

(pf>a) = Lf(x)(px,a)l-£(dX), 

for all a in JI. 

(AI) 

Proof: It is easy to see that Eq. (AI) defines a uniquepr in 
JI* such that Ilp/ll<llfll. Thus the correspondence 
T:f-PI is a bounded linear transformation from L l(A,1-£1 
into JI *. Since T (XB )EJI * for all B in ,qB (A ) by the 1-£ inte
grability, the range of T is contained in JI. (cf. Ref. 23, 
Theorem 3.7.1, p. 77). Q.E.D. 

The unique PI satisfying Eq. (AI) will be denoted by 
fAf(x)Pxl-£(dx) or, iff(x) = XBg(X), fBg(X)Pxl-£(dx). 

Let X: ,qB (A )-JI be a positive operator valued measure. 
For any normal state f/J, let 1-£9' be the finite measure on 
(A,,qB(A)) such that 1-£9'(dx) = (f/J,x(dx). A family {Px; 
xEA J of states on JI is called X measurable if it is 1-£9' mea
surable for all normal states f/J on JI, and it is called X inte
grable if it is 1-£9' integrable for all normal states f/J on JI. 

Some conditions for the X integrability will be obtained 
in the following propositions. 
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We say that a family { Px ; xeA } is £?61 (A ) measurable if 
the function x-( px,a) is £?61 (A ) measurable for all a in vI/. 

Proposition A.2: If vI/ is q finite, then every £?6I(A )-mea
surable family { Px; xeA } of normal states on vI/ is X inte
grable for any positive operator valued measure 
X:£?6I(A J-vl/. 

Proof: Letp be a normal state on vI/. Let BE£?6I (A ). Then 
the functional ip defined by 

ip(a) = L (px,a)p,p(dx) 

is obviously positive, linear, and bounded. To show that 
rpeJ/ ... , we have only to prove that ip is countably additive, 
since vI/ is q finite. Let {en} be a sequence of mutually or
thogonal projections in vI/. Then by the monotone conver
gence theorem, we have 

ip(~ en) = L 0x,~ en )P,~(dX) 

= 2: r (px,en )p,~(dx), 
n JB 

Thus the family {Px; xeA } is p,~ integrable for all normal 
states ip on vI/, so that it is X integrable. Q.E.D. 

A family {Px; xeA } of normal states on vI/ is called 
strongly£?6l(A) measurableifthereisasequenceFn of£?6l(A)
measurable vI/ ... -valued simple functions such that 
limn II Px - Fn (xlii = 0, for every x in A. 

Proposition A.3: Every strongly £?61 (A I-measurable fam
ily { p,,; xeA } of normal states is X integrable for any posi
tive operator valued measures X: £?61 (A )_vl/. 

Proof: The function x_II Px II is bounded and hence p,~ 
integrable for all normal states ip on vI/. Thus the assertion 
follows from the theory of Bochner integrals (cf. Ref. 23, 
Theorem 3.7.4, p. 80). Q.E.D. 

Let X: £?61 (A )-vI/ be a semiobservable andp be a normal 
state on vI/. Denote by p, x the associate probability distribu
tion, i.e.,p,x(dx) = (p,x(dx). Then we have the following. 

Proposition A.4: Any p, x -integrable family { p" ; xeA } of 
states isXa integrable, whereXa is the absolutely continuous 
part of X with respect to p. 

Proof: Let ip be a normal state on vI/ and aEvi/. By 
Lemma 3.1(2), (ip,xa(dx) < <P,x(dx) and hence the func
tion x-(P" ,a) is (ip,xa (dx) measurable. It follows that 
{Px;xeA } isXa measurable. Let/(x) = (ip,xo(dx)/P,x(dx). 
By Definitions 2.1 and 4.2 and Proposition A.l, we have 

sothat { p" ;xeA } is (ip,xa (dx) integrable and thereforeXa 

integrable. Q.E.D. 
Let J be an instrument for (vi/ ,A,x) and p be a normal 

state on vI/. Denote by Xa the absolutely continuous part of 
X with respect to p. Then we have the following. 

1954 J. Math. Phys., Vol. 26, No.8, August 1985 

Proposition A. 5: Any disintegration { Px; xeA } with re
spect to (J, p) is Xa integrable. 

Proof: Follows immediately from Proposition A.4, since 
{ Px; xeA } is p, x integrable. Q.E.D. 

Denote by CP(vI/ ... ) the space of completely positive 
maps on vI/ .... A set function J: £?61 (A )-CP(vI/ ... ) is called a 
CP(vI/ ... )-valued measure if it is countably additive in the 
following sense; for each countable disjoint sequence {Bj } in 
£?6I(A ), we have 

J(u;B;) = 2:J(B;), 
I 

in the strong operator topology. 
Theorem A.6: Let X: £?61 (A J-vI/ be a positive operator 

valued measure and {p,,; xeA} an X-integrable family of 
states. Then there is a unique CP(vI/ ... I-valued measure J 
such that 

(J(B 1o,a) = L (p",a) (P,x(dx). (A2) 

Proof: Let { p,,; xeA } be an X-integrable family of states on 
vI/. Then for any Bin £?6I(A) and any pin vI/ ... , Eq. (A2) 
determines an element J(B ) p in vI/ .... It is easy to see that 
the mapping J(B ): p-J(B ) P is a positive linear map on 
vI/ .... To show the complete positivity of J(B), let a l ,· .. , an 
and bl, ... ,bn be finite sequences in vI/. We have to show that 
~ij b j(J(B )·(aja; ))b; ;;>0. Let ip be a normal state onvl/. Let 
p,ij(dx) = (ip,b;X(dx)b j) andp = ~ij Ip,ij I, where 1·1 stands 
for the total variation. Then for any i.jwe havep,ij < <p,o Let 
gij be the Radon-Nikodym derivative gij (x) = p,ij (dx)lp,(dx). 
Let/;j (x) = (Px ,aja; ). Then the n X n matrix (f;j (x)) is posi
tive definite for all x inA, and (gij(x)) is positive definite for p,
almost all x in A. Thus we have 

Now the following computations show that J(B) is com
pletely positive: 

(ip, ~ b j(J(B )·(aja; ))b; ) 

= L (b;ip b j ,J(B )·(aja;) 
ij 

= L (J(B )(b;ip b j),aja;) 
ij 

= ~ L (p",aja;)(b;ipbj,x(dx) 

= ~ L (p",aJ"a;) (ip,b jX(dx)b;) 

= L ~/ij(x)gij(x)p,(dx);;>O. 
To show the countable additivity of B-J(B ). let {B; 1 be a 
disjoint sequence in £?6I(A). LetB = u; B; andBn = u7= I B;. 
For any positive ip in vI/ .' we have J(B )ip;;>J(Bn)ip and 
hence by Eq. (A2), 
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Ilf(B)tp - f(Bn)tp II = (f(B)tp - f(Bn )qJ, 1) 

= (qJ,x(B) - (qJ,x(Bn) 

~, asn-+oo. 

For any qJ invk' .' there are positiveqJ;'s invk' • anda;'sinC 
(i = 1, ... ,4) such that qJ = :Ij ajqJj. It follows that 

Ilf(B)qJ - f(Bn)qJ II <I laj Illf(B )qJj - f(Bn )qJj II 
j 

~, asn-+oo. 

Q.E.D. 
We shall writef(B) = IB Px ®X(dx) for the CP(vk' .)

valued measure f defined by Eq. (A2). 
Let P be a normal state on vk' and X: f!lj (A )-+vk' a posi

tive operator valued measure. Then the constant function 
x-+fJx = P is obviously X integrable. In this case, we shall 
write 

p®X(B) = i px ®X(dx). 

IJ. von Neumann, Mathematical Foundations of Quantum Mechanics, 
translated by R. T. Beyer (Princeton U. P., Princeton, NJ, 1955). 

2A. N. Kolmogorov, Foundations of Probability Theory (Chelsea, New 
York, 1950). 

3M. Ozawa, "Conditional expectation and repeated measurements of con
tinuous quantum observables," Lecture Notes Math. 1021, 518 (1983). 

4M. Ozawa, "Quantum measuring processes of continuous observables," J. 
Math. Phys. 25, 79 (1984). 

1955 J. Math. Phys., Vol. 26, No.8, August 1985 

SM. Ozawa, "Conditional probability and a posteriori states in quantum 
mechanics," Publ. RIMS Kyoto Univ. (to appear). 

6H. Umegaki, "Conditional expectation in an operator algebra. I; II; III; 
IV," Tohoku Math. J. 6,177 (1954); 8, 86 (1956); Kodai Math. Sem. Rap. 
11, 51 (1959); 14, 59 (1962). 

7S_ T. C. Moy, "Characterizations of conditional expectations as a transfor
mation on function spaces," Pac. J. Math. 4, 47 (1954). 

BJ. Tomiyama, "On the projection of norm one in W*-algebra," Proc. Jpn. 
Acad. 33, 608 (1957). 

9M. Nakamura and H. Umegaki, "On von Neumann's theory of measure
ments in quantum statistics," Math. Japon. 7, 151 (1962). 

IOJ. Tomiyama, "00 the projection of norm one in W*-algebras. III," To
hoku Math. J. 11, 125 (1958). 

IIW. B. Arveson, "Analyticity in operator algebras," Am. J. Math. 89, 578 
(1967). 

12 A. de Korvin, "Complete sets of expectations on von Neumann algebras," 
Quart. J. Math. Oxford Ser. (2) 22, 135 (1971). 

13E. St0rmer, "On projection maps of von Neumann algebras," Math. 
Scand. 30, 46 (1972). 

I4E. B. Davies, Quantum Theory of Open Systems (Academic, London, 
1976). 

ISE. B. Davies and J. T. Lewis, "An operational approach to quantum prob
ability," Commun. Math. Phys. 17,239 (1970). 

16H. Cycon and K-E. Hellwig, "Conditional expectations in generalized 
probability theory," J. Math. Phys. 18, 1154 (1977). 

17L. Breiman, Probability (Addison-Wesley, London, 1968). 
IBE. B. Davies, "On the repeated measurement of continuous observables in 

quantum mechanics," J. Funct. Anal. 6, 318 (1970). 
19S. P. Gudder, "Axiomatic operational quantum mechanics," Rep. Math. 

Phys. 16, 147 (1979). 
20p. R. Halmos, Introduction to Hilbert Space and the Theory of Spectral 

Multiplicity (Chelsea, New York, 1951). 
2'S. K. Berberian, Notes on Spectral Theory (Van Nostrand, Princeton, NJ, 

1966). 
221. T. Tulcea and I. C. Tulcea, Topics in the Theory of Lifting (Springer, 

New York, 1969). 
23E. Hille and P. S. Phillips, Functional Analysis and Semigroups (Am. 

Math. Soc., Providence, RI, 1957), 2nd ed. 

Masanao Ozawa 1955 
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The Toda lattice and the two-dimensional Toda lattice (2-DTL) are shown to possess a type of 
"Painleve property" that is based on the use of separate "singular manifolds" for each dependent 
variable. The isospectral problem for the 2-DTL found by both Mikhailov and by Fordy and 
Gibbons can be simply and logically derived from this analysis. Some remarks are made about the 
connection between our work and independent work of Kametaka and Airhault on the 
relationship between the Toda lattice and the second Painleve transcendent. 

I. INTRODUCTION 

Studies using the idea of the Painleve property to inves
tigate the integrability of differential equations have so far 
been fairly successful. Partial differential equations (pde's) 
known to be integrable by the inverse scattering transform 
(1ST) have been found to pass the Painleve test, either in the 
ordinary differential equation (ode) form proposed by 
Ablowitz et al.1 or the pde form proposed by Weiss et al.2,3 
For ode's such as the Henon-Heiles equations, which are 
only integrable for certain parameter values, the equations 
can be shown to pass the Painleve test for precisely these 
values.4 Nevertheless, in the case of systems of differential 
difference equations such as the Toda lattice 

Qn =exp(Qn_l -Qn)-exp(Qn -Qn+l)' (Ll) 
problems arise in applying the Painleve tests as they have 
currently been formulated. Equation (1.1), first suggested by 
Toda (see references in Ref. 5) as a nonlinear chain equation, 
has been shown to be integrable by Flaschka,6 Manakov,7 
and Henon.s Bountis, Vivaldi, and Segur9 have shown that 
the three-particle Toda lattice possesses the Painleve proper
ty by expanding each of the dependent variables as a Laurent 
series about a common pole position to' As we will demon
strate, this approach does not lend itself to generalization to 
a system of N particles (N large), with or without periodic 
boundary conditions. In this paper, we partly resolve this 
problem and, furthermore, we demonstrate that our results 
are almost trivially extendable to the two-dimensional Toda 
lattice (2-DTL) 

Qn,xl = exp(Qn _ 1 - Qn) - exp(Qn - Qn + 1 ), (1.2) 

which, while no longer a set of differential difference equa
tions, poses the same difficulties as (Ll). Equation (1.2) has 
been studied by various people such as Darboux, \0 Mikhai-
10V,11 and Fordy and GibbonsY It was shown, in the two 
latter references, that these equations were completely inte
grable by inverse scattering and we shall show that their 
results fall out very easily once we have found a suitable 
formulation of a Painleve-type property. 

Some of the first solutions of (1.1) were identified by 
Toda5 before it was solved by the 1ST. By transforming the 
Qn variables such that 

(1.3) 

Eq. (Ll) becomes 

E + Sn = exp(Sn + 1 + Sn _ 1 - 2Sn), (1.4) 

where, for pure soliton solutions, we need E = 1 (Toda's 
original form). Equation (1.4) is reducible to homogeneous 
form by the transformation 

Sn = login' (1.5) 

thereby giving 

E + _if_ log/, _ /':..,;;n:....:,+..::-.I /':....::n:....::-.-:.I at 2 n - I~ . 

The single-soliton solution (E = 1) is 

In = cosh(an - wt ), 

Sn = w2 sech2(an - wt ), 

w = sinh a. 

(1.6) 

(1.7a) 

(1.7b) 

(1.7c) 

Toda5 found a two-soliton solution via (1.6) that was general
ized by Hirota. t3 In addition, there is a close connection 
between results for the Toda lattice and rational solutions of 
the second Painleve transcendent that was noted by Kame
taka. 14 These rational solutions are expressed in terms of 
polynomials introduced by Yablonskii l5 and Vorobiev. 16 

Variables defined in terms of these polynomials are then seen 
to satisfy the Toda lattice expressed in a form similar to 
Flaschka's.6 Some of Kame taka's results were previously de
rived by Airhault,17 although in that work, the connection 
with the Toda lattice was not made. 

II. THE FORMULATION OF A PAINLEVE-TYPE 
EXPANSION 

The Toda lattice equations (1.1) can be cast in the form 

Pn = Pn(qn - qn + d, (2.1a) 

iJn =Pn-l -Pn' (2.1b) 

where qn = Qn and Pn = exp(Qn - Qn + I)' While similar to 
Flaschka's6 variables (bn ,an), the variables qn and Pn are not 
quite the same. The relation between them is qn = - 2bn 

and Pn = 4a~. To find the Pn and qn variables in terms of 
Toda's function In' we note that we need to write 

a2 

Pn = -2 login· (2.2a) at 
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It follows from (2.1b) that 

a l In-I q =- og--
n at In 

(2.2b) 

and integration of (2.1a) now gives 

In + 1 In - 1 iJ2 1 J. + (23) 
I~ = at 2 og n E, . 

which is exactly (1.5). Here, E arises as a constant of integra
tionin (2.3). We remark, however, that the Eterm in (2.3) can 
be absorbed by a transformation In _ In exp( - Et 2/2) and 
so it can be left out or kept in Eq. (2.3) at will. 

In studying the three-particle Toda lattice, Bountis, Vi
valdi, and Segur9 used Flaschka's variables (an,bn ) to find a 
local Laurent expansion for each dependent variable about a 
common pole position to. As an aside, it is possible to derive a 
simple polelike solution directly from (2.3) (E = 0). This is 
given by the following: 

In (t ) = gn (t - to) - n
2

, (2.4a) 

provided the g n satisfy 

(2.4b) 

Treating (2.4b) as a recursion relation with go = 1 and 
g -I = 0, there is a nonzero solution of (2.4b) 

gn = (n - WIn - 2)4(n - 3)6 ••• 22(n - 2) g~. (2.4c) 

This solution is exactly consistent with the standard "lead
ing order analysis"l-4 when applied to the Toda equations in 
the form (rn = Sn) 

rn =(rn +E)(rn+1 +rn_ 1 -2rn), (2.5) 

which is another form used by Toda5 and which is the differ
entiated versionof(1.4) [for (2.5) we find rn = - n2(t - to)-1 
at leading order]. Of course, (1.7a) and (2.4) are only two 
possible forms of solution and we need a method that will 
cover more than just these. The approach of Bountis, Vi
valdi, and Segur rapidly becomes cumbersome as the num
ber of particles increases, and is not conducive to construct
ing global solutions. Here we propose to introduce a set of 
"singular manifolds" I t,6 n (t ) I akin to those introduced in 
Ref. 2, which can be associated with each particle. This has 
the advantage of enabling us to look for a connection with 
the 1ST rather than just identifying single-valued local Laur
ent expansions about a common pole position. 

Consequently, motivated by (2.2a), (2.2b), and the "trun
cated Painleve expansions" used in Refs. 2 and 3, we postu
late that solutions of the (p,q) equations (2.1a) and (2.1 b) 
should take the form 

Pn = p~)/t,6 ~ + p~)/t,6n + p~), (2.6a) 

qn = q~~ 1 It,6n _ 1 + q~)/t,6n + q~I), (2.6b) 

where we are demanding that both (Pn,qn) and (p~),q~)) are 
solutions of (2.1a) and (2.1 b). From now on, we shall relabel 
the second solution set (p~),q~)) as (.on ,tin)' 

From Eq. (2.1), we can equate powers of t,6 n- 3 since no 
terms of this type can occur elsewhere. This gives 

q~) = ~n' (2.7) 

Using this in (2.1b) and equating powers of t,6 n- 2 we find 

p~) = - ~~. (2.8) 
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The remnant of(2.1b) immediately yields 
(1)_" 

Pn -t,6n, (2.9) 

provided p~) and q~) satisfy (2.1a) and (2.1 b). Use of (2.7)
(2.9) in the rest of (2.1a) yields, after a little rearrangement, 

J3 1 "" (iJ2 1 ",,)~':"n R) - R - og'l' = - og'l' -+- +p -at 3 n at2 n -n R n R ' 

where R = t,6n + 1 t,6n _ 1 1t,6 ~. Designating 

a2 

L =-210gt,6n' 
at 

we find that (2.10) can be put in the form 

!..ft)=R (1+:-)' 
at \Pn R Pn 

which immediately integrates to 

~ 10 "" = - [t,6n + 1 t,6n - 1 _ 1] . 
at 2 g'l'n Pn t,6~ 

(2.10) 

(2.11) 

(2.12) 

(2.13) 

Equation (2.13) is the basic equation from which we shall 
now work along with (2.6a) and (2.6b), which now become 

(2. 14a) 

(2. 14b) 

Equations (2.13) and (2.14) constitute a Backlund transfor
mation for the Toda lattice. We remark that the simple form 
in which we have derived this Backlund transformation is 
dependent on choosing suitable initial variables, which 
turned out to be the (p n ,q n ) variables. These are clearly more 
suitable than the Qn variables of (1.1) since, in terms of the 
In' these Qn take the form Qn = 10g(ln _ 1 I In) and we ap
pear to have a logarithmic singularity with which to cope. 
Using (2.1) instead removes this logarithm and enables us to 
then use the truncated expansion in the t,6n variables without 
any problems. 

Results for the 2-DTL can now be obtained immediate
ly. Equations (2.1a) and (2.1b) are replaced by 

qn.t =Pn-I -Pn' 

with qn = Qn,x and Pn = exp(Qn - Qn + I)' 
We obtain the equivalent of (2.13), which is 

~lo "" =- [t,6n+lt,6n-1 -1] 
ax at g'l'n Pn t,6 ~ , 

and Eqs. (2. 14a) and (2. 14b) are replaced by 

(2.15a) 

(2.15b) 

(2.16) 

a2 _ 

Pn = ax at log t,6n + Pn' (2.17a) 

a I t,6n - 1 - (2 17b) qn =- og--+qn' . 
ax t,6n 

III. THE INVERSE SCATTERING TRANSFORM 

In looking for linear isospectral operators, it is easier to 
work with the 2-DTL first since the x and t variables allow us 
to keep the two halves of the calculation separate. We shall 
begin from Eq. (2.16) written in the form 
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tPntPn,x/ -tPn,xtPn,/ =Pn(tPn+ltPn-1 -tP~)· (3.1) 

It was shown in Gibbon et al. 18 that the functions tPn were 
related to the eigenfunctions of the KdV equation and other 
equations either as direct eigenfunctions for rational solu
tions or as the integral of squared eigenfunctions for other 
types of solutions. With this in mind we shall seek a linear 
problem of the form 

tPn,x = an + I tPn + PntPn + 1> (3.2a) 

tPn,/ = YntPn - I + On _ I tPn· (3.2b) 

When substituted into (3.1) these equations give 

tP~(an+ 1,/ + PnYn+ I) - tPn+ ItPn-1 (PnYn) 
+ tPntPn+ t!Pnon -Pn,/ -Pnon-tl 
=Pn(tPn+ltPn-1 -tP~), (3.3) 

Equating coefficients of tP ~, etc., we find 

an+I,/ +PnYn+1 = -Pn' (3.4a) 

(3.4b) 

(3.4c) 

PnYn = - Pn' 

We can also cross differentiate Eqs. (3.2a) and (3.2b) to find 

Yn,x/Yn = an + I - an' (3.5a) 

an+I,/ +PnYn+1 =YnPn-1 +On_l,x' (3.5b) 

We now need to be able to choose the coefficients a, p, Y, and 
o such that these equations are consistent with (2.15a) and 
(2.15b), This consistency comes about in choosing the 
Pn = const = A, thereby giving from (3.5a) 

Yn = -A -I pn · 
Equation (3.5a) then gives 

(3.6) 

an = -qn· (3.7) 

Equation (3.4a) is now consistent with (2.15b) as is (3.5b) 
provided that the on are constant. In fact, without loss of 
generality we can take all on = O. The linear problem (3.2) 
now becomes 

tPn,x = - qn+ I tPn +AtPn + I' (3.Sa) 

tPn,/ = -A -lpntPn_I' (3.Sb) 

and we see that the tPn turn out to be eigenfunctions and A the 
spectral parameter. Equations (3.S) are the same as the spec
tral problem derived by Fordy and Gibbons 12 except that 
they had a difference in sign in the original equations (their 
On = - Qn)· 

For the Toda lattice itself, the x in (3,Sa) is replaced by t 
and upon rearrangement, the spectral problem becomes 

tPn,/= -A-ItPn-IPn, (3.9a) 

qn+ltPn =AtPn+1 +A -ltPn_IPn' (3.9b) 

This is not the same as Flaschka's form of the Lax pair 
for the Toda lattice,6 but it can be transformed into it by a 
gauge transformation. 

We now show that our result (3.1), which comes from a 
Painleve-type analysis, is consistent with results which can 
be derived by Hirota's method. 

For the 2-DTL, we know that the equation reduces to 

+ a'2 f, _In+l/n-I 
E -- - -'--:--axat n I~ , (3.10) 
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which is the generalization of (2.3). Gibbon et aU8 have 
shown that Hirota's method of reducing an equation down 
to a bilinear form is intimately related to the Painleve meth
od for pde's. They showed that if I is one solution of a bilin
ear equation and I is another solution, then the two are 
related by 1= tP I In this case we shall write In = tPn In' 
where both In and In are solutions of (4.1). Equation (3.10) 
now becomes 

~lo A. =p- (tPn+ltPn-1 -I) (3.11) ax at g'l'n n tP ~ , 

which is exactly the equation derived from the Painleve an
satz in Sec. II [see Eq. (2.1 b)]. Hence we have, as expected, a 
consistency between results from Hirota's method and the 
Painleve ansatz made in the (p,q) variables. Indeed, if we 
label In and J;, as adjacent solutions I~) and I~ - I) in the set 
{/~)) of solutions of (3.10) with corresponding tP ~ - I), then 
we find that 

N-I 

I~N) = II tP~)· (3.12) 
;=0 

We can also use the relation In = tPn In to find a standard 
Backlund transformation for either the 2-DTL or the Toda 
lattice itself. Equation (3.Sa), when translated into the In 
functions, becomes 

~log In = -A In-lin, (3.13) 
ax In-I In-lin 

where we have dropped one down in the n ladder. From 
(3.13) we can subtract the same equation with n-+n - I, giv
ing finally 

(Qn - I - Qn)x = A {exp(Qn - I - Qn - tl 
- exp(Qn - Qnll. (3.14) 

The same exercise applied to (3.Sb) gives 

(Qn - I - Qn _ tl/ = A - I { exp(Qn _ 2 - Qn _ tl 

-exp(Qn_1 -Qnll· (3.15) 

Equations (3.14) and (3.15) constitute a Backlund trans
formation between two solutions Qn = log(fn _ 1/ In) and 
Qn = 10g(ln _ 1/ In). The equivalent result for the Toda lat
ticeisfound by replacing x by tin (3.14). Equations (3. 14) and 
(3.15) are the Backlund transformations found by Fordy and 
Gibbons. 12 

IV. A DISCRETE SCHWARZIAN DERIVATIVE 

The Schwarzian derivative3 has arisen many times in 
Painleve calculations. It is defined by 

(4.la) 

= (tPxx) _ ~ (tPxx)2, 
tPx x 2 tPx 

(4.lb) 

and possesses the remarkable property that it remains invar
iant under fractional linear transformations (i.e., under the 
Mobius group) tP-+(atP + b )I(etP + d ). Note that in the form 
given in (4.lb), we have a type of Miura transformation 
Vx -! v2 with v = tPxx/tPx. It arises from the KdV equation 
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by combining two equations together. Weiss et a/. 2 showed 
that for two solutions of the KdV equation, u and u, then 

a2 

u = U + -2 log tP, (4.2a) ax 
tPxtP, + 12utP; + 4tPxtPxxx - 3tP ~ = 0, (4.2b) 

tPx, + 12utPxx + tPxxxx = O. (4.2c) 

Eliminating u from (4.2b) and (4.2c) and integrating once, we 
find 

(4.3) 

Clearly Eq. (4.3) is invariant under fractional linear transfor
mations. The Schwarzian derivative has been used to deter
mine various isospectral deformations. 3 

The question now arises as to whether we can obtain a 
similar result in the discrete case of the Toda lattice. To do 
this we need more than just Eq. (2.13). We take guidance 
from the well-known fact that the Toda lattice reduces to the 
Boussinesq equation in the continuum limit (see the Appen
dix) and that the discrete equivalent of the two equations 
arising out of the Painleve analysis for this latter equation 
must match in the continuum limit. We are therefore re
quired to split Eq. (3.1) in the following way to make it match 
with Eqs. (A4a) and (A4b): 

tPn,tt = fin (tPn + 1 + tPn - 1 - 2tPn), (4.4a) 

tP ~" = fin I tPn (tPn + 1 + tPn - d - tP ~ - tPn + 1 tPn - d· 
(4.4b) 

We recover (2.13) by multiplying (4.4a) by tPn and subtract
ing (4.4b). Division of these two equations now gives 

tPn,tt tPn + 1 + tPn - 1 - 2tPn 
tP~" tPn(tPn+1 +tPn-d-tP~ -tPn+ltPn-1 

(4.S) 

After a lengthy calculation, we do indeed find that (4.S) is 
invariant under fractional linear transformations. Conse
quently it is the equivalent of (4.3) for the Toda lattice and we 
therefore conclude that the idea of the Schwarzian derivative 
can go over to discrete systems. [We speculate that this prop
erty will be connected with the group SL(N,R ).] 

V. SOME REMARKS ON PAINLEVE II AND THE WORK 
OF AIRHAUL T AND KAMETAKA 

One of the main aims of this paper has been to show how 
the Painleve method for pde's can, with suitable modifica
tion, be used on the Toda lattice and the 2-DTL. This meth
od, which takes the form of postulating a truncated Laurent 
expansion in the (p,q) variables, has the advantage over the 
ode method of yielding results which give an isospectral 
problem with very little extra work. Establishing the exis
tence of a Laurent series around a common pole position for 
each dependent variable generally gives little further infor
mation. This idea can be illustrated by considering Painleve
II (P-II) itself 

ii = 2q3 + tq + a. (S.l) 

As was originally established by Painleve, 19 the existence of 
a Laurent expansion 

1959 

00 

q(t) = (t - to)-1 L aj(t - to)j 
j~O 
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(S.2) 

is the first step in showing that no movable critical points 
exist. This procedure does not tell us anything about any 
special solutions which might exist. One was determined by 
Gambier20 by other means, as Airhault has pointed out. 17 
This solution can be found quite logically by using the trun
cated Laurent series method which introduces the singular 
manifold. Since the leading order is - 1, we let 

(S.3) 

where we require both q and q I to be solutions ofP-II. Substi
tution of (S.3) into (S.l) gives, at various orders of tP, 

tP -3: qo = ± tP" 
tP -2: ql = += ~ (tPtt/tP,), 
tP -I: tPttt/tP, - ~ (tPtt/tP,)2 = t, 
tP° : iii = 2q~ + tql +a. 

(S.4a) 
(S.4b) 
(S.4c) 
(S.4d) 

Equation (S.4d) is clearly satisfied if we require ql to be a 
solution ofP-II, but we also need a substitute (S.4b) into this 
to check for consistency. Ifwe define the Schwarzian deriva
tive in (S.4c) to be S, we find (S.4d) becomes 

S, - (tPtt/tP, )(S - t) = += 2a. (S.5) 

Since S = t we note that (S.S) is satisfied if and only if 

a = += !. (S.6) 

Furthermore, from (S.4b) and (S.4c), we find that 

(S.7) 
and so the substitution ql = ± y/y gives Airy's equation 

(S.8) 

This solution of P-II (ql = y/y with a = -!) is the one 
found by Gambier20 and used by Airhault, 17 who went on to 
generalize this result to values of a for which a = n - ! (n is 
an integer). We remark at this point that Eq. (S.4b) gives a 
solution for tP itself which is 

tP = f y-2 dt. (S.9) 

This is exactly the form found for tP in the KdV equation in 
similarity variables,18 which can be found by taking (4.2b) 
and (4.2c) and going into similarity variable form with 
z = x/t 1/3. The resulting formula for tP is (S.9) withz replac
ing t. We conclude therefore that using the truncated Laur
ent type of expansion as in (S.2), which is successful for pde's, 
is also possible for ode's when special solutions are required. 
This approach was first used by Weiss21 to solve the integra
ble cases of the Henon-Heiles system. There is, of course, the 
further solution q = tP,/tP + ql with tP given by (S.9) and 
ql = y/yfora = -!. The more general result found by Air
hault17 has also been found by Weiss22 using a technique 
similar to that used here. 

Both Airhault17 and Kametaka l4 discuss special solu
tions ofP-II when a = n (n is an integer). Consider Eq. (1.6) 
with € = 0 and take In ~ In exp( - t 3/24). We now have 

1n+l/n-1 =/~ (:;2 login - ~). (S.lO) 

Starting with 10 = 1, it is possible to calculate a series of 
polynomials for In (t). The In are related to the qn by 

a I In - I (S 11) qn =- og--. . at In 

J. D. Gibbon and M. Tabor 1959 



                                                                                                                                    

Airhault l7 noted that qn is a solution of P-I1 when a = n, 
although it was subsequently Kametaka 14 who pointed out 
that (5.10) is related to the Toda lattice. Explicitly, this is 
done by using (5.10) to define the variable Pn as 

_In+l/n-I -~lo /, _~ 
Pn - I~ - at 2 g n 4' (5.12) 

The first and second of these equalities, in conjunction with 
(5.11), are then seen to satisfy Eqs. (2.1a) and (2.1b), respec
tively. Kametaka also pointed out that the polynomials In 
are those of Yablonskiils and Vorobiev. 16 These seem to 
have been the first to have shown that if qn is related to the 
polynomials In' then qn satisfies P-I1 for a = n. Strangely, 
Yablonskii's and Vorobiev's polynomials are for each parti
cle, i.e., there is a polynomial associated with each n, which is 
the particle label! 
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APPENDIX: THE CONTINUUM LIMIT 

Using (1.4) with E = 1 and going into the continuum 
limit x = 8n , where 8 is the lattice spacing, we find that 

... (~/12)(Sxxxx +6S~)+82Sxx -Stt =0. (AI) 

Writing U = Sxx and differentiating (AI) twice with respect 
to x, we find that (AI) becomes the Boussinesq equation 

(8 4/12)(u xx + 6u2)xx + 82uxx - Utt = O. (A2) 

In (A2) we have neglected terms 8 6 and higher. Formally 
taking 8 = 1 and rescaling to remove the factor of n in (A2), 
we can perform a Painleve analysis on (A2) with 

00 

A. -2" A. j U ='f' ~ Uj'f' • 
j=O 

(A3) 

Reworking the calculation on (A2) already performed pre
viously2 in which there was no Uxx terril we find that the 
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Backlund transformation between two solutions U and U 
[where u is U2 in (A3)] is 

_ a2 

U = U + ax2 log <p, 

4<Px<Pxxx - 3<p ~ + 12u<p; + <p; - <p; = 0, 

<Pxxxx + 12u<pxx + <Pxx - <Ptt = O. 

(A4a) 

(A4b) 

(A4c) 

Weiss had obtained the isospectral operator for the Boussin
esq equation out of (A4).3 It is Eqs. (A4b) and (A4c), which 
are the two separate equations, which tell us how to break 
down Eq. (3.1), with the linear equation in <p, (A4c) becoming 
(4.4a). 
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We develop a theory of canonical transformations for presymplectic systems, reducing this 
concept to that of canonical transformations for regular coisotropic canonical systems. In this 
way we can also link these with the usual canonical transformations for the symplectic reduced 
phase space. Furthermore, the concept of a generating function arises in a natural way as well as 
that of gauge group. 

I. INTRODUCTION 

Since the well-known Dirac's pioneer work 1 on con
strained Hamiltonian systems, the interest in such theory 
has been growing because it provides an appropriate frame
work to deal with many physical theories either for finite
dimensional systems as time-dependent [or more generally 
(n-parameter)-dependent] systems, mechanical systems de
fined by singular Lagrangians, etc., or infinite-dimensional 
systems exhibiting gauge invariance. A good test of the rel
evance of these systems is the amount of papers trying to 
develop the mathematical framework for these systems, 
which has been shown to be that of presymplectic geometry, 
which has been possible thanks to the papers by Gotay,2 

Lichnerowicz,3 SniatyckV and others, to whom we apolo
gize for omitting their names. For a recent review see, e.g., 
Ref. 5. 

The essential characteristic of these systems is the exis
tence of contraint functions, limiting the possible values of 
the dynamical variables that Dirac classified in first and sec
ond class according to the vanishing or not of their mutual 
Poisson brackets. This classification was motivated because 
the second-class constraints may be eliminated from the the
ory up to a redefinition of Poisson brackets becoming now 
the so-called Dirac's brackets, and they may be considered 
as corresponding to spurious degrees offreedom. This aspect 
is really clarified when using appropriate coordinates as in
dicated by Shanmugadhasan.6 

On the other hand, the invariance ofthe Poincare-car
tan integral has also been proved to be a sound principle for 
the study of nondegenerate systems and it has motivated a 
recent paper7,8 devoted to the study of the Hamilton-Jacobi 
method for degenerate systems. Our experience with regular 
systems suggests for us to look for a concept generalizing 
that of canonical transformation, and it has been carried out9 

for regular canonical systems by making use of a generaliza
tion of the Hwa-Chung theorem. 10 We aim in this paper to 
give a general concept of canonical transformation for any 
presymplectic system, as well as attempt to go deep in the 
analysis of this concept in order to characterize such trans
formations, studying the group structure of such a set of 

canonical transformations, some remarkable subgroups (in 
particular, the subgroup of gauge transformations), and the 
theory of the corresponding generating functions, which fol
lows the track of Weinstein's theory for symplectic sys
tems. ll 

The paper is organized as follows: Section II is devoted 
to analyzing the structure of locally Hamiltonian presym
plectic systems, and the main result of this section, given in 
Theorem 3, is that the study ofthe locally Hamiltonian pre
symplectic systems can be done by means of its local struc
ture coisotropic germ. The concept of canonical transforma
tion for presymplectic systems is given in Sec. III and after a 
deep analysis it is shown that it is enough to consider the case 
of canonical regular systems because any other can be re
duced to it. Section IV contains a study of the group struc
ture of the set of canonical transformations. When the pro
cess of reduction of the presymplectic system is carried out, 
the canonical transformations pass to the quotient and it 
singularizes the subgroup of canonical transformations, in
ducing the identity in the quotient, called the gauge group. 
The concept of a generating function is introduced in Sec. V 
and Sec. VI is devoted to showing some interesting proper
ties of the generating functions, which will be of interest to 
manage with in local coordinates. 

II. THE STRUCTURE OF PRESYMPLECTIC SYSTEMS 

The mathematical framework for a geometrical de
scription of the Dirac's theory of constrained systemsl,12.13 
has been shown to be that of presymplectic dynamical sys
tems.2-4.14.15 In this section we will analyze the local struc
ture of such systems and it will be shown how it is possible to 
imbed a presymplectic manifold as a coisotropic submani
fold of a symplectic manifold in which a family of locally 
Hamiltonian vector fields extending the dynamics of the 
original system can be constructed. This result is based on 
some theorems by Sniatycki4 and Gotay,16 which will be 
restated in order to make this paper more self-contained. 

Definition 1: A presymplectic manifold is a pair (M,w) 
where w is a closed two-form of constant rank on the differ
entiable manifold M. If a is a closed one-form on M, the 
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triplet (M,w,a) is said to be a locally Hamiltonian presym
plectic dynamical system. 

The Dirac-Bergmann theory of constrained systems 
corresponds to takingM = D'y (T *Q ) andw, the pullback to 
M, of the canonical two-form Wo on T*Q. HereD'y denotes 
the Legendre map D'y : TQ--T *Q, with Q the configuration 
space and .!i" the Lagrangian function which is assumed to 
be singular; that is, D'y is not a local diffeomorphism. Alter
natively, we can consider in this case another presymplectic 
manifold (M = TQ,w'y = D ~ wo). 

There are a lot of other relevant presymplectic mani
folds arising in physics. For instance, we can mention pa
rameter-dependent systems where the mainfold Mis P xA 
with (p,n ) a symplectic manifold and A the parameter space. 
The closed two-form OJ is given by OJ = 1T*W, where 1Tdenotes 
the natural projection on the first factor 1T: P X A __ Po This is 
the case of the usual way of dealing with time-dependent 
systems. '7 

Given a locally Hamiltonian presymplectic dynamical 
system, the constraint algorithm, developed by Gotay et 
al.,2,'4-'6.'8 provides a method for obtaining a maximal sub
manifold C, called the final constraint submanifold, for 
which the equation 

t(r)wle = ale (2.1) 

is meaningful, and it is possible to endow a with a dynamical 
sense. The vector field r is not uniquely defined and this 
ambiguity corresponds to what is usually called gauge free
dom.2.'s 

When dealing with Dirac's constrained Hamiltonian 
systems, the functions locally defining this final constraint 
submanifold are both the primary constraints defining 
MC T*Q and the secondary constraints. But Dirac gave a 
new classification of constraints in first and second class de
pending on the possibility of eliminating the ambiguity in the 
corresponding mUltiplier in the expression of the total Ha
miltonian. In the general case constraints of both classes can 
appear, but Sniatycki proved4 that it is possible to imbed 
coisotropically the final constraint submanifold C in a sym
plectic manifold, in the very general case of C defining a 
regular canonical system, and the second-class constraints 
are eliminated. 

Definition 2: Let (p,n) be a symplectic manifold andj: 
C~ P a submanifold of P. Then (p,C,n ) is said to be a regular 
canonical system ifker j* nnTC is a subbundle of the tangent 
bundle TC. 

Theorem 14: Let (p,C,n ) be a regular canonical system. 
If C is a closed submanifold of P, there exist a symplectic 
submanifold of(p,n), k: (i,n )~(p,n ), and a coisotropic im
beddingofCinto(P,n ),1: (Cj*n )~(p,n ),suchthatk 0 1= j. 

The existence of a symplectic manifold (p,n ) containing 
C may be forgotten for the presymplectic case if we make use 
of the coisotropic imbedding theorem recently given by Go
tay.'6 

Theorem 2: Let (M,w) be a presymplectic manifold. 
Then, we have the following. 

(i) There exists a symplectic form n on a tubular neigh
borhood of the zero section of the dual bundle E * of the 
characteristic bundleE of (M,w), whereM can be coisotropi
cally imbedded. 

1962 J. Math. Phys., Vol. 26, No.8, August 1985 

(ii) Any two coisotropic imbeddings of (M,w) are locally 
equivalent: ifj; (M,w)--+(p;,n;), i = 1,2, are two of such coi
sotropic imbeddings, there exist two neighborhoods 
U; = 1,2, of j;(M) in P; and a symplectomorphism 
t/J: U,--U2 such that t/J * n2 = n, and t/J OJ, = j2' 

We introduce next some definitions and notations we 
are going to use concerning functions and one-forms defined 
on a symplectic manifold (p,n ). 

Definition 3: Let Cbe a submanifold of(P ,n ). A function 
f E crt 00 (P) is said to be a constraint function for C if fl C is 
constant, and the set of such functions will be denoted 
C (P,C). A functiong E crt (P,C) is called a first-class function 
if [f,gJ IC=O V fE crt(P,C), and we will write ~(P,C) for the 
set of all first-class functions. Finally, the first-class con
straint functions are those of ~ (P,C)ncrt (P,C), and the corre
sponding set will be denoted d(P,C). 

Here [ , J will denote the Poisson bracket defined on 
the set A '(P) of one-forms by the form n as follows: 
[a,/3 J = a [a -'(a),a -'1./3)] for any pair of one-forms 
a,/3 E A '(P). The map a:x(p ) __ A '(P) is defined by contrac
tion with n,a (X) = t(X)n. Whenfand~ are func!ions, the 
Poisson bracket is defined by [f,g J = n (n -'(df),n -'(dg)). 
The concepts of constraint and first-class functions can be 
generalized for one-forms on P as follows. 

Definition 4: A one-form a E A '(P) is a constraint one
form for C ifj*a = O,j being the immersionj: C~P. The set 
oftheseone-formswillbedenotedC '(P,C). The one-form Pis 
a first-class one-form ifj* [a,/3 J = 0, Va E C '(P,C), and the 
set of all such one-forms will be writtenB '(P,C). Finally, by 
A '(P,C)wewilldenotethesetA '(P,C) = B '(P,C)nC'(P,C) 
of the first-class constraint one-forms. 

Proposition 1: With the above notations, we have the 
following. 

(i) dd(P,C)CA '(P,C)nZ'(P), 

d~(P,C)CB '(P,C)nZ lIP), 

dcrt (P,C) C C '(P,C)nZ '(P). 
(ii) If (C,j*n )~(p,n) is a coisotropic imbedding, then 

C'(P,C)nZ'(P)CB '(P,C)nZ lIP) and therefore 
A '(P,C)nZ lIP) = C '(P,C)nZ '(P). 

Proot(i) IffE crt(P,C)thenj* df= d(j*f) = Oandthere
fore dfE C '(P,C)nZ '(Pl. Moreover, if g E ~(P,C), then 
j* d [f,g J = 0 and therefore j* [df,dg J = O. But it implies 
that j* [a,dg J = 0 for any a E C '(P,C)nZ '(P) because of the 
local existence of a neighborhood and a functionf E crt (P,C) 
such that a = dfaccording to the relative Poincare lemma.9 

(ii) If a E C '(P,C )nZ '(P), the lemma of Poincare shows 
that there is a function f (only locally defined) such that 
df = a and thenj* a = 0 implies thatj*fis constant on the 
neighborhood 'Y where f was defined. Now, if 
pE C '(P,C)nZ lIP) andgis a function (locally defined) such 
that I' = dg, and g E crt(P,C), we see that 
j* [a,/3 J = j*[df,dgJ = j* d [f,gJ = dj* [f,gJ. If Cis coiso
tropically imbedded in P, crt (P,C) C ~ (P,C) and therefore 
j* [f,gJ = 0, which impliesj* [a,/3 J = O. In order to prove 
that j* [a,/3 J = 0, VI' E C '(P,C), we remark that 
C '(P,C)nZ '(P)generateslocallyC '(P,C)asaCOO (P)module 
and for every I' E C '(P,C) there exist b; E Coo (P) and 
f; E crt(P,C) such that I' can be written as I' = ~b; dp. 
Then, using the identity {a,hrJ =Xa(h)r+h [a,rJ, 
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Vh e coo (P), a,reA I(P), withXa = iJ -I(a), we find that 
for every a e C I(P,C)nZ I(P) and f3 E C I(P,C), 

{a,/3} = {a,Ib; dP} = IXa(b;)dP + Ib;{a,dp} , 

and therefore 

The main goal of this section is the following theorem. 
Theorem 3: Let (M,w,a) be a locally Hamiltonian pre

symplectic system and i:C~M the final constraint submani
fold. There exist a symplectic manifold (p,n ) and a coisotro
pic imbeddingj:C~P such thatj*n = i·w and we have the 
following. 

(i) For each vector field r on M, tangent to C, satisfying 
L(r)liJlc = alc, there is a locally Hamiltonian vectorfieldrs 
on P, tangent to C, such that ric = r slc ' 

(ii) The vector fields rs associated to the dynamical sys
tem r satisfying the above conditions are given by 

r s =iJ- I(ap +5"), (2.2) 

where ap is a closed one-form on P such thatj·ap = i·a, 
and 5" any closed first-class constraint one-form on P for C, 
5" E A I(P,C)nZ I(P). 

(iii) (local uniqueness) The coisotropic imbedding and 
the family 

D(P,C) = {iJ -I(ap +5")I5"eA I(P,C)nZl(P)} 

are locally unique. 
Here local uniqueness means that ifl:C~P' is another 

coisotropic imbedding, there will exist a family of locally 
Hamiltonian vector fields 

D(P',C) = {iJ,-I(ar +5")I5"EA 1(P',C)nZI(P'), 

ar E Z I(P')}, 

and a local symplectomorphism t/J from a neighborhood of 
j(C) in P in a neighborhood of l(C) in P' such that 
l 0 t/J = t/J 0 j and maps D (P,C) on D (P' ,C). 

Proof" According to Theorem 2, there is a symplectic 
manifold (p,il ) and a coisotropic imbedding 1:(M,w)~(p,il). 
On the other hand, if (C,i*w) is the presymplectic manifold 
which is obtained from application of the constraint algo
rithm, Theorem 2 furnishes a new symplectic manifold 
where (C,i*w) is coisotropically imbedded. Letjz denote such 
an imbeddingjz:C-+Pz. The relation between both symplec
tic structures is given by Theorem 1. We can also see C as a 
submanifold J:C-+P I with J = I 0 i and then Theorem 1 as
serts the existence of a symplectic submanifold 
k:(P3,n3)-+(p,il) and a coisotropic imbedding 
j3:(C,i·w)-+(P3,n3) such that k 0 j3 = J. The local uniqueness 
part of Theorem 2 leads to the existence of a symplectomor
phism t/J of a neighborhood ofj3(C) in P3 on a neighborhood 
ofjz(C) in Pz' If(p,n ) is any of such neighborhoods andj the 
corresponding immersion of C in P, we have a coisotropic 
imbedding of C in (p,n ). (See Fig. 1.) 

In order to prove the points concerning the dynamics, 
we remark that both (F,il ) and (p,n ) are neighborhoods of 
the zero sections of vector bundles over M and C, respective
ly. Let 1Tk,1Tj, and 1T1 be the corresponding projections 
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FIG. 1. Diagram of the coisotropic imbed
ding. 

1Tk:P-+P, 1Tj :P-+C, 1T1:P-+M, verifying 1Tk 0 k = idp , 

1T1 0 1= idM , and 1Tj oj = idc. Let ra be a vector field in M 
tangent to C verifying the dynamical condition (2.1), i.e., 
L(ra )liJlc = alc' From the relation k 0 j = 10 i we see that 
the images of the manifold C under I 0 i and k 0 j are con
tained in I(M) and kIP), respectively, and then 
C = I 0 i(C) C 1 (M)nlc (P )= W. We define a vector field in 
I(M)by/.ra and take its restriction to W, that it is not neces
sarily tangent to W but it will be tangent to C because the 
tangency of ra to C implies that there exists a vector field 
r~ in C such that i. r~ =ro and therefore I.ro 
= (1 0 i). r ~ is tangent to C. The map 1Tk :k (P )-+P is a dif-

feomorphism, so that it is meaningful to take the restriction 
of1Tk to W = I (M)nlc (P)anddefinethevectorfield1Tk. (/.ro) 
(the respective restrictions of I. and 1Tk to Ware under
stood). We remark that1Tk.l.ro is tangenttoCinPbecause 
if we take the vector field r ~ in C as above and compute 
1Tk.l.ro we find that 1Tk.l.ro = j. r ~. It is now easy to 
see that the vector field 1T k. I. ro defined in a submanifold of 
P satisfies on it the equation L(1Tk. I.ro)n = ap with 
a p = k· tr1' a. In fact, the following computation shows 
that we can associate the vector field Xap = iJ -I(ap) with 
ro because 

L(1Tk.l.ro)n (Y) = k *n l(1Tk.l.ro,Y) 

= (1T1 0 k) .W((1Tk 0 /).ro,Y) 

= w(Fo ,(1T1 0 k). Y) 

= L(ra )W(1T1 0 k). Y = ap(Y). 

The vector field Xs = iJ -1(5) corresponding to an ele
ment of A I(P,C)nZ I(P) is tangent to C and is such that 
XslC E ker i·w, and consequently the vector field Xap + Xs 
is a solution of the dynamical equation, too. Therefore, by 
addition of vector fields Xs with 5" E A I(P,C)nZ I(P) to the 
vector field Xap we obtain vector fields in P tangent to C. 
Noteworthy is that if r l is another vector field in M satisfy
ing the dynamical equation, then the difference (r l - ra )Ic 
lies in ker i·w and therefore 1Tk.jl.rl = 1Tk.jl.ro + X s' 
with 5" E A I(P,C)nZ I(P). Actually ker i·w 
= 1Tj• iJ -I(A I(P,C)Z I(P)), because !he closed first-class 
constraint one-forms generate via n - I the submodule 
r(TCl

) of~(P,C) = {XE~(P)IXlc Er(TC)}. 
As far as the local uniqueness is concerned we must 

prove that given two coisotropic imbeddings jl,jz into two 
symplectic manifolds (p;,n;), i = 1,2, there will be a local 
symplectomorphism t/J:P c+Pz mapping locally Hamiltonian 
vector fields on PI in locally Hamiltonian vector fields on Pz 
and t/J 0 jl = jz. Now, let (p,n) be a symplectic manifold 
where the final constraint manifold is coisotropically imbed-
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ded, obtained from any symplectic manifold (S,u) in which 
(M,w) is imbedded. 

The local uniqueness part of the statement of Theorem 2 
says that any two coisotropic imbeddings are locally equiva
lent and consequently the two symplectic manifolds we will 
obtain, either from (M,w) using (S,u) or from (C,i*w) using 
the coisotropic imbedding theorem, have to be locally sym
plectomorphic. The second assertion of the statement fol
lows from the fact that any symplectomorphism preserves 
the locally Hamiltonian character of the vector fields, and 
from the condition t/J 0 jl = j2' which says that t/J transforms 
constraint one-forms into constraint one-forms; and, as we 
have shown that C l{p,C)nZ I{P,C) = A I{P,C)nZ l{p,C), the 
proof ends. 

Definition 5: If (P,C,fJ) is a regular canonical system 
such that the immersionj is a coisotropic imbedding we will 
say that (P,C,fJ) is a regular canonical coisotropic system. 

The preceding results can also be presented in a different 
language using the concept oflocal manifold pair, as Wein
stein does, 19 or that of a germ of a manifold as a submanifold 
of another one; that is, if C is a submanifold of M and (M,C) a 
pair of manifolds, we will say that (M',C) is equivalent to 
(M,C) if there is another pair (M ",C) such thatM " is an open 
submanifold of both M and M'. An equivalence class of pairs 
of manifolds is called a local manifold pair or germ of C in M 
and will be denoted [M,C]. A map between two germs is 
defined by an equivalence class of maps. This equivalence is 
defined as follows: two maps/; :{MjOC )-(M;,C '), i = 1,2 are 
said to be equivalent if there exists a map 
g:{M3'C )-(M 3'C') such that M3 is an open submanifold of 
both MI and M 2, and M 3 is an open submanifold of M; and 

M~ withhlM3 =h.IM3 =g. 
A germ [P,C] is said to be coisotropic if (P,C) is a pair 

where C is a coisotropic submanifold of the symplectic mani
fold (P,fJ). We can consider the category with objects the 
germs [P,C] and morphisms the symplectic maps between 
germs[t/J ]:[P,C]-+[P ',C']. Wewillsaythatagerm[P,C]isthe 
local structure germ for a presymplectic germ if it verifies the 
universal property of being an initial object in this category, 
i.e., for every [P',C] there is amorphism [t/J ]:[P,C]-+[P',C'] 
such that t/Jlc = idc. With this language Theorem 3 can be 
restated as follows: For every locally Hamiltonian presym
plectic system (M,w,a), there exists a local structure germ 
[P,C], with C the final constraint manifold for (M,w,a). It is 
uniquely defined and there is on it a family oflocally Hamil
tonian vector fields furnishing a dynamical description of 
the system. 

III. CANONICAL TRANSFORMATIONS FOR 
PRESYMPLECTIC SYSTEMS 

The traditional concept of canonical transformations 
for Hamiltonian dynamical systems as symplectomor
phisms has recently been generalized9 for application to re
gular canonical systems (P,S,fJ ). The definition of canonical 
transformation depends on the choice of a particular kind of 
vector field, called locally weakly Hamiltonian fields relative 
to (P ,s,fJ ), and therefore depends on the immersion of S in 
the ambient manifold P. We aim to find a generalization of 
the concept of canonical transformation for a presymplectic 
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system with no reference to an ambient symplectic manifold 
containing it, that it will reduce to that proposed in Ref. 9 in 
the case of a regular canonical system. Moreover, we will 
prove, by making use of the results of the preceding section, 
that the general problem of studying the canonical transfor
mations of a presymplectic system can be reduced to that of 
the canonical transformations of a regular canonical system 
(P,C,fJ). 

Definition 6: Let (M,w,a) be a locally Hamiltonian pre
symplectic system and let ic:CvtM be the final constraint 
submanifold. A vector field X e x(M) is said to be a locally 
Hamiltonian vector field relative to C if (i) X is tangent to C, 
X lc er(TC) and (ii) there exists a closed one-form 
P e Z I(M) such that 

i~{L(X)W-P)=O. (3.1) 

The set of such vector fields will be denoted XLH (M,C). 
It is to be remarked that the condition (ii) is weaker than 
L(X )wlc = PIC and any vector field X satisfying this equation 
will satisfy (3.1), too. As an example, the dynamical vector 
fields provided by the Constraint algorithm are locally Ha
miltonian vector fields relative to C. On the other hand con
dition (ii) is equivalent to i~ Lxw = O. 

As a corollary of the theorems of Ref. 9 we can write 
down the generalization of the Hwa-Chung theorem for pre
symplectic systems. 

Theorem 4: Let (M,w,a) be a locally Hamiltonian pre
symplectic system with final constraint submanifold ic :Cvt 
M and rank (i~ w) = 2r. If peAP(M) is such that 
11:(LxP) = 0, 't/X e XLH{M,C), then we have the following. 

(i) 11: P = 0 if p > 2r or p = 21 + 1 with I< r. 
(ii) Ifp = 21, l<r, there exists a functionfe C"" (M) such 

that 11:1J3 - f w A I) = 0 and i~ f is constant on each connect
ed component of C. 

In this context the concept of canonical transformation 
generalizing that of Ref. 9 is the following one. 

Definition 7: Let (Mk,wk,ak ), k = 1,2, be two locally 
Hamiltonian presymplectic systems and ik :Ck-+Mk the cor
responding final constraint submanifolds. A pair (4J,t/J) of 
diffeomorphisms 4J:MI-+M2 and t/J:CI-+C2 is said to be a 
canonical transformation between (MI,wl,a d and (M2,w2,a2) 
if (i)4J 0 i l = i2 0 t/J and (ii) 4J.(XLH(MI,CI))CXLH(M2,C2)' 

A characterization of a canonical transformation for 
such systems, which is a straightforward consequence of the 
former theorem, is given by the following. 

Theorem 5: A pair (4J,t/J) of diffeomorphisms 
4J:MC .. M 2 and t/J:CI-+C2, such that 4J 0 i l = i2 0 t/J, is a ca
nonical transformation if and only if there is a real number C 

such that iT(4J *W2 - CW I) = O. 
Only the particular case C = 1 will be considered in the 

following. It corresponds to the restricted canonical trans
formations for Hamiltonian systems in the terminology of 
the book by Saletan and Cromer,20 but we will omit the word 
restricted. 

A convenient characterization of the locally Hamilton
ian vector fields which is also an immediate consequence of 
Theorem 4 is given next. 

Theorem 6: Let (M,w,a) be a locally Hamiltonian pre
symplectic system and ic :C-+M the final constraint sub
manifold. A vector field X in M tangent to C is locally Hamil-
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tonian relative to C if and only if the flow of X is a family of 
canonical transformations of (M,w,a). 

The fundamental result of this section concerns the re
duction for a general presymplectic system to the case of a 
canonical system which is given by the structure theorem of 
the precedent section. In fact, the next theorem asserts that 
the set of canonical transformations of a presymplectic sys
tem can be seen as the set of canonical transformations of a 
regular canonical system coisotropically imbedded. 

Theorem 7: With the same notations as in Definition 7, 
for each canonical transformation (tP,¢ ) between 
(Mk,wk,ak), k = 1,2, if (Pk,Ck,nk) are their corresponding 
regular canonical coisotropic systems given by Theorem 2, 
there exists a symplectomorphism I/'between them such that 
I/' 0 jl = j2 0 ¢, withjk being the injectionsjk :Ck---+Pk' 

Proot Let 12:M2Uf(P2,iJ2) be the coisotropic imbedding 
toM2 in (P2,iJ2), k2:(P2,n2)---+(P2,iJ2) the symplectic subman
ifold, andj2:C2Uf(P2,n2) the coisotropic imbedding given by 
Gotay's and Sniatycki's theorems verifying k2 0 j2 = 12 0 i2 
as in Theorem 3. (see Fig. 2.) 

Now, the point is that the composite map j2 0 ¢:CI 
Uf(P2,n2) is a coisotropic imbedding satisfying 
U2 0 ¢ )*fl2 = it WI' In fact, a little computation gives 
U2 0 ¢ )*n2 = ¢ * ;1 W2 = (tP 0 i l)* W2 = it WI' In order to 
prove that j2 0 ¢ is coisotropic, we must show that 
TCtn2 CTCI , where TCI denotes the set of tangent vectors 
to CI through j2 0 ¢, that is, TCI = V2 0 ¢ ). (TCd. Let 
U E TCf02 Ip, where p = j2 0 ¢ (m l ), i.e., n2(p)(U,V) = 0, 
'fIv E TCI Ip. If v E TCI Ip, there exists a tangent vector 
v' E TCdm, such that U2 0 ¢). (mdv' = v, so that 
n 2(m2)(uj2.¢.(m l )v') = 0, wherem2 = ¢ (ml)' 'fIv' E Tm, CI, 
or in the same way n 2(P)(uj2. (m2)v") = 0, 'fIv" E T m2 C2, be
cause ¢ is a diffeomorphism. Then, U E TC in2, and from the 
coisotropy of C2 we have that U E TC2; but TC2 = TCI and 
j2 0 ¢:CI Uf(P2,n2) is a coisotropic imbedding. 

In this point the local uniqueness of Theorem 2 shows 
that there exists a symplectomorphism I/' from (PI,nd, the 
initial symplectic manifold where CI is coisotropically im
bedded, into (P2,n2), such that I/' 0 jl = j2 0 ¢, and the proof 
ends. 

Remarks: (i) The function I/'is defi~ed only locally on a 
neighborhood of j I (C) in P, but taking this neighborhood as 
the whole manifold the result still holds. 

(ii) This theorem shows the possibility of studying ca
nonical transformations for presymplectic systems using 
only their local structures as in Theorem 3. This simplifica
tion permits development of the study of the group of ca
nonical transformations and its subgroups, so in the follow
ing sections we will use both points of view to deal with 
canonical transformations for a presymplectic system. That 
is, given a canonical transformation (tP,¢) between 
(MI,wl,a l) and (M2,w2,a2), we use without mention of it the 
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FIG. 2. Diagram displaying the 
maps of Theorem 7. 
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associated canonical transformation (I/',¢ ) between the asso
ciated coisotropic regular canonical systems (PI,CI,n l) and 
(P2,C2,n2)· 

(iii) It is also to be remarked that there are canonical 
transformations between canonical regular systems that are 
not symplectomorphisms. In fact, it is possible to consider 
canonical transformations between two canonical regular 
systems associated to presymplectic systems (Mk,wk,ak) 
that are not symplectic transformations. 

IV. THE GROUP OF CANONICAL TRANSFORMATIONS 
FOR PRESYMPLECTIC SYSTEMS 

Instead of dealing with presymplectic systems as indi
cated in the preceding sections, there is an alternative way 
which is called the reduction of the phase space. 17

•
19 The 

kernel of the presymplectic form We = i~ W defines an invo
lutive distribution and therefore it is integrable because of 
the well-known Frobenius theorem. The maximal connected 
integral submanifolds are the leaves of a foliation that gives 
rise to an equivalence relation in C. Suppose we discard the 
points of C, where We fails to be of constant rank, and denote 
11" e :C---+C the natural projection of C onto the quotient space. 
Then, if 11" e is a submersion, there exists a symplectic form 01 
defined on C such that ~ 01 = We = ;~ w. It is defined by 
means of 01", (X,Yj = ~mlX,y), Awhere mE C,11"c(m) = m 
and X,YE TmC, X,YE T",C are related by 
11"e mIX) = X,11"e m(Y) = Y. The pair (C,w) is called the re-• • 
duced phase space. 

This is the usual approach to the study of dynamical 
systems with gauge degrees of freedom, as Yang-Mills 
fields21

•
23 and gravitational fields. 23 In this scheme the ca

nonical transformations are but symplectomorphisms of the 
reduced structure. In this section both alternative definitions 
will be related; we will prove that there is a canonical epi
morphism of the group of generalized canonical transforma
tions we have defined onto the group Sp(C,w) of symplecto
morphisms of (C,w). 

In order to explain this deep relation we need some no
tations referring to the group of (generalized) canonical 
transformations and its more relevant subgroups, which we 
present next. 

We will denote GC (P,C) the set of canonical transfor
mations for the coisotropic canonical system (p,C,n ) which 
can be endowed with a group structure in the natural way. 

There are a lot of important subgroups of this with 
physical and mathematical meaning. For instance, 
GS(P,C) = GC(P,C)nSp(P), which is not a normal subgroup 
in the general case. Now, if 11":P---+C denotes the above-men
tioned projection, a very important subgroup of GS (P,C) is 
made up by the elements that commute with 11" and leave 
invariant the symplectic form n. The set of such fibered 
symplectomorphisms is a subgroup to be denoted FS (P,C), 
and it has been studied for time-dependent systems in Ref. 
24. In a similar way we can define FG (P,C) as made up from 
all fibered canonical transformations. 

We will denote TC (P,C) the set of canonical transforma
tions that are trivial on C. This set is a normal subgroup of 
GC(P,C) and has a subgroup to TS(P,C) = TC(P,C) 
nGS(P,C). 
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The lattice of these subgroups as well as the relationship 
between them are shown in the diagram below. The symbol 
1---1 means that the lower is normal in the upper one, and a 
subgroup in the link of two means that it is the intersection of 
both groups on the opposite edges 

~C(PC)__ ~SP(P) 
TC(PC~ GS(P,C)....... FG(P,C) 

, .......... ,/ '-FS(P,C)/ 
TS (P,C p.-.,..FTS (P,C r 

The group of the equivalence classes, GC(P,C)I 
TC (P,C), will be denoted Can C and it is obvious that each 
class [((/),¢)] e Can C is uniquely defined by ¢ e DiffC, 
hence Can C is isomorphic to the group of those diffeomor
phisms of C preserving the presymplectic structure 
I1c = j*l1. Another related matter is to know whether it is 
possible to choose a symplectic transformation of (P,11 ) in 
any class or not. All this and related questions will be dealt 
with in next section. 

The main theorem in this section is based on the follow
ing proposition. 

Proposition 2: Any canonical transformation ((/),¢) for 
(P,C,11 ) leaves invariant the distribution defined by I1c. 

Proot If ve Tm C is in ker l1c(m), X is a vector field 
defined in a neighborhood of min P such that Xm = v and 
X IC e r (ker I1c ), and we take into accountthat Cis coisotro
picinP, we can conclude thatr (ker I1cl = r(TCl 

) and con
sequently r(ker I1cl is generated by constraint first-class 
functions; namely, fe d(P,C) will exist such that 
X, = h -I(df) = X. A canonical transformation maps the 
set of locally Hamiltonian vector fields tangent to C onto 
itself and the subset of those corresponding to constraint 
first-class functions on itself and therefore 
¢. ker I1c = ker I1c. 

Theorem 8: With the same notations as above, the map 
¢:C-+C, defined by ¢ 0 1T C = 1T C 0 ¢, is a symplectic map in 
(C,h). 

Proot The map is well defined because the foliation de
fined by ker I1c is invariant under ¢. Moreover, if we com
pute 111: ¢ * iJ we find the chain of identities 111: ¢ * iJ 
= (¢ o1Tc!*h = ¢ *l1c = I1c = 1T*iJ. Now, 1Tbeing a sub

mersion, we can conclude that ¢ * h = iJ. 
Corollary 1: There is a canonical homomorphism p 

between Can C and Sp(C,h ) given by p(¢ ) = ¢. 
Definition 8: The kernel of the homomorphism p will be 

called the group f§ of (P,C,11 ) and is made up by the canoni
cal transformations preserving every leaf of the foliation de
fined by ker I1c. 

If A (P,C) is the set of Hamiltonian constraint first-class 
vector fields in P over C, according to Gotay's notation, 2 

namely, A (P,C) = {X, = h -I(df)lfe d(P,Cll, we can 
write an exact sequence of Lie algebras as indicated by the 
following theorem. 

Theorem 9: With the above notations, the sequence 
i. 1Tc. 

~A (P,C )-+XLH (P,C )-+XLH (C)-+O 

is exact. Here i. is the natural injection of A (P,C) in x(C). 
Proot Notice that the vector fields in XLH (C) are 1T c 

projectable and therefore 1T c. is well defined. The Hamilton
ian constraint first-class vector fields generate 
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ker I1c = r (TCl 
) and they are mapped by 1T c. on the zero 

vector field. Conversely, if a vector field X e XLH (C) is 
mapped by 1T c. on the zero vector field, each integral curve 
is contained in a leaf of the foliation defined by ker 11 c' so X 
is in r (TCl 

) and it belongs to A (P,C). 
Corresponding to this exact Lie algebra sequence we 

have another sequence of Lie groups 

l-+f§-+Can C-+Sp(C,iJ}-+l. 

It is noteworthy that in the case of Yang-Mills fields, 
the gauge group f§ is a Lie Hilbert group and A (P,C) is actu
ally the Lie algebra ofthis group.2l,2S 

v. GENERATING FUNCTIONS FOR GENERALIZED 
CANONICAL TRANSFORMATIONS 

The generating functions for canonical transformations 
of Hamiltonian systems arise as associated to the Lagrangian 
manifolds corresponding to the graph of the transformation 
in a symplectic product space. 11,17 If (PI,I1I) and (P2,112 ) are 
symplectic manifolds, a symplectic structure 1112 is defined 
on the product manifold PIX P2 by 11 12 = tr1' 11 I - 1T'f 112, 
where 1Ti :PI XP2-+Pi (i = 1,2) are the canonical projections. 
Then ¢:(PIJI1 I )-+(P2 0112) is a symplectomorphism if and 
only if its graph is a Lagrangian submanifold of 
(PI xP2,l1d. I 1,17,26 Before trying to generalize the concept 
of generating function we establish a similar property char
acterizing the canonical transformations for presymplectic 
systems. 

Theorem 10: Let (Pi ,si,I1J, i = 1,2, be two canonical 
regular systems. A pair of diffeomorphisms ((/),¢ ), (/):P I-+P2' 
¢:SI-+S2 is a canonical transformation if and only if (i) 
(/) 0 jl = j2 0 ¢, where ji :Si-+Pi are the imbeddings of the 
submanifolds into the symplectic manifolds (Pi ,I1/); and (ii) 
graph (/) is an isotropic submanifold of (PI xP2,1112). 

Proot Let t denote the canonical injection t: 
graph ¢-+S I X S2 and i the canonical injection 
i:graph (/)-+PI XP2• The map j:graph ¢-+graph (/) defined 
by j(x,¢(x))=(jl(x), (/)(jI(X)), 't/xeSI is such that 
VI Xj2) 0 t = i 0 j. The map i 0 j:graph ¢-+PI XP2 is an im
bedding and 

(i 0 j)*1112 = 1T(111 - (/) *112). 

Consequently (i 011*11 12 = 0 if and only if 1T 
X(I1 I -(/)*112)=0. 

We recall that if k:I-+P is an isotropic submanifold of 
the symplectic manifold (P,I1), then k *11 = 0, and if 0 is a 
locally defined one-form such that 11 = dO, the one-form 
k *0 is closed and there will be a locally defined function S on 
I with dS = k *0. Such a function S is called a generalized 
generating function for the isotropic submanifold 1. The im
portant point to be remarked is that the generating function 
for Lagrangian submanifolds describes the local structure of 
these, II whereas the generalized generating functions for iso
tropic submanifolds only partially describe such submani
folds. We can, however, define generalized generating func
tions for canonical transformations of presymplectic 
systems in a similar way as in the classical case of canonical 
transformations for Hamiltonian systems. 

With the same notations as in Theorem 10, if ~ I and 
~ 2 are two neighborhoods in PI and P2 , respectively, in 
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which one-forms Oi' i = 1,2 are defined such that dOi = n i, 
the one-form 0 12 = 171 01 - 111 O2 defined in 
~ 12 = ~ I X ~ 2 satisfies n 12 = d012. The relation between ° I and 41*02 for a canonical transformation of (P ,s,n ) is giv
en by the following theorem. 

Theorem 11: Let 41:Pc",P2 be a map such that there 
exists ¢:SC .... S2 with 41 0 jl = j2 0 ¢. Then, we have the fol
lowing. 

(i) (41 ,¢ ) is a canonical transformation if and only if there 
is a function G locally defined on graph ¢ such that 
(i ° J)*Ol2 = dG. 

(ii) (41,¢ ) is a canonical transformation if and only if there 
is a function F locally defined on SI such that J"r 
X (01 - 41*(2 ) = - dF. 

(iii) In the case of (41,¢) being a canonical transforma
tion, there exist connected neighborhoods 'Y in SJ and ~ in 
graph ¢ such that Gop - F is constant, where p is the in
verse of the restriction of 1T I to ~ . 

Proof: (i) The submanifold graph 41 of P J XP2 is isotrop
ic if and only if 0 = (i ° J)* n 12 = d (i ° J)*012 and therefore iff 
there exists a function G locally defined on a neighborhood 
~ in graph ¢ for every point in graph ¢ with 
(i ° J)*0121"U = dG. 

(ii) The canonicity condition J"r(41*n2 - n J) = 0, when 
restricted to ~ I X ~ 2, becomes the closedness of J"r 
X (41 *02 - ( 1) on a neighborhood 'Y in SJ such that 

j I( 'Y) C ~ In41 - I( ~ 2)' It is equivalent to the local existence 
of a function F on 'Y with 

(iii) Let p be the inverse map for the restriction of 1T I to 
graph¢. 

Then, p* dG = J"r(OI - 41*(2) = dF and therefore 
Gop - F is constant. 

Definition 9: The functions F and G locally defined as 
above on SJ and graph ¢, respectively, will be called Poin
care and Weinstein generating functions for the canonical 
transformation (41,¢). 

These functions are but generalizations of the corre
sponding concepts for Hamiltonian systems17

•
24 and they ad

mit extensions to open neighborhoods in PI and graph 41, 
respectively, as shown in the following proposition. 

Proposition 3: With the notations of Theorem 10, if 
{sil~= I is a set of independent functions defining 'Y in PI 
and {~il~= I isanotherdefining¢ ('Y)inP2, then we have the 
following. 

(i) The neighborhood ~ = p('Y) in graph ¢ can be de
fined in graph 41 by the set { 7]i l ~ = I of independent functions 
given by 7]i = 171s i + 111 ~i. 

(ii) There exists a function G defined on 
j ° p('Y)Cgraph 41 such that i*0121 = dGlgra h.J. and _ Braph~ P Of' 

j*G=G. 
(iii) There exists a function F defined on a neighborhood 

r of PI such that rnCI = 'Y,J"rF= F, Gop - Fis con
stant, and (41*02 - Ol)k = dF1c,· 

Proof: (i) Let (y,41 (y)) be an element of graph 41. Then, 
from the identity 

7](y,41 (y)) = (171 s i + 171 ~ i)(y,41 (y)) = s i(y) + ~ i(41 (Y)), 
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it follows that 7]i(y,41 (y)) = 0 (i = 1, ... ,k) is equivalent to 
Y E 'Yand 41(y) E 41 ('Y). 

(ii) Let G. be an arbitrary but fixed extension of G to 
j(,o( 'Y)). Every extension G can be written as 
G = G. + l:~= 1/;7]i and therefore 

_ k 

j*G = j*Ge + L (f; 0 j)(7]i oj) = j*G. = G. 
i=1 

Finally, sincej*(i*Od = j*dG and using Lagrange's multi
plier theorem, we can conclude that i*0121"U = dG1"U· 

(iii) LetF. be defined as Fe = G. ° p, anddefiningFon a 
neighborhood r of SI in PI by means of 
F = Fe + l:~ = I (f; ° pIs i, such a function F is such that 
J"r F = F, and furthermore, 

k k 

dF= dFe + L d(f; 0 p)Si + L (f; Op)dsi =d(G op), 
i=1 i=1 

where the functions t i and 7]i defining 'Y and ¢ ('Y) have 
been assumed to be chosen as S i = 7]i 0 p. Finally, since 
J"r(OI_- 41*(2 ) = dF =J"r dF we obtain (01 - 41*(2)lr 
=dFjr. 

Before ending this section we want to remark that even 
ifF and G seem to play the same role as the classical Poincare 
and Weinstein generating functions, they only define locally 
a symplectic transformation. The point is that in some cases 
they define a global symplectomorphism 41:Pc .... P2• This 
case was the one considered in Ref. 24 but it is not the general 
case in which we are only capable of relating the coordinates 
of the points in S I with those of S2' The next section is devot
ed to explaining how to get the explicit form of ¢:SC· .... S2 
from the generating function G (or G ) as well as to presenting 
some remarkable results concerning the generating func
tions F and G. 

VI. LOCAL PROPERTIES OF GENERATING FUNCTIONS 

In this section we will analyze the local reconstruction 
of a generalized canonical transformation ¢ E Can C start
ing from its Weinstein generating function, as well as its rela
tion with the corresponding generating function in the re
duced phase space. Let (Pi,COn;), with i = 1.2, be two 
coisotropic regular systems. Then. it is to be remarked that if 
(41.¢) is a generalized canonical transformation between 
(PI,CI,n l) and (P2,C2.n2), then graph ¢ is an isotropic sub
manifold of (PI xP2,nd while CI X C2 is a coisotropic sub
manifold. The canonical projection of Ci on the correspond
ing reduced space will be denoted 7] i instead of the more 
cumbe:som~e notation 1T C,' The reduced phase space ~ 
~ I X C2 and the projection on the reduced phase space 
CI X C2 is denoted n:cI X C2-C;XC;, which coincides 
with 7] I X 1)2' y" e also ~ec~ll that if ~ is a symylectomorphism 
between (CI,n l ) a!.ld (Cl,n;). the set g!aph ¢ is a Lagrangian 
submanifold of (CIXC2,nd with n l2 defined usually as 
hl2 = 171' hi -171 h 2 , where 17-i:(;1 X (;2-(;1 (i = 1,2) is the 
canonical projection. With these notations, we can state the 
following proposition. 

Proposition 4: Let G be a locally defined Weinstein func
tion for the canonical transformation (41,¢). Then, there ex
ists a Weinstein g~n~rati!.lg function G for the reduced sym
plectomorphism ¢:CI-C2 such that G = n*G. 
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Proof: If '0; and 0; are locally defined one-forms such 
that dB; = iJ; and dO; = fJj, the identity 7]r nj = it fJ j im
plies that there are locally A defined functions/; on neighbor
hoods of the Cj 's with 7]1' 0; = i1' OJ + d/;. If 0; is defined as 
0; = OJ + d11if fj, where 1Tij:Pj_Cj denotes the projection 
along the fiber structure of P j over Cj , thenj1' 0; = 7]1' 'OJ' 
Let G be the Weinstein generating function defined in Sec. V 
using the one-form 0;2 = tr1' 0; - 1Tt 0 ~. The follow
ing relation holds locally: 7*VI Xj2)*0 12 = dG. If i is 
the natural inclusion of graph ¢ in (:1 X (:2' we have 
ion = no 7 and frj 0 no 7 = 7]j 01Tj (i = 1,2). Conse
quently, the one-form el2 defined by el2 = i71' '01 - frt '02 

defines a generating function G such that n *dG = dG be
cause 

n*dG = n*7*eI2 = (7]1 0 1TI)*BI - (7]2 0 1T2)B2 

= 7* 0 VI Xj2)* 0;2 = dG. 

As a straightforward consequence we can state the fol
lowing corollaries. 

Corollary 2: In the same conditions as the above propo
sition, we can find Poincare generalized generating func
tions for,p and ¢, respectively, that are related by F = 7]T F. 

Corollary 3: Let CZr I be a coordinate neighborhood of a 
point XI E CI in PI and (qI, ... ,qn, PI, ... ,Pn) be Darboux co
ordinates such that the equations PI = ... = h = 0 locally 
define ClnCZr I' Then, there is a Poincare generating function 
such that aF /aqj = 0, i = l, ... ,k, for each canonical trans
formation. 

Proof It is an obvious consequence of the form 
F = 7]T F because of the tangency of the vector fields 
{a/aqj}~= I to the kernel of iT fJI in CI' 

This fact is worthy of note: the generating functions F 
do not depend on the gauge variables. 

Before studying mixed generating functions for gener
alized canonical transformations we introduce some nota
tions. The neighborhoods of Pj in which OJ is locally defined 
will be denoted by CZr j (1 = 1,2). By XI = (ql, ... ,qn ,PI, ... ,Pn) 
we mean a set of canonical coordinates for CZr I such that the 
set r I = CZr InCI is defined by the vanishing of the first k p's. 

Lemma 1: Let (CZr I'XI) be a canonical neighborhood of 
m l E CI as defined above. For every canonical transforma
tion (<P,,p) from (PI,CI,fJ I) to (P2,C2,fJ2), there exists a ca
nonical neighborhood (CZr 2,X2) of ,p (m d such that 
,p(rl )cCZr 2C<P(CZr I) and if X2=(QI, ... ,Q",PI, ... ,Pn), we 
have Qjo,p=qj, i= l, ... ,n and Pk + j o,p=Po 
i= 1, ... ,n - k. 

Proof The point is that as <I> is not a symplectomor
phism, <I> ( CZr I) is not a canonical neighborhood. We remark 
that,p (r tl C Cz because,p (CI) C C2• There exists a canonical 
neighborhood CZr I of,p (m din P2 such that CZr I = <I> (CZr d, but 
what we need is that ,p ( r I) C CZr I C <I> (CZr d, and it can be 
found as follows: ,p (r d is a coisotropic submanifold of 
(P2,fJ2) and we know that there is a tubular neighborhood 'lr 
of,p (r din (P2,fJ2) symplectomorphic to a tubular neighbor
hood of the canonical coisotropic imbedding of,p (r I)' Then, 
we can choose CZr 2 = <I> (CZr tln'lr and the coordinate func
tions given by those of the coisotropic imbedding using the 
identification by the local symplectomorphism, and on 
,p (rl ) the set of coordinates given by 
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Q j = qj 0 ,p -I, P; = pj o,p -I. This is a canonical set satisfy
ing the required conditions. 

Instead of using the projection of graph ¢n( CZr 1 X CZr 2) on 
r 1 we can also project on other sets and in this way we can 
define generating functions that are not of type I. The neigh
borhood CZr 12 = CZr 1 X CZr 2 is identified with an open set of 
R2n XR2n via the map XI XX2' IfwethinkofR2n XR2n as the 
product RnXRnXlRnXRn, each factor being labeled by a 
number a = 1, ... ,4, the map that projects canonically in the 
iXj factor will be called ~j . So we can construct the follow
ingsix functions from CZr 12 to RnXRn, {~j = ~j 0 (X1XX2)}. 
This family of functions defines a family of functions para
metrized with different sets of variables associated by the 
Weinstein function defined on graph,p that we will denote 
by Fij = G(~j)-I when (~j)-I exists. The first functionFI2 is 
the coordinate representation of the usual Poincare generat
ing function for (<P,,p), and the last one, F34, the Poincare 
generating function for (<I> -I,,p -I). The other ones are the 
generalized mixed generating functions of type (ij) for (<P,,p) 
and their main properties will be described in the theorem 
below. There is an important point to be remarked here, on 
the definition of the mixed generating functions Fij' We have 
pointed out that it is necessary that there exists (~j) - I and 
this is equivalent to the fact that the submanifold graph ,p in 
PI XP2 is transverse to the function ~j; that is, denoting by 
Tij (P) the set of points which are mapped in P E Rn X Rn by 
~j,Tij(P) = ~j - 1(P),p E ~J( CZr d, graph ,p will be transverse in 
the point (x,,p (x)) E graph,p to ~j if 

1(x,~(x))graph <Pffi 1(x.~(x))Tij(~j(x,,p(x))) = 1(x.~(x))(PIXP2)' 

If it occurs we will be able to parametrize locally the sub
manifold graph,p (or graph <1» by means of the function ~j 
and then there will exist ~j - 1 . Using these conditions in the 
following we can state Theorem 12. 

Theorem 12: With the notation defined above, if(<P,,p ) is 
a canonical transformation from (P1,C1,fJd to (P2,C2,fJ2), lo
cally we have 

i= k + 1, ... ,n, 

Pj = - ~ci~, i = k + 1, ... ,n, 

FI3 being the mixed generating function of type (1.3) for the 
transformation. 

Proof The proof is a simple matter of computing the 
coordinate expression of the Weinstein generating function. 
That is, since 

n n 

0 12 = tr1' 01 - 1T1 O2 = I pj dqj - I Pj dQ;, 
;=1 j=1 

then 
dF12 = (1'13)-1* dG 

= (1'I3)-I*(I(pj dl- Pj dQj)) 

and then 

i=k+ 1, ... n 

and 

_ aF13 =p. . k 1 
• ' 1= + , ... n. 

aQi 
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Finally, by the construction of the canonical neighbor-
hood %'2 in P2 we have that Pi 0 cf> = Pi' 
i = k + 1, ... n,Qi 0 cf> = qi, i = 1, ... ,n. 

There exists a similar theorem for each mixed function 
F I4,F23, and F24, and it is very interesting to notice that they 
define locally the canonical transformation only for 
(n - k) X (n - k ) variables on thesubmanifoldC I . In the par
ticular case of the mixed function of type ( 1,4), the equations 
before become 

a~~4 = Pi! i = k + l, ... ,n, 

_ aFI4 = Q. k 1 ap. I' i = + , ... ,n, 
I 

showing that the gauge ambiguity does not permit the com
plete reconstruction of the transformation on the manifold 
C1 from the generating functions. 

The extended generating functions G,P, defined in Sec. 
V, give locally a symplectomorphism (~,cf> ) such that it coin
cides with tP in r I' but in general, as pointed out in Sec. IV, it 
will not be possible to extend such a symplectomorphism to a 
global one, and it will not be possible to construct smoothly a 
set of such functions such that their graphs overlap correct
ly. 

VII. CONCLUSIONS 

We have introduced the concept of canonical transfor
mation that generalizes the concept introduced for regular 
systems (see, e.g., Ref. 11), time-dependent systems,24 and 
canonical systems.9 The generalization is based on Theorem 
3 where the possibility of finding a symplectic manifold Pin 
an essentially unique way is shown, such that the final con
straint submanifold C is coisotropically imbedded in P and 
for any dynamical vector field r compatible with C there is a 
(no uniquely defined) vector field on P with the same restric
tion on C (up to identification of C with its image). Further
more, the result of Theorem 7 shows the possibility of study
ing the canonical transformations using only their local 
structure and the crucial point is that every canonical trans
formation defines a symplectic transformation in the (sy~ 
plectic) reduced space and it is possible to define canonical 
transformations of the presymplectic space that are trivial 
on the quotient space; they will be called gauge transforma
tions. In fact, if we start with a gauge theory as is usually 
meant it will be a presymplectic system and the group of 
gauge transformations as defined above coincides with the 
gauge group of the theory. 

It is remarkable that the equations of motion can now 
be considered as a one-parameter family of canonical trans
formations. Moreover, the equation for the determination of 
the generating function is but the generalized Hamilton-Ja-
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cobi equation. These and other applications will be given in a 
subsequent paper. 
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Integrable Hamiltonians with velocity-dependent potentials, including those of Fokker-Planck
typeH = !(p; + p;) + Kx Px + Ky Py' are constructed from integrable Hamiltonians of type 
H = ! (p; + p;) + V(x,y) using certain canonical and noncanonical transformations. Some of the 
Hamiltonians obtained this way are integrable only for zero energy. Candidates for the f/> 
potential, which is of interest for Fokker-Planck models, are constructed in several cases. 

I. INTRODUCTION 

The concepts of integrability have been applied to an 
increasing number of physical systems. Recently the integra
bility of Fokker-Planck-type Hamiltonians 

H=!QiiPiPi +Kipi (1.1) 

has received attention. 1,2 Many statistical systems can be de
scribed by a Markov process whose probability density P 
solves the Fokker-Planck equation. In the weak noise limit 
one can make a semiclassical-type approximation for P and 
in that limit the equation for the stationary probability den
sity reduces to the form 

(1.2) 

where f/> is the nonequilibrium potential (action).1 Equation 
(1.2) can now be interpreted as the zero-energy Hamilton
Jacobi equation for the Hamiltonian (1.1). 

Of particular interest in this context is the relationship 
between the integrability of the Hamiltonian (1.1) and the 
existence of a smooth nonequilibrium potential f/>. If the Ha
miltonian H is integrable we can construct solutions of (1.2) 
directly: From H and the N - 1 other invariants we can 
solve for Pi in terms of the qj'S and then the Hamilton
Jacobi theory states that Pi = aif/>, from which f/> can be 
integrated. The solution can be interpreted as a nonequilibri
um potential,I,2 if first Qjj is positive semidefinite, and sec
ond f/> is real, bounded from below, approaches infinity as 
Iqj 1-00, and is stationary on the limit sets of iIj = Ki • This 
last condition implies that the invariants are given the con
stant values corresponding to pj = 0 (see Ref. 2). In the fol
lowing we solve for f/> in several cases using this necessary 
condition. All solutions will be called f/> potentials regardless 
of whether or not they satisfy all of the additional conditions 
mentioned above. In fact some of the models below cannot 
be interpreted as weak-noise limits of Fokker-Planck mod
els, nevertheless the results still illustrate the connection 
between integrability of (1.1) and the solutions of (1.2), which 
is one of the main concerns ofthis paper. 

Another physically interesting case similar to (1.1) is the 
Hamiltonian 

(1.3) 

In suitable units it describes the motion of a particle in an 
electromagnetic field, whose vector potential is A, and scalar 

potential v. Very few integrable models of this type are 
known; some results in this direction have been obtained in 
Ref. 3. In the following we will discuss the results from this 
point of view as well. 

In this paper we will construct several integrable 
Fokker-Planck or electromagnetic-type Hamiltonians, We 
will only consider two-dimensional systems and often trans
form the results in the form where Q = /, i.e., so that the 
Hamiltonian has either the form (1.3) or 

H = !(p; + p;) + PxKx + pyKy. (1.4) 

The models that we present have not been found by brute 
force searches but rather by using certain transformations on 
already-found integrable Hamiltonians of type 

(1.5) 

The power of this approach has been shown in previous pub
lications,4 where, for example, the integrability of the Holt 
and Fokas-Lagerstrom Hamiltonians were shown to follow 
from that of the Henon-Heiles and I' potentials. An interest
ing feature of these transformations is that although the Ha
miltonian changes in a very controlled fashion, the change in 
the new invariant can be more impressive. The point is that 
often these transformations mix coordinates and momenta 
and therefore they can change the order of the invariant (see, 
e.g., Ref. 4), and even generate rational invariants from po
lynomial ones. Thus we get integrable models with second 
invariants whose P dependence we might not have guessed. 

The results given in this paper can be divided into four 
groups: (1) models that follow from standard-type Hamilto
niansby a gauge transformation, forthemKi = -! ajf/>; (2) 
models obtained from Toda-type potentials; (3) models that 
follow from any integrable homogeneous potential V (x, y), 
yielding Kx =xV(x,y) and Ky =yV(x,y); and (4) models 
that follow from quartic standard-type Hamiltonians via a 
more complicated set of transformations, they will have qua
dratic Kx and Ky. It will tum out that the same ordinary
type integrable Hamiltonian can give rise to several different 
Fokker-Planck or electromagnetic models. The transforma
tions used in groups (1), (2), and (4) preserve integrability at 
any energy, while for (3) we obtain integrability only at zero 
energy. For groups (2) and (3) the results can be interpreted 
also as electromagnetic Hamiltonians. 
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II. THE EFFECT OF GAUGE TRANSFORMATIONS 

Let us start with the Hamiltonian (1.5), which we as
sume to be integrable. The simplest method for obtaining 
Fokker-Planck-type integrable models is to solve for the <P 
potential from the equation 

W,,<P)2 + (ay<p)2 + 8V(x,y) = O. (2.1) 

If a well-behaved solution exists and we then make the ca
nonical gauge transformation 

px = Px - ! ax <P, Py = Py - ! ay <P, (2.2) 

the standard-type Hamiltonian (1.5) will change to the form 
(1.4), with K; = -! a/<p, i = x,y. In this case the order of 
the invariant does not change. 

As examples of systems obtained this way let us consid-
er 

(2.3) 

hence 

Kx = -xy, Ky = - (!x2 + 3ay2). (2.4) 

The corresponding V is 

V(x,y) = - (x4/8 + (1 + 3a)/2x2y2 + 9a2/2y4), 

which is known to be integrable for a = - A, A, and ~ [Ref. 5, 
models (4)2, (4)3', and (4)4', respectively]. Using the transfor
mation (2.2) we get the second invariants of the Fokker
Planck system (1.4) with (2.4), 

/(a= -!)=YPx -XPy' 

/(a =!) = Px Py - !(x2 + y2)px - xy Py' 

/(a=~)=xpXPy -yp; -!x3px _x2ypy. 

Next consider 

<P = a(x2 + y2) + b /2(X4 + 6x2y2 + y4), 

which leads to the corresponding V, 

V (x, y) = _! a2(x2 + y2) _ ab (x4 + 6x2y2 + y4) 

_! b 2(X6 + 15x4y2 + 15x2y4 + y6). 

(2.5a) 

(2.5b) 

(2.5c) 

This Vis a sixth-degree generalization of the integrable mod
els (3)2' and (4)3 of Ref. 5, and is therefore integrable. The 
corresponding Fokker-Planck-type model has 

Kx = - ax - b(x3 + 3xy2), 

(2.6) 

/=PXPy +KyPx +Kxpy· 

Note the simple form of the invariant, which also holds for 
/ (a = A) above, and can in fact be extended to any system of 
the form 

Kx = f'(x + y) + g'(x - y), Ky = f'(x + y) - g'(x - y), 
(2.7) 

<P= -2{f(x+y)+g(x-y)}, (2.8) 

The <P potentials that were given above were used to 
construct the integrable model by way of (2.2), but they are 
not the only potentials associated with these integrable 
Hamiltonians. Let us therefore take a closer look at the prob
lem of constructing <P potentials for H = 0, / = O. Solving 
for Px' say, from (2.6) and substituting it to the Hamiltonian 
(1.4) yields a fourth-order polynomial in Py ' whose roots are 
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Py=o, Py = -2Ky' Py = -Ky±Kx' (2.9) 

From these, <P can be solved by virtue ofthe integrability of 
the system. The first gives the trivial solution, and the second 
(2.8), which was used to construct the system by the gauge 
transformation (2.2). The last pair gives two additional po
tentials, for which K; 1= - ! a; <P, namely 

<P + = - 2g(x - y), <P _ = - 2f(x + y). (2.10) 

Similarly for the slightly less trivial a = j case we get 
from (2.5c) 

Py = Px(Y Px -! x 3 )1(x Px - x 2y) 

and substituting this into the Hamiltonian we get an equa
tion whose roots are 

Px = 0, Px = 2xy, Px = xy ± xl! x 2 + y2)(X2 + y2)-1/2. 
(2.11) 

The second root corresponds again to the original potential, 
in this case (2.3), while the last pair yields 

<P = {3x2y + 4y3 ± (x2 + 4y2)(X2 + y2)1/2}/6. (2.12) 

The above steps for obtaining the <P potential can be 
applied to many of the following models. Sometimes the sec
ond invariant factors nicely and each factor yields a polyno
mial potential while in the typical case a polynomial (in 
Px' Py' x, and y) invariant gives potentials that are only inte
grals of algebraic functions in x and y. It is probable that only 
some of these potentials have the extremal property dis
cussed in the Introduction. But we have not investigated 
that. 

III. TODA-TYPE POTENTIALS 

As the next type let us consider the Toda potentials. For 
the purposes of this paper we are only interested in the so
called free end lattice. After eliminating the center of mass 
motion the Hamiltonian can be put in the form 

H = !(p; + p;) - eax +
cy _ ebx +

dy. (3.1) 

This can further be scaled and rotated so that, e.g., 
c = d = l,a >0,anda2>b 2,aconvention which we adopt in 
the following. Another form that is sometimes more useful is 
obtained by the canonical transformation 

X=ax+y, Y=bx+y, px=aPx+bPy , 

Py = Px + Py , (3.2) 

which produces (after scaling) the Hamiltonian 

H = !(aPi - 2PxPy + (3Pt) - ~ - eY
, (3.3) 

where a = (a2 + 1)/(ab + 1), {3 = - (b 2 + 1)/(ab + 1). 
(This does not apply to the separable case b = - 1/a.) The 
Hamiltonian (3.3) was studied in Ref. 6 and it was found 
integrable for a = 2, {3 = 2, 1, and~, corresponding to 

a = {3, b = - {3; a = 3, b = - 2; 
(3.4) 

a = 3{3, b = - 5/{3; 

and having invariants of order 3, 4, and 6, respectively. 
Equation (3.3) is also transparent for creating Fokker

Planck-type Hamiltonians. There are now two canonical 
transformations that can be used for that purpose, namely 
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X= u + log(pu)' Px =Pu' 

Y=v+log(pv)' Py=Pv' 

leading to 

H. =!(ap! -2puPv +pp~)-eUpu -evpv, 

and 

X=u+log(pu +Pv)' Px =Pu' 

Y = v + log(pu + Pv), Py = Pv, 

(3.5a) 

(3.5b) 

(3.6) 

(3.7) 

Hd = !(ap! - 2pu Pv + P p~) - (eU + eV)(pu + Pv)· 

(3.S) 

Before going into the specific integrable cases let us note 
that we can immediately construct two 4> potentials to the 
Hamiltonian H., namely 

4>.1 = 2/aeu, 4>.2 = 2Ipev. (3.9) 

Since these 4> 's will stay potentials in a canonical point trans
formation, this will be an easy way to construct potentials for 
systems of type (3.6), where we can even have arbitrary func
tions of u and v, respectively, in place of eU and eV. This result 
illustrates also the fact that the existence of a solution to (1.2) 
is a much weaker condition than integrability, since two so
lutions can immediately be constructed for any system of 
this type, but only in rare cases is the system integrable. Both 
of the potentials (3.9) are also smooth and bounded from 
below, but we leave open the question of which parameter 
values provide systems where these potentials satisfy the ex
tremal properties mentioned in the Introduction. 

Let us now consider the special case a = - b = J3 or 
a = P = 2. The Hamiltonian (3.3) has in that case the second 
invariant 

/(j3 = 2) = P'iPy - PxP2y + PxeY - pY~' (3.10) 

When the transformation (3.5) is applied to this invariant it 
becomes 

/(j3 = 2). = Pu Pv(Pu - Pv - eU + eV). (3.11) 

The transformation (3.5) is valid for any energy so the system 
a = P = 2 is integrable for any energy and for any value of 
the constant of motion I. 

When we construct the 4> potential we need to consider 
only those values of the energy and the constant of motion 
corresponding to Pu = Pv = 0, i.e., E = 0, / = O. Since / in 
(3.11) has three factors we can obtain at least three potentials 
for / = 0: The cases corresponding to Pu = 0 or Pv = 0 were 
obtained before directly, for the third case we solve for Pv 
from the third factor and substitute it to the Hamiltonian 
(3.6) to obtain 

p~ - 2eU Pu + e2u - eU + v = O. 

The two solutions to this provide us with two additional 
potentials 

4> = {e(1I2)u ± e(1I2)V) 2. (3.12) 

Similar calculations can be done to the remaining five 
Fokker-Planck systems and the calculations get progres
sively more difficult. The potentials that were obtained di
rectly appear as special cases, but for the other cases one 
needs to solve a higher-order equation for Pu and then inte-
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grate it. It is not clear whether any single-valued potentials 
would be obtained this way. We will therefore just quote the 
invariants for the remaining integrable cases of (3.3) from 
which the interested reader can start with the canonical 
transformation (3.5) or (3.7) (for each case a = 2): 

/(j3= 1) = 4P'iP2y - 4PxPt + pt 
+ SeYPXPY - 4P2y(~ + eY) + 4e2Y

, (3.13) 

/(j3 =~) = 4P~ - 12P~Py + 13P!P2y - 6P~Pt + P'ipt 

- 12P1(~ + eY) + 6P~Py(~ + 3eY) 

- 2P'iP2y(7~ + 3eY) + 2~PxPt 
+ 3P'i(4e2X + S~+ Y + 3e2Y ) 

- ~PxPy(2~ + 3eY) 

+ e2Xp2y - 4e2X(~ + 3eY). (3.14) 

The canonical transformations (3.5) and (3.7) preserve 
integrability at any energy and therefore the above results 
can also be interpreted (after a rotation) as electromagnetic 
Hamiltonians. In addition to (3.6) and (3.S) we can obtain 
still other kinds of models by making the log(p) translation 
in only one of the coordinates, i.e., using (3.5a) or (3.5b). Thus 
the same integrable Toda-type Hamiltonian produces the 
following integrable systems (where we have rotated back to 
Q = 1, and scaled): 

HSQ = !(p; + p;) - (Px - bpy)eQx+y - ebx +y, (3.15a) 

HSb = !(p; + p;) - (Px - apy)ebx +y - eQx+y, (3.15b) 

Hs = !(p; + p;) - (Px - bpy)eQx+y + (Px - apy)ebx +y, 
(3.16) 

(3.17) 

The second invariants for these systems can be obtained by 
applying the transformations (3.5a), (3.5b), and (3.7), respec
tively, on the invariants (3.10), (3.13), or (3.14) and then 
transforming back by (3.2), where now X and Y should be 
replaced by u and v. The canonical transformations (3.5) and 
(3.7) do not change the total order of the invariant, rather 
they will cause factorization, as was seen in the step form 
(3.10) to (3.11). 

IV. HOMOGENEOUS POTENTIALS 

Let us next assume that the integrable Hamiltonian 
(1.5) has a homogeneous V potential, whose degree M di1fers 
from - 2. Many such cases are known, see, e.g., Refs. 5 and 
7. In the following we will only need integrability at zero 
energy. In polar coordinates the Hamiltonian will be 

H=!p;+!r-2p~+,-Mv(O). (4.1) 

If we now make the canonical transformation 

r=R (RPR)\ Pr =PR(RPR)-k, 

o and P8 unchanged, the Hamiltonian (4.1) becomes 

H'=(RPR)-2k{!p~ +!R -2p~ 

+ (RPR)k(M+2) R MV(O)). 

(4.2) 

(4.3) 

Apart from the overall factor this will be of the form (1.4) (in 
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polar coordinates) if we choose k = 1I(M + 2). (Here we 
need the assumptionM =1= - 2.) As we mentioned in the In
troduction one is often interested in integrability at zero en
ergy and then the above overall factor can be ignored. Thus 
at zero energy the integrability of(4.1) implies the integrabi
lityof 

H = !(p! + p;) + PxxV(x,y) + Py yV(x,y). (4.4) 

Here the transformation mixes p's and q's so its effects on 
the invariant are interesting. 

To be specific let us consider V = - ax2 - by2, which 
is integrable: 

1= p! - 2ax2
• (4.5) 

We now apply the transformation (4.2) with k = A and obtain 

Kx = - ax3 
- bxy2, Ky = - ax2y - by3, (4.6) 

1= (xPx +YPy)-1/2(p! -2ax2(xpx +YPy))' (4.7) 

Now the invariant involves a square root and therefore we 
should actually take I 2 as the new invariant. In this way the 
simple polynomial invariant (4.5) becomes a rotational in
variant. For this example we have also found two cP poten
tials for I = 0, 

(4.8) 

Most of the known integrable homogeneous potentials 
have an invariant that is polynomial in P (see Refs. 5 and 7). 
In such a case one can show in generalS that the invariant is 
of the form 

[NI2JN-2n 
1= 2: 2: P': P: - 2n - m d m,N - 2n(x, y), (4.9) 

n=O m=O 

where d m,_ is a homogeneous function of x and y with degree 
nc + ! M (N - s), where nc is an integer, O..;nc";N. When the 
transformation (4.2) is applied to (4.9) it gives 

1 - ( + )lnc-N)/IM+2) - XPx YPy 
[NI2JN-2n 

X 2: 2: p,:p:- 2n - m(xpx +pyt dm,N-2n(x,y). 
n=O m=O 

From this we see that depending on the numbers nc , N, and 
M, the invariant can have a rather bad rational dependence 
on the momenta. Clearly the integrability for these K; could 
not be found by using a polynomial ansatz and even for ra
tional ones one would have needed rather high powers. Con
sidering the simple form of the Hamiltonian (4.4) this sug
gests that there are still many more integrable models, with 
rather complicated second invariants, which are waiting to 
be found. 

As a model whose invariant is not even rational in mo
menta let us consider 

(4.10) 

which was found integrable in Ref. 8. Let us now make the 
canonical transformation (4.2) using k = !. Since the poten
tial is of degree zero the energy of (4.10) does not have to be 
zero, rather it will transform to a coupling constant, provid
ing an example of partial coupling constant metamorpho
sis.4 The resulting zero-energy Hamiltonian is singular at 
y = 0 and therefore, following Ref. 2, we will make a further 
canonical transformationy = 1IY, Py = - y2py. The new 
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integrable (at zero energy) Fokker-Planck-type Hamilton
ian is finally 

H = !(p! + y4 p;) + ( - ex + x 2y)px + (ey - xy2)pY' 
(4.11) 

Even though the Hamiltonian (4.11) looks quite harm
less, its second (and third) invariants can be expressed only in 
terms of the parabolic cylinder functions W (see Ref. 8), e.g., 

1= z/(2y){ pylzW(! je,pJz) + 2W'(! je'PxlzW, 
(4.12) 

where we have denoted z = (x Px - Y py)1/2. This invariant 
could still have branch-type singUlarities due to the square 
root in z. To avoid these we must choose for Wan even or 
odd solution (YI or Y2 of Ref. 9), rather than a standard solu
tion W + or W _ used in Ref. 8. This will take care of the term 
in curly brackets, but due to the overall z factor we should 
actually take I 2 as the invariant. Another invariant would be 
I (y +)11 (y _). The question of constructing the cP potential is 
left open. 

If the potential also has a piece whose homogeneous 
degree is - 2 the above transformation can still be carried 
out, and since r- 2 transforms like P; we see that this addi
tional part of the potential will not change at all. Thus at zero 
energy the integrability of 

H = !p; +! r-2 p~ + ~v(O) + r- 2w(O) (4.13) 

implies the integrability of 

H = !p; + ! r-2p~ + (rPr)~v(O) + r-2w(O). (4.14) 

Even though these Hamiltonians are only integrable for zero 
energy the system can be relevant for the motion of real par
ticles if the w potential is negative enough to bind the motion. 

Models with r- 2-type additional pieces were discussed 
in Ref. 10, where they were used to construct higher-dimen
sional integrable theories. It was found that the additional 
term is usually x-2 or y-2 and in rare cases ax-2 + /3y-2. 
Reference 10 contains a table where the known potentials 
and invariants are given. 

v. QUARTIC POTENTIALS 

In this section we assume that the potential is quartic, 
i.e., that 

H = !(p! + p;) + ax4 + bx2y2 + cy4 (5.1) 

is integrable. Let us make the point transformation 

x =,JX, Px = 2,JX Px , y =,[Y, Py = 2,[Y Py, 
(5.2) 

and follow it by the P ++ q reflection 

x= -Pu, Px=u, y= -Pv' Py=v. (5.3) 

The resulting Hamiltonian is of the Fokker-Planck form 
with nondiagonal Q: 

H' = ap: + bpu Pv + cp~ - 2u2pu - 2v2pv' (5.4) 

Due to the simple form of Ku and Kv we can immediate
ly construct two different CP's for (5.4), just as was done in 
Sec. III: 

(5.5) 
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Again two potentials can be constructed for any value of a, b, 
and c, but the system is known to be integrable only for six 
ratios a:b:c. In this case the cP 's are not bounded from below, 
and furthermore Q is not positive definite for any of the inte
grable systems. 

Let us now apply this to the specific example of 

H = !(p~ + p;) + x4/6 + x 2y2 + y4/6, (5.6) 

whose second invariant is [case (4)3' in Ref. 5] 

1= Px Py + 2/3xy(x2 + y2). (5.7) 

After the transformations (5.2) and (5.3) the Hamiltonian 
and the invariant become 

H' = 1 (p~ + p;) + Px Py - 2x2px - 2y2py , (5.8) 

l' = (Px py)1/2(px + Py - 6xy) 2/3. (5.9) 

However, this invariant is not acceptable as it involves a 
square root. Thus we must take 1'2 as the new polynomial 
invariant. In principle there could also be the possibility that 
Px Py is a square of something on the affine manifold H = 0, 
but in the present case one can show explicitly that this does 
not work. 

In general a rotation of type (aa - /3r =1= 0) 

u = ax + /3y, Pu = (apx - rpy)/(aa - /3r), 

v = rx + ay, Pv = ( - /3px + apy)/(aa - /3r), 

will put the Hamiltonian (5.4) into the form (1.5). We fix this 
final rotation by requiring that Kx has nb y2 part. This de
fines the parameter values up to an overall factor, which we 
choose for convenience only. For the Hamiltonian (5.8) we 
take 

a = - r = i(3.J2)-1/3, /3 = a = _ (~)1/3, 

and these yield finally a Fokker-Planck-type Hamiltonian 

H= !(p~ +P;) + 4xypx + (_x2 + 2y2)py (5.10) 

and the invariant 

(5.11) 

Thus starting from a rather trivial integrable model 
(5.6) with an invariant (5.7) quadratic in P we have obtained 
through a sequence of canonical transformations the above 
integrable Fokker-Planck-type model with a fourth-order 
invariant. The order of the invariant had to doubled to elimi
nate the square roots. 

The above computations can be carried out also for the 
two other integrable models of type (5.6) [cases (4)4 and (4)5 
of Ref. 5]. The results are 

and 

1974 

Kx = x(i3J5x + 4y), Ky = 5x2 + 2y2, (5.12) 

1= (2px - iJ5py)(px - iJ5py)2(px + 5x(iJ5x + 2y)2), 
(5.13) 

I=(px -i5py)2[p~ -i2pxpy -P; 

+ 4(i5x2 + 2xy - i2y2) Px 

_ 4(2x2 _ i8xy + y2) Py _ 4(i2x + y)4] . 
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(5.14) 

(5.15) 

Note that the second invariants (5.11) and (5.13) factor
ize completely over the ring of polynomials of x and y. This 
gives us a straightforward method of obtaining cP potentials 
for 1= 0: For each linear (in p) factor of lin (5.11) and (5.13) 
we can solve for Px and Py at H = 0 without square roots 
and then a simple integration produces a polynomial CPo Our 
results are 

cP = !( ± ifiX - 2y)3 

or -!( ± ifiX - 2y)2( ± ifiX + y), 

cP = W[5X + 2y)3 or W[5X + y)3 

or - j 2(i[5X + 3y), 

(5.16) 

(5.17) 

for(5.11) and (5.13), respectively. From (5.15) only one linear 
factor can be extracted, although from (5.5) we know that 
there are two polynomial potentials 

cP = ~(i5x + y)3 and i(i2x + y)3. (5.18) 

We have not searched for the remaining potentials corre
sponding to the second factor of(5.15). 

All of the potentials above are complex and the imagi
nary unit is always associated with the x coordinate. It might 
therefore be appropriate to scale the systems (5.16), (5.17), 

and (5.18) by x = ikX,px = - iPx/k, with k = .J2,1IJ5, 1, 
respectively. In this way one obtains hyperbolic systems, 
whose invariants and potentials are all real and have integer 
coefficients. 
VI. CONCLUSIONS 

In the results above we have illustrated the fact that one 
can obtain many new integrable models using suitable trans
formations on old ones. This is quite economical and should 
always be tried when one applies the concepts ofintegrability 
in a new situation. Several transformations, canonical or 
noncanonical, have been applied previously in Ref. 4 to re
late the Holt and Henon-Heiles Hamiltonians, and in Ref. 
10 to generalize to any dimension some models that were 
previously found integrable in two dimensions. Some of the 
resulting Hamiltonian systems above were integrable only 
for zero energy, but that is sufficient for Fokker-Planck 
models, and sometimes for other systems as well. In other 
cases integrability at any energy was retained, which permits 
further applications, e.g., describing the motion of a particle 
moving subject to velocity-dependent forces. 
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An interrelationship between various representations of the inverse scattering transformation is 
established by examining eigenfunctions of Lax-pair operators of the sine-Gordon equation and 
the modified Korteweg-de Vries equation. In particular, it is shown explicitly that there exist 
Lax-pair operators for the squared-sum and squared-difference eigenfunctions of the Ablowitz
Kaup-NeweU-Segur inverse scattering transformation. 

I. INTRODUCTION 

In a series of analyses of the inverse scattering transfor
mation for typical nonlinear evolution equations, 1,2 we have 
shown that the Lax-pair operators L and A constructed by 
the Chen-Lee-Liu algorithm3 are nothing but the Lax-pair 
operators for the squared eigenfunctions of the Ablowitz
Kaup-NeweII-Segur scheme (in short the AKNS scheme). 
Although the eigenvalue problem for the squared eigenfunc
tions has been studied in the literature to prove the closure 
and orthogonality properties of the squared eigenfunc
tions,4,5 it was not shown before our studies that the squared 
eigenfunctions possess their own Lax-pair operators Land 
A. 

Recently, we have derived alternative Lax-pair opera
tors for the sine-Gordon equation,6 which stands for the 
squared-sum eigenfunctions of the AKNS scheme. Here, 
first, we are going to present another set of Lax-pair opera
tors for the sine-Gordon equation in the second section. We 
notice that this new set of Lax-pair operators stand for the 
squared-difference eigenfunctions of the celebrated AKNS 
scheme. 

Turning to the modified Korteweg-de Vries equation, 
we have shown that the Chen-Lee-Liu algorithm gives rise 
to the Lax-pair operators for the squared sum eigenfunction 
of the modified Korteweg-de Vries equation. Thus, we are 
led to examine the Lax-pair operator for the squared-differ
ence eigenfunction of the modified Korteweg-de Vries in the 
third section. 

II. LAX-PAIR OPERATORS OF THE SINE-GORDON 
EQUATION 

For the sine-Gordon equation in light-cone coordi
nates 

~e= sin e, at ax (1) 

following the Chen-Lee-Liu algorithm, we take an infinite
simal transformation 

(2) 

and linearize the given nonlinear evolution equation, which 
yields 

a2 

--q, = cos eq,. (3) at ax 

Defining a function cJ> by 

a 
cJ> = ax q" (4) 

we can express Eq. (3) in the form 

a at cJ>=A(_IcJ>, (5) 

where the temporal evolution operator is defined by 

A( _I = cos e J: co dy. (6) 

Since it will be shown later that Eq. (5) stands for the 
squared-difference eigenfunctions of the AKNS scheme, we 
attached the SUbscript ( - ) for the operator defined by Eq. 
(6). 

Corresponding to this operator A( _ I' we can construct 
an eigenvalue operator L( _I along the line suggested by the 
Chen-Lee-Liu algorithm, but skipping a step of deriving 
conserved densities. Assuming the operator L( _ I in the form 
of 

(7) 

where a is at most of order e 2, we proceed to determine L( _I 

on the basis of perturbational considerations. We express 

e(l) = L e~lexp(~ + mx). (8) 

cJ> (0) = L cJ> ~>exp( ~ + lex ). (9) 

Then, up to the second order in e, we can decompose the 
operators L( _ I and A( _ I according to 

LlO) - ~ Ll2) - 0(2) 
(-I - ax2' (-) - , (lOa) 

I
x e2 IX (0) _ (2) _ _ 

A(_) - dy, A(_) - - dy. 
-x 2 -00 

(lOb) 

A second-order expansion of the compatibility operator 
equation, 

a L (2) _ [A (0) ,L (21 ] + [A (21 ,L (01 ] ( 11) at (-I - (-) (-I (-I (-I' 

gives rise to 
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(at/»(21 = ,){lm + ~lm(~ + _k_)}O(\)O(IIt/>(OI. 
k,l,m t;;. 2 I + k k + m I m k 

(12) 

Hence, taking the inverse Fourier transformation, we get 

L~2~, =0; +0= f:codYOy, (13) 

where the suffix x denotes a partial differentiation with re
spect to x. It is straightforward to confirm that the eigenval
ue equation 

L(_It/>=A(-)t/>, (I4a) 

with 

(I4b) 

and the temporal evolution equation (5) form the Lax-pair 
operator equations for the sine--Gordon equation (1). 

Furthermore, we can explicitly show that the eigen
function t/> and the eigenvalue A( _) ofEq. (14a) are expressed 
as 

(15) 

in terms of the eigenfunctions VI' V2, and the eigenValue ~ of 
the AKNS scheme, 

g(~) = - i~ eJ 
:/~)=d(~J 

with the definition of 

g=( ~ 
-~ 

2 " 

~) 2 " 
a ' 
ax 

d = _,_. (c~s ° sin 0). 
~ smO cosO 

(16a) 

(16b) 

(I7a) 

(17b) 

That is to say, the Lax-pair operators L( _) and A( _I stand 
for the squared-difference eigenfunction t/> of the AKNS 
scheme. 

We have shown2 that the squared-sum eigenfunction 1/1 
defined as 

(18) 

possesses the Lax-pair operators L( + I and A( +) defined by 

and 

L( + ,1/1 = A( +) 1/1, (19a) 

a
2 J" a L(+I =-2 +0" dyOy-, ax - co ay 

a 
-1/1 = A( + 11/1, at 

~+) = foo dycosO. 

(19b) 

(20a) 

(20b) 

It is worthwhile to remark that Eqs. (20a) and (20b) are ad
joint equations ofEqs. (5) and (6). 
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III. ALTERNATIVE LAX-PAIR OPERATORS OF THE 
MODIFIED KORTEWEG-DE VRIES EQUATION 

Having found that the squared-difference eigenfunc
tion has its own Lax-pair operators for the sine--Gordon 
equation, we tum to examine a case of the modified 
Korteweg-de Vries equation, 

a 6q2a iP at q + ax q + ax3 q = 0, (21) 

for which the Lax-pair operators in the AKNS scheme are 
defined as 

and 

:/::) = de:) = (~ ~A )(:J 
with 

A = - i~3 + 2itf~, 
B = 49~2 + 2iq"t _ 2q3 - q"", 

C = - 49~2 + 2iq,,~ + 2q3 + q"". 

(22a) 

(22b) 

(23a) 

(23b) 

(23c) 

(23d) 

Following the Chen-Lee-Liu algorithm, we have shown 
that Eq. (21) possesses the Lax-pair operators L( +) and A( + I 

defined as 

(24a) 

(24b) 

(25a) 

(2Sb) 

The eigenfunction 1/1 and the eigenvalue A( + I are expressed 
in terms of the eigenfunction and eigenvalue of the AKNS 
scheme by 

1/1 = v~ + vL A( + I = - ~ 2, (26) 

namely, the eigenfunction 1/1 is the squared-sum eigenfunc
tion of the AKNS scheme. 

Referring to the case of the sine--Gordon equation, we 
construct the eigenvalue problem for the squared-difference 
eigenfunction 

t/>=v~-vi· 

Briefly, we obtain 

L( _It/> = A( _It/>, 

with 

(27) 

(28a) 

V.lchlkawa and K.lno 1977 



                                                                                                                                    

The corresponding temporal evolution is constructed from 
Eqs. (22) and (23) by 

(29a) 

with 

a3 a 
A(_) = - ax3 - 6q2 ax - 12qqx' (29b) 

Here, it should be observed that Eq. (29b) is nothing but a 
straightforward linearization of the modified Korteweg-de 
Vries equation. 

IV. CONCLUDING DISCUSSION 

In a series of analyses of structure of Lax-pair opera
tors, we have shown that, at least within the scheme of the 
Ablowitz-Kaup-Newell-Segur inverse scattering transfor
mation, the squared-sum and the squared-difference eigen
functions possess their own Lax-pair operators. In particu
lar, the temporal evolution operators of the squared-sum or 
the squared-difference eigenfunctions are identified by tak
ing an infinitesinal transformation of the given nonlinear 
evolution equations. Accordingly, we have established an 
interrelationship between the Chen-Lee-Liu algorithm and 
the Ablowitz-Kaup-Newell-Segur scheme. 

1978 J. Math. Phys., Vol. 26, No.8, August 1985 

However, our preliminary analysis of the inverse scat
tering transformation scheme ofWadati-Konno-Ichikawa7 

has failed to yield Lax-pair operators for their squared eigen
functions. Hence, we conjecture that the Chen-Lee-Liu al
gorithm is not able to construct Lax-pair operators for those 
highly nonlinear evolution equations which are shown to be 
integrable by the Wadati-Konno-Ichikawa inverse scatter
ing transformation. This is not surprising, because the 
Chen-Lee-Liu algorithm is based on perturbational analysis 
of nonlinear mode-mode coupling in constructing consis
tent eigenvalue operators. 

IK. H. lino, Y. H. Ichikawa, and M. Wadati, J. Phys. Soc. Jpn. 51, 3724 
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(Wiley, New York, 1983), p. 345. 
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On the convergence of the Rytov approximation for the reduced wave 
equation 

v. H. Weston 
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(Received 24 April 1984; accepted for publication 19 April 1985) 

The reduced wave equation.J u + k 2n2(x)u = 0 is treated where nIx) fluctuates about unity in a 
compact domain D, and is equal to unity in the region exterior to D. In the Rytov approximation 
the total field u(x) generated by an incident field ui (x) has the form u(x) - ui (x)exp ,p (x) where 
,p (x)ui (x) = (l/417')S D (eik Ix -YI /Ix - yl)k 2(n2 - l)u i (y)dTy. It is shown that under suitable 
conditions on nIx) and restrictions on ui (x), the approximation is a leading term of a convergent 
expansion holding for all x in D. This is in contrast to previous theory, which treated the Rytov 
approximation as an asymptotic expansion valid in the forward-scattered direction. 

I. INTRODUCTION 

The starting point for the analysis is the reduced wave 
equation 

.Ju + k 2n2(x)u = 0, x E R 3, (1) 

where the associated time dependence e - iwt of the quanti
ties is suppressed. The index of refraction nIx), a real bound
ed function, will be taken to be unity exterior to a simply 
connected bounded region D. The region D contains the 
scattering object. 

The total field u(x) consists of the sum of an incident 
wave ui (x) and a scattered wave US (x), 

u(x) = ui(x) + US(x) . (2) 

The incident field is produced by sources exterior to D, and 
therefore satisfies the nonhomogeneous equation 

.Ju i + kV =p(x), 

where the source term pIx) vanishes in D. For the case of 
plane wave incidence, pIx) vanishes everywhere. The scat
tered field US (x) satisfies the radiation condition for 
Ixl =r~ 00, 

lim (au
S 

_ ikus) = O. 
r~ 00 ar 
The Rytov approximation 1,2 is obtained in the following 

manner. The total field is decomposed in terms of a complex 
amplitude term and a complex phase, 

u = ui + US = t/Je"', where t/J = ui. (3) 

Upon insertion of t/Je'" into Eq. (1), the following equation is 
obtained3 for ,p: 

(..1 +k 2)(t/J,p) = - [V,p·V,p +k 2(n2-1)]t/J. (4) 

This holds everywhere in R 3 except where the source term 
pIx) is present. The Rytov approximation is given by neglect
ing the first term on the right-hand side of Eq. (4), yielding 

(..1 + k 2)(t/J,p)- - k 2(n2 - 1)t/J, 

and then taking as the solution 

,p(x)-- e [n2(y) -l]~1'y. 
k2l iklx-yl it,,) 

417' D Ix - yl u'(x) 
(5) 

A formal "asymptotic" expansion is often presented by just 
formally iterating Eq. (4), starting with relation (5) as the 
leading term. It is justified by assuming that IV,p I < 217'/..1. 

and In - 11 < 1. However, there have been questions on the 
validity of the expansion. It has been argued that the domain 
of validity is no greater than the domain specified by the 
Born approximation . 

For comparison the Born approximation is given as fol
lows. The scattering problem is formulated in terms of the 
well-known integral equation for US (x), 

US(x) = u~ (x) + k 2 L Go(x,y)[n2(y) - 1] uS(y)d1'y, (6) 

where Go(x,y) is the Green's function 

Go(x,y) = (l/417')(eikIX-yl/lx - yi), (7) 

and u~ (x) is given by 

u~(x) = k 2 f Go(x,y)[n2(y) - l]ui(y)d1'y . (8) 

If the norm of the operator in Eq. (6) is less than unity, 

liS D Go(x,y)k 2 [n2(y) - 1] u(y)d1'y II 
s~p lIuli . < 1, (9) 

where the uniform norm Ilull = Maxlu(x)1 is taken, then the 
xeD 

integral equation (6) can be solved by iteration (Neumann 
series), with convergence in the sense of uniform conver
gence. If the quantity on the left-hand side of inequality (9) is 
much less than unity, then the solution is given by the Born 
approximation US (x) - u~ (x). 

As opposed to the Born approximation, which has a 
rigorous mathematical justification, there is no rigorous jus
tification of the Rytov approximation. What analysis there 
is, is asymptotic in nature.4

,5 However Brown4 does not indi
cate that the usual assumptions IV,p I < 217'/..1., In - 11 < 1, 
are not sufficient. 

The question as to the validity of the Rytov expansion 
has become important recently, since both the Born and Ry
tov approximations have become tools for the theory of dif
fraction tomography.6-8 Both approximations yield a linear
ized version of the reduced wave equation, which provide 
models that are used in the reconstruction process to obtain 
nIx) from measured data. 

In this paper, the Rytov approximation is examined in 
detail. In order to get sharper results and better insights the 
one-dimensional case will be treated first. This will be fol
lowed by a treatment of the much more complicated three-
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dimensional case. Finally a comparison is given between the 
domains of validity of the Rytov and Born approximations. 

II. ONE-DIMENSIONAL CASE 

The one-dimensional case will be investigated in detail 
here since better estimates can be made for the conditions 
under which the Rytov approximation is the leading term of 
a convergent expansion. 

The region D will be taken to be the interval 0 < x < I. 
The incident wave will be a plane wave propagating in the 
direction of the positive x axis, 

ui = 1fJ = eikx. (10) 
For x ~ 0, the scattered wave is just the reflected wave 

US = Re- ikx, x..;;O. (11) 

For x ~ I, the total field is just the transmitted wave 

u = Teikx. 

In the one-dimensional case, Eq. (4) takes the form 

(::2 + k 2
) ~ = -1fJ[ (~~ r + k 2

(n
2 

1)], 

O<x<l, (12) 

From Eqs. (10) and (11) it can be shown that 

t/J '(O)exp t/J (0) = - 2ikR, exp t/J (0) = 1 + R, 

yielding the boundary condition at x = 0, 

¢> '(0) = 2ik (exp[ - t/J (O)J - 1). 

In a similar manner it can be shown that 

t/J '(I) O. 

Using the Green's function 

g(x,y) = (i/2k )exp ik Ix - yl, 
Eq. (12) can be placed in the form 

t/J (x) L g(x,y)eik 
lY - x) [ ( ~~ r + k 2(n2(y) - 1)] dy 

(13) 

+¢>(O)+e-4>(O)_l. (14) 

Differentiate with respect to x and set 

dt/J =v(x). 
dx 

(15) 

The resulting equation is a quadratic integral equation in
volving the single unknown v(x), 

v(x) = + fe2iklY-X)[V2(y) + k 2(n2(y) - I)]dy. (16) 

Note that t/J (0) can be recovered from knowledge of vIOl by 

t/J (0) = - In[I + v(0)/2ik]. (17) 

Equation (16) will now be investigated. It has the gen
eralform 

v=F(v). 

Define the norm 

IIvll = Maxlv(x)l. 
O<x<1 

It is seen that for vl(x) and v2(x) in the ball II vII ";;r, 
IIF(vtl- F(v2)11..;;8 IIvl - v211, 
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(18) 

(19) 

where 

8= 21r. (20) 

Hence if r < 1/2/, the operator F is a contraction mapping9.JO 

of the closed ball U(O,r). By known results9
,JO the method of 

successive approximations 

vn + 1= F(v"), VO = 0 (21) 

will converge to a unique fixed point v. in the ball U(O,ro) if 

r>[1/(1 - 8)]IIF(01i1. (22) 

Here 

(23) 

Combining Eqs. (20) and (22) it can be shown that for maxi
mum results, r should be chosen so that 8 = !, yielding the 
condition 

Maxk211 I'e2ikY[n2(y)-I]dyl <~. (24) 
O<x<1 x 8 
Using the fact that the integral operator in Eq. (16) is 

Volterra one can get sharper results essentially reducing the 
numerical factor on the right-hand side of inequality (24). 
Briefly, it can be shown that the nth iterate of F(v), namely 
F /I (v), satisfies the relation 

IIF"(vl ) - F"(v2)1I..;; [(2rl)n/n!] IIvl - v211, 
for VI' V2 in the ball U(O,r). From Theorem 12.5 of Rall,9 it 
can be deduced that the method of successive approxima
tions (21) converges to a unique fixed point in the ball U (O,r 0) 
if 

2rl>e2r' 21 IIF (0) II = 2rJ. 
This is satisfied by taking 2rl 1, and 2/I1F(0)1I < 1/e. 

This yields the condition 

Max k 2/1 II e2ikY [n2(y) - 1 ]dyl <~. (24') 
O<x<1 x 2e 

[Note, for comparison, Newton's iterative scheme starting 
from V

O = 0 can be shown to converge for slightly less re
strictive conditions, namely with the right-hand side of ine
quality (24) replaced by 1-] However, of main interest is the 
form of the quantity on the left-hand side in equality (24) or 
(24'). 

The corresponding condition for the Born approxima
tion is 

II (k /2)S~ exp [ ik (x < - x> )] (n2(y) - 1 )u(Y)dyll 
s~p lIuli < 1, 

(25a) 
which yields the more useful sufficient (but not necessary) 
condition 

kl t In
2 

- 11 dy<2. (25b) 
Jo I 

A comparison of the Rytov condition (24) and Born condi
tions (25a) and (25b) will be detailed in a later section. 

Summing up, the expression for the complex phase 
term t/J (x) corresponding to the nth iterate ofEq. (16) is 

t/J nIx) = ¢> O(x) + L g(X,y)eiklY- x) [vn(yjJ2 dy 

+~~ ~ 
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where 

an(O) = - In [ 1 + vn(0)/2ik ] + v"(0)/2ik, 

t,6°(x) = f g(x,y)eiklY-X)k2[n2(y) - l]dy. 

It is interesting to note that the corresponding value of the 
reflection coefficient is given by 

1 + R = - [1 + v"(O)/2ik] -I. (27) 

III. RYTOV APPROXIMATION IN R3 

The boundary S of the bounded connected open region 
D will be taken to be a smooth surface. It will be assumed 
that S is at least C 2, although this could be made less restric
tive. ll 

The incident field", will be restricted by requiring that 
I rfJ(x) I > const > 0 for all x in 15. Since the region 15 is assumed 
source-free, both "'(x) and lI",(x) will be C"" (D). Physically 
the restriction that I rfJ(x) I be bounded away from zero implies 
that there must be no nulls in the radiation pattern in the 
direction of the region 15, such as would be produced by a 
dipole or higher multiple type source. 

For a point x in D, Eq. (4) can be transferred to the 
integral representation 

rfJ(xlt,6 (x) = L Go(x,y)[Vt,6· Vt,6 + k 2(n2 - 1)]rfJ( y)d1"y 

+ Is [Go(X,y) a~y (r/J(y)t,6 (y)) 

- rfJ(y)t,6 (y) ~ Go(x,y)]dUy , 
any 

(28) 

where a Ian is the outward normal derivative and du is the 
element of the surface area. 

Equation (28) cannot be used by itself to solve for t,6. 
Unlike the one-dimensional case the boundary terms will not 
disappear. The equation must be modified to ta!e into ac
count the behavior of t,6 in the region exterior to D and espe
cially the behavior for Ix I - 00. Here we use the fact that the 
scattered field US (x), given by 

US(x) = rfJ(e¢> - 1), (29) 

satisfies the Helmholtz equation in the region exterior to 15 
.:ius + k 2us = 0, X e R 3,,15, 

and satisfies the radiation condition for Ixl- 00. Using this 
result and Green's theorem for the exterior region one has 

r [Go(x,y) aus(y) _ uS(y) aGo(x,y) ]duy Js any any 

= { - US(x), for x eR 3,,15, (30) 
0, for xeD. 

Thus combining Eqs. (28) and (30), and using relation (29) the 
following can be obtained for xeD: 

1981 

t,6 (x) = _1_ {%([Vt,6. Vt,6 + k 2(n2 - 1)]",) 
"'(x) 

+ r(! ["'Jl(t,6)]) -1r("'Jl(t,6))}, (31) 
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where 

Jl(t,6 ) = t,6 + 1 - e¢> . (32) 

The operators are defined as follows: 

%(u) = L Go(x,y)u(y)d1"y , (33) 

r(v) = Is Go(x,y)v(y)duy , (34) 

1r(v) = r aGo(x,y) . v(y)duy . Js any 
(35) 

The operators rand 1r are, respectively, the generalized 
single- and double-layer potentials. The properties of all 
these operators will be examined later. 

Equation (31) will be studied in detail. The advantage of 
Eq. (31) over Eq. (28) is that the boundary terms behave like 
t,6 2 for small t,6. Because the boundary ~rms are included, Eq. 
(31) will have to be considered for xeD, with the appropriate 
limits taken for the single- and double-layer potentials as the 
point x approaches a point on S from the interi~ of D. 

Equation (31) has the general form for xeD, 

t,6=F(t,6). (36) 

It will be shown later that the method of successive approxi
mations 

(37) 

will converge to a unique solution under suitable restrictions 
on the quantity (n 2 

- 1). 
It is interesting to note that the iterate t,6 I corresponds to 

the Rytov approximation, 

t,61(X) = [l1",(x)]%[k 2(n2 - I)",]. (38) 

The next correction to the Rytov approximation 

t,6 2(X) = t,6 I(X) + _1_ {%(",Vt,6 1 • Vt,6 I) 
rfJ(x) 

+ r(! ["'Jl(t,6 I)]) 
- 1r("'Jl(t,6 I))} (39) 

includes boundary terms. 
In order to study the conditions for which the method 

of successive approximations (37) converges, some terminol
ogy involving Holder continuous functions needs to be intro
duced. 

First the uniform norm of a continuous function over a 
region T is defined by 

Iluli T = Maxlu(x)l, 
xe T 

(40) 

and the HOlder coefficients U eM (T) and U 1A (T) are given by 

lu(x) - u(Y)I';;;;Uo.,dT)lx - yl't, 
(41) 

I 
aU(X)/aXi - au(y)/aYi I U (T) 

. sup A';;;; 1A , .= 1,2,3 Ix - yl 
where the inequalities hold for all x, yeT. The HOlder expo
nent A will be taken 0 < A < 1. 
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The Banach space e 1,,< {.o) of Holder differentiable 
functions over D has norm to 

Ilullc·.A(D) = IluliD + itl II:; liD + Uu(D) (42) 

and the Banach space e°,,< (15 ) of Holder continuous func
tions over D has norm 

(43) 

Similar definitions are valid for the Holder continuous func
tions over S and the Banach spaces e 1,,< (S) and e°,,< (S). 

The properties of the operators can now be stated. From 
Miranda, II the operator % maps u E e(O,f.') (D ) into e 2(D ). 
However, the following weaker result l2 is all that is needed. 
If u(x) is bounded and integrable on 15 then % u belongs to 
e(I,,<) (R 3), hence e(I,,<) (D). Because of the restrictions im
posed on the incident field f/I, both f/I and 1If/1 will be at least 
e 2(D ), and an operator 

% "'u = (lIf/1)%(f/lu) (44) 

can be defined which maps bounded u(x) into e I,A (D ). Hence 
the following norm will be defined: 

(45) 

The operator r maps functions v E e°,,< (S) into func
tions in e 1,,< (D ), which can be extended by continuity to D so 
that r VEe 1,,< (D ).11-14 Define the operator 

(46) 

Since the surface is at least e 2, the direction cosines of the 
normal belong to e( I,A ) (S ), hence since f/I is at least e 2(S ), the 
mapping 

.!.- (f/!1J) = v an 
maps TJ E e(I,A) (D) into v E e(O,A) (S). Thus the operator r 

- - '" maps TJ E e(l"<) (D) into e I,A (D ). Consequently the following 
norm can be introduced: 

IIr",1I = supllr",(TJ)lIc •. A(D/IITJllc •. A(D) . (47) 
'7 

From Refs. 11 and 13, the operator 'lr maps VEe 1,,< (S) 
intoel"«D), which can be extended by continuity to e1,,< (D). 
The operator 'lr "', defined by 

'lr",(TJ) = (1If/1) 'lr(f/!1J) , (48) 

has the same property. Hence the following norm can be 
given: 

1I'lr",1I = supll'lr",TJllc'.A(D/IITJllc •. A(S)· (49) 
'7 

The conditions for which Eq. (36) can be solved by 
successive approximations will now be examined. It must 
first be established that for some appropriate r, F (t/J ) is a con
traction mapping for t/J in a ball U (O,r) (given explicitly by 

1It/Jllc'.A(D)<r). 
It is seen that for t/JIO t/J2 in the ball U(O,r), 

IIF(t/Jtl- F(t/J2l1lc '.A(D) 

1982 

<11% ",(Vt/JI • Vt/JI - Vt/J2· Vt/J2111 
+ II r ",(,u(t/JI) - ,u(t/J2)) II 
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+ 1I'lr ",(,u(t/JI) - ,u(t/J2)) II 
< 11% '" II II (Vt/JI • Vt/JI - Vt/J2 • Vt/J2)IID 

+ IIr",IIII.u(t/JI) -,u(t/J211Ic'.A(s) 

+ 1I'lr",IIII.u(t/JI) -,u(t/J2)lI c •. A(S) . 

It may be shown that 

IIVt/JI· Vt/JI - Vt/J2· Vt/J2I1D<6rllt/J1 - t/J2I1 c '.A(D) , 

11.u(t/JI) - ,u(t/J211Ic '.A(s) 

< [e' - 1 + 2re' + re3'(1 + r)] II~I - t/J2I1c'.A(D) . 

It thus follows that 

IIF(t/Jd- F(t/J211I c '.A(D) <() II~I - t/J2I1 c ""(D) , (50) 

where 

() = 6rll% ",II + [e' - 1 + 2re' + re3'(l + r)] 
X [llr",1I + 1I'lr",II]. (51) 

Since for small r, () behaves as 

(52) 

it is seen that r can be chosen so that () < 1. For convenience r 
will be chosen so that 

()(r) =!. (53) 

This fixes the ball U(O;r). From inequality (50) it is now seen 
that F (t/J ) is a contraction mapping of the closed ball U (O;r). 

For the method of successive approximations [Eq. (37)] 
to converge to a fixed point in the ball, it is required that 

IIF(O)lIc''''(D) «1 - ())r =! r. 
This places the following restriction on n2 

- 1: 

11% ",(k 2(n 2 
- 1))ll c •. A(D) <! r. (54) 

These results can be summarized as follows. 
Theorem: If(i) the incident wave is generated by sources 

exterior to D and has no nulls in 15, (ii) r is chosen to satisfy 
Eqs. (51) and (53), and (iii) nIx) is restricted by inequality (54), 
then the method of successive approximations starting from 
~ ° = 0, applied to Eq. (31) for xED, converges to a unique 
solution in the ball U(O;r). Furthermore, the first iterate t/J I 
given by Eq. (38) is the Rytov approximation. 

The Rytov inequality (54) is a generalization of the one
dimensional inequality (24). 

To further quantify the condition given by inequality 
(54) one would like to know how r [prescribed by Eq. (53)] 
depends upon the size of the domain D. This will require 
estimates for the norms of the operators % "', r "', and 'lr ",. 
Here, estimates for the norm of % '" only will be obtained. 
To make it more explicit consider the case in which the inci
dent wave is the plane wave ui (x) = exp(ikx3), and set 

h (x,y) = Go(x,y)eik
!Y3-

X
3). (55) 

Now the operator % '" becomes 

% "'u = L h (x,z)u(z)d'Tz . 

Using the inequalities 

IGo(x,zll «lI41r)(lIlx - zll, 

I aGo(x,z) I 1 (k 1) 
aXi < 41r Ix -zl + Ix _Z12 ' 

V. H. Weston 
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it is seen that 

<M~ A~i(k:1 +6;3) + I I 12)dTzIIUIID, 
xeD"f'1T D X-Z x-z 

where 6'"3 is the Kronecker delta. 
Now use the following Lemma (the proof of which is 

omitted). 
Lemma: If I is the radius of the smallest sphere enclosing 

15, then for O<p. < 3, 

I i I 13
-1' Max - dTz < --- . 

xeD 41r D Ix - zll' (3 - p.) 
(57) 

It follows that 

II.%' .,.ulID «I 2/2)lIuIiD , 

Ila:~uIID<[k~2 (I +6,"3)+1 ]lIu IiD . 

From Eq. (A13) it is seen that 

sup 1~.%'.,.u-~.%'",ul<Hlx-YIA, 
1= 1.2,3 aXI iJyi 

where 
H=4mAkA[kI2+/] +(3+21

-
A

) 

( 
kf2 - A I 1 - A ) 

X --+--
2-,1 I-A. 

(58) 

and mA is defined by Eq. (A2). 
Combining these results, and using the definitions given 

by Eqs. (42) and (45), one can obtain 

11.%'.,.11 = 12/2 + (31 + 2k12) +H. 

From Eqs. (52) and (53) it is seen thar r is inversely 
proportional to terms which are at least the order of 12, k1 2. 
Hence, as the size of the domain D becomes larger and larg
er, condition (54) becomes more restrictive. This implies that 
the iterative process applied to an unbounded domain 
D = R 3 does not converge. 

IV. COMPARISON OF BORN AND RYTOV DOMAINS OF 
CONVERGENCE 

There are two main quantities of interest that one would 
want to consider in comparing the Born and Rytov expan
sions. They are (i) the domain of convergence [values of the 
parameters n2(x) and k for which the series converges] and 
(ii) the degree of approximation (the number of terms re
quired in the expansion to obtain a desired accuracy ). For the 
latter quantity the series need only be asymptotic if one 
wants a good approximation given by only one or two terms 
in the expansion. Here only the domains of convergence will 
be compared since no one else has proved convergence of the 
Rytov expansion. But before doing so, a few comments will 
be made about the second quantity of interest. 

Keller in a formal asymptotic analysis has indicated 
that the Rytov expansion tends to give a better approxima
tion than the Born. Hadden and Mintzerl5 in an extensive 
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analysis compared the first two iterates of the Born and Ry
tov expressions to the exact solution for the Epstein problem 
and found, in general, not too much difference between the 
two sets of approximations, although in one case they found 
that the Rytov is superior. [However, to obtain the domain 
of convergence of the respective series, one has to consider 
all the terms in the series, and not just for one particular 
choice of nIx) but for all possible choices.] 

The comparison of the domains of convergence will be 
restricted to the one-dimensional case for which the results 
are more precise. The condition for convergence of the Born 
series is given by the operator norm condition (25a). For 
comparison of domains it is easier to use the more stringent 
condition (25b) given by 

k L In2(y) - Ildy<2. 

A sufficient condition indicating convergence of the Rytov 
series is the function norm inequality given by (24'), 

Maxlk21 (I e2ikY [n2(y) _ I]dyl <~. 
D<x<1 Jx 2e 

It should be remembered that this condition guarantees con
vergence of the Rytov series if it is satisfied. However, be
cause the numerical factor on the right-hand side is a lower 
bound estimate, the series may still converge if the left-hand 
side is slightly larger than 1/2e. 

Apart from the numerical factors, the important differ
ence between the two expansions is that the absolute sign is 
outside one integral and inside the other. This implies that a 
big difference in the respective domains will occur for a ra
pidly fluctuating medium, i.e., when nIx) rapidly fluctuates 
about unity in a distance of a wavelength. This is easily seen 
by taking the simple example where n2(x) - I = 6 sin(1Tpx/ 
I), with p being a large positive integer, such that 1Tp > kl. 
The Born inequality yields the condition kl6 < 1T. [Note that 
it can be shown that the more precise operator norm inequa
lity (25a) applied to this case, yields the condition kl6 < 4.] 
Since 

I f e'~ky sin( 1T~Y ) dy I < ~; [I + 0 (:~ )] , 
the Rytov inequality yields 

4e(k6/) < (1Tp/kl )[1 + 0 (kl /p1T)]. 

Since 1Tp > kl, it is seen that the Rytov condition is less strin
gent than the Born. 

For the opposite case, where nIx) is a slowly varying 
(differentiable) function in comparison to exp(2ikx), it can be 
shown that the Rytov inequality (24') is similar to the Born 
inequality (25b), but is slightly more restrictive. 

The parameter domain, where the second iterate of the 
Rytov expansion is much, much less than the first term, has 
been investigated by various authors, among them Keller4 

and Yura et al. 16 Although this parameter domain is not the 
domain of convergence, it is important. In many applica
tions, such as diffraction tomography where one desires a 
linear relationship between phase and the quantity 
(n2(x - I)), one requires that not only the second term be 
small compared to the first, but also that the contribution 
from the remaining terms be negligible too. 
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APPENDIX: ESTIMATE OF THE HOLDER COEFFICIENT 
FOR (alax,)%' ",u 

This Appendix presents an analysis for estimating the 
Holder coefficient of (a laxi )% ",u, where the operator % '" 
has kernel h (x,z) given by Eq. (55). As a preliminary the fol
lowing quantities will be defined: 

rl = Ix -zl, r2 = Iy -zl, 
r < = Min[rl,r2], r> = Max[rl ,r2], 

Go(x,z) = Go(rd, 

Go(r) = (eikFI41rr)(ik - 1/r), 

From this it follows that 

a GO(rd(xi -Zi) 
-Go(x,z) = . 
aXi r l 

Furthermore, define 

mAo = Max(sin aI2AaA.), 0<-1. < 1. 
a;:'O 

The following inequalities will also be employed: 

Irl-r21<lx-YI, Irl - r21<r>. 

From these, the additional inequalities 

h - r21 Ix - YIA.r~ -A Ix _ YIA 
< ) < I+A ' (rlr2) (r lr2 r < 

leikF' - eikr21 <2 I sin(k 12)(rl - r2)1 

<2(1 sin al/lalA)(k 12)A.lx - YIA. 

< 2mA. k A.lx - ylA. 

can be deduced, and similarly 

leiklZ' -x3) _ eiklz3 -Y3)1<21 sin(k 12)(X3 - Y3)1 

(AI) 

(A2) 

(A3) 

(A4) 

<2mAkA Ix - YIA.. (AS) 

In order to get the Holder coefficient of composite functions 
the following general inequality will be employed: 

la(x)b (x) - a(y)b (Y)I 

<la(x)-a(Y)llb(x)l + Ib(x)-b(Y)lla(Y)I. (A6) 

Using the above inequality one can obtain, using relations 
(A3) and (A4), 

I Go(rl ) - GO(r2) I <_I_leikr, _ eikr21 + _I_I..!.. -..!..I 
41rrl 41r r l r2 

Similarly 

<(lx-yIAI41r)[2mA.kAlrl +r;I-A.]. 

(A7) 

IGo(rd - GO(r2)1< ~ likF' - eikr21/ ~~ - ~ / 

+ _1 /..!.. _..!..I / ik _ ..!.. _ ..!..I 
41r r l r2 r l r2 

<_I_Ix - YIA.mAkA./~ +..!../ 
21T 'I ri 
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(A8) 

The inequality 

/ 
(Xi -Zi) _ (Yi -Zi) / 

r l r 2 

< I(xi -Z;)-(yi -Zi)1 + IXi -zill..!..-..!..I 
~ rl ~ 

IXi - Yil
A 

(I I I I)I-A < Xi - Zi + Yi - Zi 
rl 

+Ix._z·llx-YIA. 
I I I+A 

r< 
<lx-ylA.r > [2 1 -A.+ 1] r;I-A (A9) 

can be obtained where the relations IXi - Yi I < Ix - YI, IXi 
- Zi I <r> , and IYi - Zi I <r > are employed. Inequality (A6) 

will be applied to the composite function (AI), setting 
b(x) = Go(rd, la(y) I = IYi -zillr2<I, whenrl >r2, anda(y) 
= GO(r2), Ib (x) I = IXi - Zi Ilrl<l, when r2>rl. This results 

in 

I 
aGo(rd - aGO(r2) 1< IG o(r > )II (Xi - z;) _ (Yi - Zi) / 
~i ~i ~ ~ 

+ IGo(rd - GO(r2)1 

<Ix-YIA. {2mA.kA.(.!..+_1 ) 
41r r< r< 

k(2+2 1 -A.) (3+2 1 -A.)} 
+ I+A. + _.2+A. ' 

r < '< 

(AlO) 

where use is made of the inequalities (rl)-I«r < )-1 and 
(r> )-I«r < )-1. 

Finally the Holder coefficient of the derivatives of the 
kernel (a I aXi )h (x, z) may be obtained by applying inequality 
(A6) to the differentiated product of terms yielding 

I ~h (x,z) - ~h (y,z) I <k8i3 IGo(rd - GO(r2)I 
aXi ~i 

+ leik1z, -x3) _ eiklz3 -Y3)1 

x( M i3 IGo(rl )1 + I a~~~d I), 
(All) 

where 8i3 is the Kronecker delta. The right-hand side of Eq. 
(A 11) may be reduced using previous results (AS), (A 7), and 
(AlO) to give 

l ~h(X,z) _~h(y,z)I<IX-YIA E, 
aXi aYi 41T 
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with 

E=4m
A

k A [(1 +~;3)k ++] 
r< r< 

k[2+~'"3+21-A] (3+21- A) 
+ I+A + 2+A • 

r< r< 
(AI2) 

Finally, using the estimates for the integrals given by Eq. 
(57), the following result may be deduced: 

I ..!....%."u-~%."ul ax; ay; 

< r I..!.... h (x,z) -..!.... h (y,z) I I u(z) Id'Tz JD ax; ay; 

«x - y)AH;lIull:o, 

where 

H; = 4mAkA [(k/ 2/2)(1 + ~;3) + /] 

+ (2 +~. + 21-A) k[2-A 
13 (2 _ A.) 

(3+21- A)/I-A 

+ (I-A.) 
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There is a theorem ofWigner that states that phase-plane distribution functions involving the 
state bilinearly and having correct marginals must take negative values for certain states. The 
purpose of this paper is to support the statement that these phase-plane distribution functions are 
for hardly IPlY state everywhere non-negative. In particular, it is shown that for certain 
generalized Wigner distribution functions there are no smooth states (except the Gaussians for the 
Wigner distribution function itself) whose distribution function is everywhere non-negative. This 
class of Wigner-type distribution functions contains the Margenau-Hill distribution. 
Furthermore, the argument used in the proof of Wigner's theorem is augmented to show that 
under mild conditions one can find for any two statesf, g with non-negative distribution functions 
a linear combination hoff and g whose distribution function takes negative values, unlessf and g 
are proportional. 

I. INTRODUCTION AND PRELIMINARIES 

The formulation of quantum mechanics by means of 
phase-plane distribution functions involving the states bilin
early allows one to exhibit quantum mechanical expectation 
values as averages over the phase-plane of classical observa
bles. Given a bilinear mapl (f,g)-+Cf,g mapping pairs of 
states onto functions of position q and momentum p, one can 
formulate a correspondence principle between bounded self
adjoint linear operators T of L 2(R) and functions a(q, p) as 
follows: T and a are said to correspond to each other when 

(Tf,g) = f f a(q,p)Cf,g(q,p)dqdp, (1) 

for allf e L 2(R), geL 2(R). Here ( , ) denotes the usual inner 
product inL 2(R). Of course, in order that to any T (or a) there 
is a unique a = aT (or T = Ta) such that (1) holds, the map
ping (f,g)-+Cf,g should satisfy certain properties. When one 
takesf = g in (1) the left-hand side equals the expectation of 
Tin the statefwhile the right-hand side equals an average of 
the classical observable a corresponding to T, where Cf,f is 
used as the weight function. 

In view of the interpretation of Cf,f as a distribution 
function, one would like the following properties to be satis
fied: (a) correct marginals, i.e., for all statesfone has 

f Cf,f(q, p)dp = I f(qW, q e R , 

f Cf,f(q,p)dq = !F(pW, peR, 

where F is the Fourier transform2 off, given by 

F(p) = f e- 21/"iqp f(q)dq, peR; 

(b) positivity, i.e., for all statesf one has 

Cf,f(q, p»O, q e R, peR. 

(2) 

(3) 

(4) 

(5) 
It has been shown by Wigner3 that the requirements (a) 

and (b) (together with the bilinearity) are incompatible. What 
one can distill from the arguments in his proofs is this: when 
fl and f2 are two compactly supported states with fl =1= 0, 

f2 =1= 0,fI(q)f2(q) = 0 for all q while the requirements (a) and 
(b) are met, then Cf,f(q, p) takes negative values, where 
f = fl + f2' Hence, there is an abundance of states whose 
distribution functions take negative values. A particular 
strong result of this type, known as Hudson's theorem,4 
holds for the Wigner distributionS [See (11) below with 
a = 0]: the only square-integrable states for which the 
Wigner distribution is everywhere non-negative are the 
Gaussians. 

It is the purpose of this paper to give generalizations on 
both Wigner's theorem and Hudson's theorem. The starting 
point we take in this paper differs slightly from the one taken 
by Wigner in Ref. 3. Wigner assumes the existence of self
adjoint operators M (q, p) of L 2(R) such that for all statesf, 

Cf,f(q,p) = (f,M(q,p)f), q e R, peR. (6) 

We consider in this paper Cohen's class of phase-plane dis
tribution functions.6--8 This class is parametrized by means 
ofa function <Poftwo variables as follows: for any statefone 
defines 

ct)(q,p) = f f f exp( - 21Ti(Oq + rp - Ou)) 

X<P(O,r)f(u + ! r)f(u - ! r)dOdrdu, 

qeR, peR. (7) 

The distributions in Cohen's class all have the shift proper
ties 

C!J.:ha/(q,p) = Cj,<I>)(q + a,p), qeR, peR, 

C':.J.Rbf(q,P) = ct)(q,p + b), q e R, peR, 

where for all a e R, b e R and all states f e L 2(R), 

(8) 

(Ta f)(q) = f(q + a),(Rb f)(q) = e - 21/"i':f(q), q e R . 
(9) 

In this paper we pay particular attention to the choice 

<Pa(O,r) = exp(21TiaOr), f) e R, r e R, (10) 

where a e R. This yields what may be called generalized 
Wigner distributions C 1,} that can be brought into the form 
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C J.'}(q, p)==C tl(q, p) 

= J e - 2ffiPr( q + ( + -a )t ) 

x I( q - (~ + a )t )dt . (11) 

The choice a = 0 yields the Wigner distribution Wf,f' and 
the choice a = -! yields what is known in signal analysis as 
Rihaczek's distribution9 Rf,f' The latter distribution can be 
written as 

Rf,f(q,p) = e2ffiqp l(q)F(p), q E R, pER, (12) 

with F given in (4). The real part of Rihaczek's distribution 
was considered by Margenau and Hill.1O We observe here 
that Rf,f(q,p) cannot be brought in the form (6) with a 
bounded linear operator M(q,p) of L 2(R). 

As is well known II every Cf, f can be expressed in terms 
of Wf,fas 

ct)(q,p) = J J cp (q - a,p - b )Wf,f(a,b)da db, 

qER, pER, (13) 

with 

cp(q, p) = J J e - 2ffilOq + rp)4> (O,r)dO dr, 

qER, pER. (14) 
As an aside we note that this cp can be used to relate the 
operators M(q,p) ofWigner's approach in (6) and the func
tion 4> in Cohen's approach. To that end we assume that 4> is 
such that ICIjJ(O,O)1 <M 11/112 for someM> O. Then the op
erator M (0,0), determined by 

(I,M(O,O)g) = Clji(O,O), l,g E L 2(R) , (15) 
is bounded, and we have, according to (13), 

(f,M(O,O)/) = J J cp ( - a, - b )Wf,f(a,b Ida db, 

IEL2(R). (16) 
Hence, cp( - a, - b) is what is called the Weyl symbol12 of 
theoperatorM(O,O),i.e.,cp( - a, - b )andM(O,O) correspond 
to each oth~r as in (1) when we take C f,g = Wf,g (Weyl corre
spondence 3). Observe that, because of the shift properties, 
we have 

M(q,p)=R_ p T_qM(O,O)TqRp, qER, pER. 

(17) 

We shall restrict ourselves in this paper to functions 4> 
that are bounded. The boundedness of 4> ensures that C If,4>f) 

2 2 ' E L (R) for alII E L 2(R2). In fact we have the estimatel4 

J J ICIjJ(q,pW dq dp< 11/114 sup I 4> 12 , (18) 

for all IE L 2(R). It does not follow from boundedness of 4> 
that CIjJ(O,O) can be expressed as in (15) with the aid of a 
bounded operator M (0,0). As a counterexample we have 
Rf,f(O,O) in (12). However, when (15) does hold with a bound
ed M(O,O) it can be shown from (16) and the fact that 
CIjJ(q,p) = (f,M(q,p)/) that all CIjJ's are bounded, con
tinuous functions IS of (q, pl. 

A second restriction is that we want real CIjJ's only. 
This is guaranteed when the cp in (14) is real valued l6 (possi-
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bly as a generalized function). A third restriction is that we 
want the CIjJ's to have correct marginals. It is well known l7 

that C IjJ has correct marginals for alII E L 2(R) if and only if 

4> (O,r) = 4>(0,0) = 1, OER, rER. (19) 

We now summarize the results of this paper. It is shown 
in Sec. II, under a regularity condition on 4>, that for any two 
smooth functionsf, g with C IjJ > 0, C Iii> 0 everywhere we 
can find an a E C such that C!j ~ ag,f + ag takes negative val
ues, unless I and g are proportional. In Sec. III we consider 
smooth statesl for which Re C<r.j(q, p);;;.O in (q, p) sets of the 
form (a,b ) X R. It is shown, for example, that for such an I we 
have I I(q) I = exp(tP(q)) with", concave on (a,b ) [it is assumed 
here that/(q)#0 for q E (a,b I]. We also show that, if a#O, 
there is no smooth statel =1= 0 such that Re C <r.j (q, p);;;.O for 
all q E R, pER. The restriction to smooth states is not entire
ly necessary but makes the proofs run smoothly; a class of 
functions which are sufficiently smooth is the set Y of 
Schwartz [it is, however, sufficient to require the states to be 
sufficiently often differentiable and to decay as rapidly as 
(1 + q2) - k with k sufficiently large]. For lal = ! we have a 
stronger result, viz. there is no IE L 2(R), 1=1= 0 such that 
Re Rf,f;;;'O almost everywhere [see (12)]. A remarkablephen
omenon here is that there do exist generalized functions 
1=1= 0 with Re Rf,f;;;'O (in generalized sense). This is remar
kable since the sets of smooth and generalized functionsl for 
which Wf,f = C ~)f;;;'O everywhere are essentially the same, 
i.e., (degenerate) Gaussians. We conjecture stronger results 
than the ones proved in this paper. This is based on the fact 
that we have not been able to find any 4> (other than 4> =1, 
Wigner distribution case) and any IEL 2(R) (other than 
Gaussians) for which CIjJ;;;.O everywhere. 

II. A RESULT FOR GENERAL BILINEAR PHASE-PLANE 
DISTRIBUTION FUNCTIONS 

We consider in this section bounded 4> 's for which C IjJ 
is real valued and has correct marginals for alII E L 2(ft). The 
arguments used in the proof of the theorem below are some
what similar to those used by Wigner in Ref. 1. 

Theorem 1: Assume that the set {(O,r)I4>(O,r)#O) is 
dense in R2, and letl=l= 0, g =1= 0 be smooth states such that 
C IjJ > 0, C Ii ~ > 0 everywhere. Then there is an a E C, bEe 
such that C ~j l bg,af + bg takes negative values, unless I and g 
are proportional. 

Proof' Suppose that 

C~jlbg,af+bg(q,P);;;'O, q E R, pER, a E C, bEe. 

(20) 
We shall show that I and g are proportional by using the 
following steps. 

(1) We show that 

I/(qWC~~)(q,p)= I g(qWCIjJ(q,p), qER, pER. 

(21) 
Let q E R, and take ao E C, bo E C such that ao/(q) + bo g(q) 
=0. Then 

C~~J+bog,aof+bog(q,P) = 0, pER, (22) 

because of (20) and the correct marginals condition (2) ap
plied to aol + bo g. Hence we have for all a E C, bEe, pER 
(see Ref. 18), 
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laI2C~}(q,p) + Ib 12C~~)(q,p) + 2 ReabC~~(q,p»O, 
(23) 

with equality when a = ao, b = boo Let P e JR, ao = - g(q)1 
f(q), b = 1, and write A = C~}(q,p), B = C~~)(q,p), 
C = C~~(q,p), a = x + ;y, ao = Xo + ;yo. Now (23) can be 
written as 

P (x, y): = A (x 2 + y2) + B 

+ 2x Re C - 2y 1m C>O , (24) 

with equality when x = xo' y = Yo' Since for all x e R, y e R, 
P(x,y) =A (x +A -1 Re C)2 

+ A (y - A -11m C)2 + B - A-II C 1
2>0 , 

(25) 

and P (xo, Yo) = 0 it follows that AB = IC 12, 
C = - A (xo - ;Yo), i.e., 

IC~~(q,pW = C~}(q,p)C~~i(q,p), 

C~~(q,p) = g(q) C~}(q,p). 
f(q) 

Now elimination of C/,g(q,p) gives (21). 
(2) We have 

IF(p)l2C~~i(q,p) = IG(pWC~}(q,p), 

This is proved in a similar way as (21). 

qeR, peR. 

(3) There is a constant D> 0 such that 

(26) 

(27) 

C~~i(q,p)=DC't)(q,p), qeR, peR. (28) 
Indeed from (21) and (27) we get 

C~~i(q,p) _ IG(pW _ I g(qW 
-=:...;.;;...;~- ---, qeJR, peR, (29) 
C~}(q,p) IF(pW If(qW 

and (28) follows. 
(4) The proof is completed as follows. We see from (13) 

and (28) that tp* (W,,g - DWf,f) = O. Here * denotes two
dimensional convolution. Performing the inverse double 
Fourier transform and using the convolution theorem we get 
by (14) 

4> (8,r)[ A,,g(8,r) - DAf,f(8,r)] = 0, 8 e R, r e JR . 

(30) 
Here 

A,,g(8,r) = f e21T18t
g(t + ~ r) g(t - ~ r )dt, 

8eR, reR, (31) 

and Af,f(8,r) is defined similarly. Since A,,g,Af,f are contin
uous functions and 4> (8,r):;60 in a set of (8,r), which is dense 
in R2, we conclude that A,,g(8,r) = DAf,f(8,r) for all (8,r) 
e R2. It follows easily that g is a mUltiple off 

Notes: (1) When we have a 4> such that Moyal's formula 

f f C~}(q,p)C~~)(q,p)dqdp = I(f,gW (32) 

holdsforallfeL 2(R),g eL 2(R), then 14> (8,r)l = 1 (see Ref. 
19). 

(2) When we take 4> (8,r) = cos 1f'a8r, so that C~} 
= Re C~~ [cf. (11)], the condition that {(8,r)l 4> (8,r):;60} is 

dense in R2 is satisfied. We shall show in Sec. III that there 
are no smooth states for which Re C ~j>O everywhere. 
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(3) The condition of having correct marginals forces 
4> (8,0) = 4> (O,r) = 1:;60 for 8 e R, relit. The proof of 
Theorem 1 shows that 

I g(qW=DIf(qW, IG(pW=DIF(pW, 

qeR, peR, (33) 

when C ~~ ~ b"a/ + bg >0 everywhere for all a e C, b e C. It does 
not follow, however, from (33) thatfandg are proportional. 
[As a counterexample, take an feL 2(R) with If(q)l 

= I f( - q) I for all q e R, and let g(q) = f( - q). Then Ig(q) I 

= If(q)1 for all q e Rand G(p) = F(p) so that IG(p)1 
= IF(p)1 for allp e R.] 

Corollary: The condition C'i.} > 0, C ~~) > 0 everywhere 
can be replaced by the condition C~}>O, C~~»O every
where when at least one of the functionsfg and F·G does not 
vanish identically. To show this, we only have to provide a 
new proof of formula (28). To this end we let I and Jbe two 
open intervals wherefandF, respectively, have no zeros. We 
~laim that there is a constant D1, J s~ch that C~" = D1, I.Cf,f 
In the set Sl,J = I XJR u RX J, whtle I gl fl = Dl,J In I, 
IG IFI2 =Dl,J inJ. To see this we let (q,p) eSI,J such that 
C~}(q, p) > O. Since Cf,f is continuous, there are open inter
vals Iq C I, Jp C J such that C 'i.}(q, p) > 0 in Iq X Jp. Now 
formulas (21) and (27) show that there is aD q, p >0 such that 
C~~)(q,p) = Dq,pC'i.}(q,p) in Iq XJp, while I gl fl2 = Dq,p 
in I q, IG IF 12 = Dq,p in Jp. Hence, I gl fl2 is a continuous 
function on I and for every q e I there is an open interval Iq 
containing q where I gl fl 2isconstant. Hence I gl fl2 is con
stant on I. Similarly, IG IF 12 is constant onJ, and our initial 
claim follows. When I, J and K,L are four open intervals 
such thatfandF have no zeros inI,K andJ,L, respectively, 
we find four constants D1,J' DJ,L' DK,J' DK,L' These con
stants must all be equal since, e.g" D1, J = DJ,L 
= I g(q)/ f(q) 12, when q e I. It thus follows that there is a 

constant D>O such that C~~)(q,p) = DC'i.}(q,p) for all 
(q,p) e R2 with C~}(q,p»O. Similarly, there is a constant 
E>OsuchthatC~}(q,p) = EC~~)(q,p)forall(q,p) e R2with 
C ~~)(q, p) > O. Now when there is a point q withf(q)g(q):;60 or 
a point p with F(p)G(p):;60 we see that D :;60:;6E and 

E = D -1. And then C ~~) = DC 'i.} everywhere, as was re
quired to prove. We note that there exist smoothfe L 2(R), 
geL 2(R) with fg = 0, F·G = O. These examples can be 
found by properly smoothing, multiplying, and shifting the 
generalized function/o = l:: = _ co 8n , whose Fourier trans
form equals Fo = l:;:; = _ co 8m , 

III. WIGNER-TYPE PHASE-PLANE DISTRIBUTION 
FUNCTIONS THAT ARE NON-NEGATIVE 

We consider in this section phase-plane distribution 
functions Re C~j with a e R andfe L 2(K) a smooth state. 
Weare particularly interested in consequences for the state f 
of non-negativity of Re C~~ in certain strips in the phase 
plane. Our main result is that there are no smooth states f 
with Re C ~j>O everywhere, except when a = O. This sec
tion is divided into four subsections. In Sec. III A we exa
mine the consequence of non-negativity ofRe C~j in strips 
for the (smooth) state f The results of this subsection are 
based on the inversion formulas 
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X [cosh(2as""(q) + ia~q; "(q))](1 + O(S2)), s--o. 
(42) 

h (q,s): = f(q + (! - a)s)f(q - (! + a)s) 

= f e21TiSP C~~(q,p)dp, (34) Now 

cosh(2as""(q) + ias2q;"(q)) 

= 1 + 2a2~(""(q)f + o(~), s--o, (43) 
H(p,s): = F(p - (! + a)s) F(p + (! - a)s) 

= f e21Tisq C~~(q,p)dq, (35) so that 

or rather 

g(q,s): = !h (q,s) + ! h (q, - s) 

= f e21TiSp Re C~~(q,p)dp , 

G (p,s): = ~ H (p,s) + ~ H (p, - s) 

= f e21Tisq Re C~~(q,p)dq. 

(36) 

(37) 

Another important fact is C~~(q,p) = C~j( - p,q), q e R, 
peR. In Sec. III B we give the proof of our main result for 
smooth functions and 0=1= lal =1= !, and in Sec. III C we treat 
the case off e L 2(R), a = ± !. The case a = 0 has been con
sidered in Refs. 4 and 20 and does not need a proof here. 
Finally, Sec. III D contains some examples of generalized 
functions f and numbers a such that Re C~~>O every
where. 

A. States with Re C~~»O In a strip 
We assume in this subsection that both f and Fare 

smooth functions of q and p respectively so that all manipu
lations below can be justified (it is not hard to give more 
specific conditions that guarantee this). 

Theorem 2: Let - 00 < a < b < 00, and assume that 
f(q) =1=0, ReC~~(q,p);;;.O for qe(a,b), peR. Write If(q)1 
= exp(t/I(q)) with", smooth. Then 

(! + a 2) "'"(q) + 2a2(",'(q))2..;;;0, q e (a,b ) . (38) 

Proof Writef(q) = exp("'(q) + iq; (q)) with q; smooth on 
(a,b ), and insert the expansions 

q;(q + u) = q; (q) + uq; '(q) + ! u2q; "(q) + o(u2), 

u--O, 

"'(q + u) = "'(q) + u""(q) + ~ u2"'"(q) + o(u2), 

u--o, 

into the definition (34) of h (q,s) and h (q, - s). We get 

h (q,s) = exp(2"'(q) - 2as""(q) + U + a2)s2"'"(q) 

+ i[sq; '(q) - a~q; "(q)] + o(~)), 
-;---:----;-

h (q, - s) = exp(2t/1(q) + 2as""(q) + (! + a2)s2"'"(q) 

+ i[sq; '(q) + a~q; "(q)] + O(S2)), s--o. 

Hence 

g(q,s) = ~h (q,s) + ! h (q, - s) 

1989 

= ! exp(2"'(q) + (! + a 2)s2"'"(q) + isq; '(q)) 

X [exp( - 2as""(q) - ias2q; "(q)) 

+ exp(2as""(q) + ia~q; "(q))](1 + o(~)) 
= exp(2"'(q) + U + a2~"'''(q) + isq; '(q)) 
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(39) 

(40) 

(41) 

I g(q,s) I = exp(2t/1(q) + U + a2)s2"'''(q)) 

X [I + 2a2~(""(qW + o(s2)](1 + O(S2)) 

= exp(2"'(q))[ I + (! + a 2)s2"'"(q) 

+ 2a2~(""(qW + o(s2)](1 + O(S2)) , s--o . 
(44) 

Since Re C~~(q,p);;;.O,P e R, we see from (36) that 

Ig(q,s)I ..;;; g(q,O) = I f(qW = exp(2"'(q)), s e R . (45) 

This can only be true when (38) holds, and the proof is com
plete. 

Notes: (I) When - 00 <c<d< 00 and F(p)=I=O, 
Re C ~~(q, p);;;'O for q e R, p e (c,d ), we have 

(! + a2)1/! "(p) + 2a2(1/!'(pW..;;;0, p e (c,d) , (46) 

where IF(p)1 = exp(l/!(p)) and I/! is smooth on (c,d). 
(2) The condition (38) [and (46)] is weakest for a = O. 

Whena = Owe see that (38)[(46)] means that "'(I/!) is concave 
on (a,b ) [(c,d I]. 

We next study the behavior of an f with Re C~~(q,p) 
;;;'0, where q is a zero off 

Theorem 3: Let lal =1= !, q e R, and assume thatf(q) = 0, 
Re C~~(q,p);;;.O,P e R. Thenf(n'(q) = 0, n = 1,2, .... 

Proof We have as in the proof of Theorem 2 that 

Ig(q,s) I = I! h (q,s) + ! h (q, - s) I 
..;;;1 g(q,O) I = If(qW=O. (47) 

Let n e N be the smallest number withf(n, (q)=I=O. Then 

h (q,s) = f(q + (! - a)s)f(q - (! + a)s) 

Similarly, 

= [(! - at(~ /n!)f(n'(q) + o(sn) J 

X [( - (! + aW(sn/n!) f(n'(q) + o(sn)] 

= [( - WI! - a2)n/(nWJ If'n'(qWs2n 

+ o(~n), s--O. 

h (q, - s) = [( - 1 t(! - a2t /(nW J I f(n'(qWs2n 

(48) 

+ o(s2n), s--o. (49) 

Hence 

g(q,s) = [( - ItU - a2t/(nWJ If(n'(qWs2n 

+ o(~n), s--O. 

This contradicts (47), and thereforef(n'(q) = O. 

(50) 

Theorem 4: Let a =1=0, lal =I=!. Assume that 
- 00 <a <b< 00, that Re C~~(q,p);;;.O forq e (a,b ),p e R, 

and thatf(a) =1= 0 =l=f(b ). Then the set [qlf(q)=I=Oj is dense in 
(a,b). 

Proof: Suppose we can find an interval (co,do) C (a,b) 
such thatf(q) = 0 for q e (co,do)' We can assume that both Co 
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and do are accumulation points of the set { q I f(q);60}. When 
q E (co,do) we have for S E JR 

f(q + (! - a)s)f(q - (! + a)s) 

+ f(q - (! - a)s)f(q + (! + a)s) = O. (51) 

We consider the following cases. 
(1) O<a <!. We can find Cn <Co, dn >do withf(cn);60 

;6 f(dn), Cn tco, dn ~do. Now if we let 

qn = !(cn + dn) + a(dn - cn), 
(52) 

then we have qn + (! - a)sn = dn, qn - (! + a)sn = Cn 
while qn - (! - a)sn E (co,do) for large n. We conclude that 
the left-hand side of (51) with q = qn' S = Sn equals 
f(dn) f(cn);60 for large n. We thus have a contradiction. 

(2) -! < a < O. This case is similar to the previous one. 
(3)a> !. Letcn <Co be such thatcn t co,/(cn);60. Now 

if we let 

qn,m = !(cn + cm) + a(cm - cn), 

sn,m = Cm - Cn' n,m = 1,2, ... , (53) 

we have qn,m + (! - a)sn,m = Cm, qn,m - (! + a)sn,m = Cn· 
We can take n so large that qn,oo + (! + a)sn,oo E (co,do). Here 
qn,oo = !(cn + co) + a(co - cn), sn,oo = Co - Cn· Observe 
that qn,oo > Co, and that qn,m < qn,oo , sn,m <sn,oo' qn,m tqn,oo 
when m~ 00 . Hence, when m is large enough, q n,m > Co while 
qn,m + H + a)sn,m <do· Therefore, the left-hand side of (51), 

with q = qn,m' S = sn,m' equals f(cm) f(cn);60 when m is 
large enough. We thus have a contradiction. 

(4) a < - !. This case is similar to the case a > !. 

B. Smooth states 1;60 with Re C~~J>O everywhere do 
not exist: case 0 ;6 lal;6 I 

We now start the proof of the statement that there are 
no smooth statesfwith Re C~j>O everywhere for the case 
0;6 lal;6 !; the case a = 0 is covered by Hudson's theorem 
and the case lal = ! will be considered in Sec. III C. The 
proof is lengthy and consists of several steps; it can be out
lined as follows. Suppose that we have a smoothf =1= 0 with 
Re C~j>O everywhere. It will be shown in Lemma 1 below 
that the zero set off must be unbounded above and below; at 
the same time it will be shown that we must have lal < !. In 
Lemma 2 below it will be shown thatfcannot vanish identi
cally on any interval. The remainder of the proof consists of a 
careful analysis of f around its zeros. When f(a) = 0, we 
have 
f(a + (! - a)s) f(a - (! + a)s) 

= - f(a - (! - a)s)f(a + (! + a)s), S E JR . (54) 
This identity can be used to show the following (Lemma 3): 
Let a be a zero off for which there is a 8> 0 such thatf(q);6 0 
for q E (a - 8,a). Then there is a smooth function ka: 
(0,00) ~ C such that 

ka(q) = -ka([(!+a)/(!-a)]q), q>O, (55) 

while 

f(a + q) = ka(q)f(a - q), q>O, (56) 

Then it can be shown that the zero set of f has the form 
{a + bill E l}, where a E JR, b E JR. We finally derive a con-
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tradiction by showing the identity 

ka(q) = ka+b(q - b) ka(2b - q)ka_b(q), b<q<2b, 
(57) 

in which the left-hand side behaves smoothly as q ~ b where
as the right-hand side oscillates violently as q ~ b because of 
the factor ka + b (q - b ) and (55). 

Lemma 1: (i) Let 0< lal < !, and assume Re C~j>O 
everywhere. Then the zero set offis unbounded below and 
above. 

(ii) Let lal > !. Then Re C~j takes negative values. 
Proof; (i) Suppose there is ab E JR withf(q);60 for q <b. 

Then we can write I f(q) I = exp(tP(q)), where t/J is smooth and 
satisfies (38) for q < b. In particular t/J is concave on ( - oo,b). 
Since S I f(qW dq < 00 we must have that t/J(q)~ - 00 as 
q~ - 00. Furthermore we can find a qo < b such that 
t/J'(qo) > O. Now f/J'(q)> t/J'(qo) for q < qo, and, according to (38), 

[

0 t/J"(r) 
l/t/J'(q) - l/t/J'(qo) = q (t/J'(r))2 dr<. - ca(qo - q), q<.qo, 

where C = 2a2/(! + a 2
) > O. Therefore 

l/f/J'(q)<. l/t/J'(qo) - Ca (qo - q), q<.qo· 

(58) 

(59) 

The left-hand side of (59) is positive for q<.qo whereas the 
right-hand side of (59) tends to - 00 when q~ - 00. Con
tradiction. Hence,/must have zeros in ( - oo,b). In a similar 
way we conclude thatf has zeros in any interval (a, (0). 

(ii) Suppose Re C~j>O everywhere and lal > !. In the 
proof of (i) it was not used that 0 < la I <!. Sincef =1= 0 we can 
find a qo E JR withf(qo);60. Now let a: = inf{qllf(q);60 for 
q E (ql,qo)}' Then a > - oo,/(a) = 0, and thereisab>asuch 
thatf(q);60 for q E (a,b ). Asf(q);6 0 for q E (a,b ) we have, ac
cording to (38), 

Ifl"(q) = [t/J"(q) + (t/J'(qW] exp( t/J(q)) 

~ <. - 2 - (t/J'(q))2 exp(tP(q))<.O, q E (a,b ) . 
a + ! 

(60) 

Hence If I is concave on (a,b )andlimq~a Ifl'(q»O(thislimit 
may be + (0). But 

lfl'(q) = exp( - i argf(q))[ f'(q) - i (argf),(q)f(q)] 

= exp( - i argf(q))f'(q) 

- ilf(q)l (argf),(q), q E (a,b), (61) 

and the real part of the right-hand side tends to 0 on account 
of Theorem 3. This results in a contradiction, and the proof 
is complete. 

We assume from now on that 0;6 lal < !. 
Lemma 2: The set {qlf(q);60} is dense in JR. 
Proof; We proceed according to the following steps. 
(l)f cannot have compact support. For otherwise Fis an 

analytic function. According to Lemma 1, F has zeros, and 
at a zero,p, of Fwe have according to Theorem 3 that F(n)( p) 
= O. This is impossible in view of the analyticity of Fand the 

fact thatf=l= O. 
(2) f cannot vanish identically on a semi-infinite inter

val. For suppose that f(q) = 0 for q<a, where 
a: = max{qllf(q) = 0, q<;qd. We know from step (2) that 
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the support of f is unbounded above. Hence, in view of 
Theorem 4 there are no intervals [c,d] with d> c > a such 
thatfvanisheson [c,d]. By Lemma 1 wecanfindaq>awith 

f(q) = O. When a <0, we see from (54) that f(q + (~- a)s) 
><!(q - (~+ a)s) = 0 whenever s>(~ - a)-I(q - a). How
ever, when (! - a)-I(q - a) <s«~ + a)-I(q - a) we have 
q + (~ - a)s> a, q - (! + a)s> a, so that neither 
f(q + (! - a)s) norf(q - (~ + a)s) can vanish identically for s 
in any subinterval of(~ - a)-I(q - a), (~ + a)-I(q - a). This 
contradicts the continuity off. When a > 0 we can derive a 
contradiction in a similar way. It follows therefore that the 
support offcannot be bounded below, and in a similar way it 
can be shown that the support of f is not bounded above. 
This completes the proof of step (2). 

The proof of the lemma is now easily completed by us
ing Theorem 4. 

We assume now that -! <a <0. 
Lemma 3: Let a be a zero off for which there is a 0 > 0 

such thatf(q),cO for q E (a - o,a). Then there is a smooth 
function ka : (0,00)-1(; such that ka (q) = - ka (f3q),f(a + q) 
= ka(q)f(a - q), q> O. Heref3 = (! + aI/I! - a) < 1. 

Proof: Withf3 as given above we can write (54) as 

f(a + q) f(a - f3q) = - f(a - qV(a + f3q), q E R . 

(62) 
Therefore, when f(a - q),cO,c f(a - f3q) (in particular 
whenO<q<o) 

f(a + q)/ f-=(-a ----;-q) = - f(a + f3q)l f(a - f3q). (63) 

Define 
ka(q): =f(a + q)/ f(a - q), O<q<o, (64) 

and extend the domain of ka to (0,00) by setting for q>o 

(65) 

where n = 1,2, ... is such that qf3n E [f30,0). We claim that 
this ka satisfies the requirements. Indeed, we have the identi
ty ka (q) = - ka (f3q) for 0 < q < 0 because of (63), and the 
extension of ka according to (65) is such that this identity 
remains valid for q>o. It is also clear that ka is smooth. 
Finally, let qo> O. We want to show thatf(a + qo) = ka(qo) 
X f(a - qo). When 0 < qo < 0 this follows at once from the 
definition (64). When qo>o we take n = 1,2, ... such that 
qof3 n E [f30,0). The set {qlf(q),c0J is open and dense in R 
according to Lemma 2. Hence we can find a sequence 
(qk)k= 1.2 •... with qk f3n E [f30,0), qk---+qO' andf(a - qk),cO, 
f(a - f3qk),cO, ... ,f(a - f3 n- 1qd,c0.1t follows from (63)-

(65) thatf(a + qk) = ka (qk) f(a - qk) for all k = 1,2, .... By 
taking the limit k_ 00 and using continuity off and ka we 

conclude thatf(a + qo) = ka(qo) f(a - qo), and the proof is 
complete. 

Corollaries: (1) Let a be a zero off for which there is a 
0> 0 such that f(q),c 0 for q E (a,a + 0). Then there is a 
smooth function la: (0,00)_1(; such that la(q) = -la(f3q), 

f(a - q) = la (q)f(a + q), q> O. Here f3 = (! + a)l 
(! - a)< 1. 

(2) Let a be a zero off for which there is a 0 > 0 such that 
f(q),cO for q E (a,a + o)u(a - o,a). Then the function ka of 
Lemma 3 has no zeros. Indeed, ka(q),cO for O<q<o, and 
hence, by (65), ka (q),cO for q > O. 
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Lemma 4: The zero set of f is of the form {a + Ib II E Z J 
for some a E R, b E R. 

Proof: We can find an a E R, b>O such that f(a) 
= 0 = f(a + b ) whilef(q),cO for q E (a,a + b). Assume the 

interval (a - b,a) contains a zero a - Co off with 0 < Co < b. 
With la as in Corollary 1 we see that la (co) = 0, as 
f(a + co),cO. Since la(q) = -la({3q) for q>O we get that 
f(a - Co f3 n) = 0 for n = 1,2, .... Hence a is an accumulation 
point ofthe zeros of f less than a. We can find zeros c and d 
of f with a - ! b < c < d < a such that the interval (c,d) is 
zero-free [otherwisefwould vanish identically on a subinter
val of (a - ~ b,a), which cannot happen by Theorem 4]. Ac
cording to Lemma 3 we havef(d + q) = kd(q) f(d - q) for 
all q>O. Sincef(d + q),cO for q E (a - d,a + b - d) we see 
that f(d - q),cO for q E (a - d,a + b - d). In particular 
f(a - b) = f(d - (d - (a - b ))),c0 since d - (a - b) 

E (a - d,a + b - d). However, by Corollary 1, f(a - b) 
= la(b )f(a + b) = O. Thus, we have a contradiction. 
Hence,f has no zeros in (a - b,a) whilef(a - b ) = O. It fol
lows now by induction that f(a - 2b ) = f(a - 3b ) 
= ... = 0, whilef(c),c 0 for c <a,c,ca - b,a - 2b, ... . Simi

larly, f(a + 2b) = f(a + 3b) = ... = 0 while f(c),cO for 
c>a,c,ca + b,a + 2b,a + 3b, ... , and theproofiscomplete. 

We shall now finish the proof of the main result of this 
subsection. We assume for convenience that a = 0, b = 1. 
According to Corollary 2 to Lemma 3 the functions k/ with 
integer I have no zeros, are smooth and satisfy k/(q) 

= - k/(f3q),J(1 + q) = k/(q) f(/- q) for q>O. Therefore, 
k/(q) is bounded away from 0 and oscillates violently when 
q l O. We shall show that 

kJ!q-l)ko(2-q)k_J!q)=ko(q), l<q<2. (66) 

Indeed, we have for 1 < q < 2 that f(q) = ko(q) f( - q), and 
at the same time 

f(q) = kJ!q - 1) f(1 - (q - 1)) = kJ!q - 1) f(2 - q) 

= kJ!q - 1) ko(2 - q)f(q - 2) 

= kl(q - 1) ko(2 - q)f( - 1 + (q - 1)) 

= kJ!q - 1) ko(2 - q)k_J!q - l)f( - q). (67) 

Sincef has no zeros in ( - 2, - 1) we conclude that (66) holds 
by equating the two expressions for f(q). From (66) we easily 
derive a contradiction: liIDqIl ko(q), liIDqIl ko(2 - q), 
liIDqIl k_ J!q) exist and are unequal to 0 whereas 
liIDq 11 k J!q - 1) does not exist. 

This completes the proof of our main result for the case 
- ! < a < O. The proof for the case 0 < a < ! is practically 

the same. 
Note: We can ask ourselves how close we can get to 

proving Hudson's theorem for the Wigner distribution by 
employing the same techniques as in this section. It is not 
hard to show that any smoothfwith Wf,f>O everywhere has 
no zeros, and that I f(q) I = exp(tP(q)), IF(p)1 = exp(qt(p)), 
where tP and qt are concave functions defined on R with 
t/J(q)- - 00 asq- ± 00, qt(p)- - 00 asp- ± 00. We have 
not been able to find examples f [other than Gaussians 
f(q) = exp( - 1Tf'q2 + 21roq - 1rE) with Re r> 0, OEC, E E q 
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such that both log I fl and log IF I are well defined and con
cave everywhere on R. 

c. Square-Integrable states fwlth Re C~~J>O 
everywhere do not exist: case lal = I 

In this subsection we shall show that there is no 
fE L 2(R) such that Re CY,l>O almost everywhere (unless 
f = 0 almost everywhere). The reason why the proof in Sec. 
III Bfor (smooth)f's fails when a = ± !isthatformula(54) 
does not provide useful information whenf(a) = O. [The re
sult of Theorem 2 is still valid and shows that 
¢'"(q) + (¢,'(qW<O on any interval wheref has no zeros; this 
Theorem 2 implies that If I is concave whenfis smooth on 
such an interval.] We therefore have to resort to entirely 
different methods. We shall show that the main result in this 
case also holds for all f E L 2 (R), which are not necessarily 
smooth. Furthermore, the proof is more constructive in the 
sense that one can more explicitly indicate the regions where 
Re C1./12

) takes negative values. 

Since CY,jl(q,p) = Cjjl2)(q,p) it is sufficient to con
sider the case a = ~ only. We have 

(68) 

The proof can be outlined as follows. Assume for a while that 
f(q) is positive on an interval [a,b]. Then non-negativity of 
(68) for all q and p implies that Re[e21TiqpF(p)] >0 for 
q E [a,b ], pER. When I pi is sufficiently large, {e21TiQp 
Iq E [a,b ] I = {zl Izl = 1), leaving for F (p) no other possibil
ity thanF(p) = O. HenceF(p) = o for I pi sufficiently large. 
Whenfis continuous and nonzero in an interval a slightly 
more sophisticated argument gives the same conclusion. 
When F is continuous and nonzero in an interval as well, we 
can argue in a similar fashion thatf(q) = 0 for Iql sufficiently 
large. This then gives a contradiction since f and F cannot 
both be compactly supported. The reasoning is essentially 
the same but gets more technical whenfEL 2(R) since one 
has now to consider Lebesgue points21 offandF, instead of 
continuity points. 

We proceed with the proof according to the following 
steps, where we denote the sets of Lebesgue points off and F 
by LPf and LPF , respectively. We suppose that Re[e21TiQp 

f(q)F(p)];;;.O almost everywhere, wheref¢ O. 
Step 1: When qo E LPf , Po E LPF , andf(qo)#O#F(po), 

then Re [e21TiQopo f(qo)F (Po)] ;;;.0. Indeed if this is not true, we 
can find a 0> 0 such that Re [e21Ti'lPZw] < 0 for all z E C, 
WE C, q E R, pER with Iz - f(qo)1 <0, Iw - F(Po)1 <0, 
Iq - qol < 0, I p - Pol < o. Since qo E LPf we can find21 an 
EI , 0 <E I <0, with ,u({q E [qo - EI,qo + Ed I If(q) - f(qo) I 
<OJ»EI . Similarly, we can find an E2, 0<E2 <0 such that 

,u({ p E [Po - E2,po + E2] I IF(p) - F(Po)1 <oj) > E2. With 
E: = min(EI ,E2) we get ,u({(q,p)IRe[e21Tiqp f(q)F(p)] 
< 0 J) > c, and this contradicts the assumption that 

Re[e21Tiqp f(q)F(p)];;;'O almost everywhere. 
Step 2: Letq E LPfwithq> O,f(q)#O, let Cbe the conic 

set {zlarg z E (1Ta,1Tb)J with b - a < 1, and let F-(C) 
= {p E RIF(p) E C I. Then we have, for n = 0,1, ... , 

In(q) n LPF nF-(C) = ¢, (69) 
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where In (q) is the interval 

I ( ) = [ 2n + ! + 1T-
I 

argf(q) - a 
n q 2q , 

2n + ~ + 1T- I argf(q) - b] 
2q , (70) 

whose midpoint (2n + 1 + (1/1T) argf(q) - !(a + b ))/2q 
and length [1 - (b - a)] /2q are denoted by mn (q) and I (q), 
respectively. Indeed whenp E In(q) n LPF nF-(C) we have 

Re[e21TiQp f(q)F(p)] <0, and this contradicts the result of 
step 1. 

Step 3: Let qo E LP f with qo> O,f(qo) # 0, and let 

V8,E: = {q E (qo - E,qo + E)llf(q) - f(qo) I <01 n LPf (71) 

for 0 > 0, E> 0, E < ! qo. Furthermore let I n (q) be the closed 
interval with midpoint (2n/2q) + mo(qo) and length 1/ (qo). 
We can find 0>0, E>O such that In(q) c In(q) for q E V6,E' 

Indeed this is achieved when 0 and E are so small that 
I mo(q) - mo(qo) I < Al (qo)· 

Step 4: Let E(n) = 4qol(2n + 1). Then the set of mid
points of In(q) with Iq - qol < ~ E(n) equals (mn(qo) - (1/qo) 
X [2n/(2n + 3)], mn(qo) + (1/qo)[2n/(2n - 1)]). 

Step 5: We have21 limElo ,u( V8 ,E )/2E = 1 for every 0> O. 
We can take n so large that (qo - E(n), qo + E(n)) \ V8,E(n) con
tains no intervals of length;;;. ! qo I (qo) E(n). The latter num
ber is < !E(n), and when ql' q2 E (qo - E(n), qo + E(n)), 
Iql - q21 < ~ qol(qo)E(n), then In(qil nJn(q2) # ¢. Hence, 

Sn (qo): = U I n (q) :J u I n (q) , (72) 
q E V".~n) Iq - Qol < l <In) 

and this set contains the interval of length = 4qo- I 
X(2n + 3)-ln with midpoint mn(qo). Hence the Sn(qO)'s 
overlap wheri n is large enough. 

Step 6: When p E Sn (qo) n LP F' we have F (p) E!: C. For 
otherwise p E In (q) n LP F n F-(C) for some q E V8,E(nP 
which contradicts (69). Hence F(p) E!: C whenp > 0 is suffi
ciently large. 

Step 7: By taking three different conic sets CI, C2, C3 as 
in step 2 with CI u C2 U C3 = C\ {Ol, we see that F(p) = 0 
when p > 0 is sufficiently large. Similarly, F (p) = 0 when 
- p > 0 is sufficiently large. 

Step 8: By interchanging q and p we see that f(q) = 0 
when Iql is sufficiently large. The proof is now completed by 
noting that f and F cannot both be compactly supported. 

Note: As the proof shows, it is not necessary to require 
f E L 2(R); the requirement that J, F can be identified with 
locally integrable functions is sufficient. For instance, when 
fE L I(R) we have that F is continuous and bounded, and 
Re[e21TiQp f(q)F(p)] takes negative values. 

D. Examples of generalized functions fwith Re C~~J>O 
everywhere 

In this subsection we give examples of generalized func
tionsfand a E R such that Re C~j;;;.O everywhere (in the 
generalized sense). It was already noted in Sec. I that the 
existence of suchf's and a's is remarkable in view of the fact 
that the sets of smooth and generalized functions f with 
Wf,f = C~)f;;;'O everywhere are essentially the same. In con
structing examples of f's with Re C ~j;;;.O we are led by what 
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may be called the interference formula 

IC~j(q,pW 

= (..l-a)2ff Wu(-q -a,-P -b) 
2 !+a !-a 

XWu(!+a a, !-a b)dadb. 
!-a !+a 

(73) 

The way this formula is used is as follows. Assume we have 
I an/. which can be thought of as a sum of functions each of 
which is "coherent" in the sense that its Wigner distribution 
is concentrated (and positive) in a rather small region ofthe 
phase-plane. Due to the presence of cross terms in C ~j, each 
pair of components of/will produce what is called a ghost. 
Although averages of these cross terms over sufficiently 
large regions are small, provided that the regions to which 
the Wigner distributions of the components are confined are 
more or less disjoint, the amplitude is not. Hence, negative 
values of Re C ~j are likely to be found in the regions where 
the ghosts appear. What formula (73) tells us is how the re
gions where we can expect ghosts vary with a. For example, 
when/= II + 12 and W.t;.J"Wr"I, is concentrated around 
(ql' ptl and (q2' P2)' respectively, one can show from (73) that 
C ~j has a ghost around the point 

(!(ql + q2), !(PI + P2)) + a(ql - q2,P2 - PI)' (74) 

Hence, if one wants to construct examples 1= l:n In' with 
each/" "coherent" in the above sense, such that Re C~j;;;.O 
everywhere, one should take care that for each pair In ,1m 
producing their ghost according to (74), there is anlk whose 
Wigner distribution is positive in the region where the ghost 
appears. It should be noted that all Re C~,t. tend to be con
centrated and non-negative in approximately the same re
gions as Wldk ; this can be seen from formula (13), with 
<P(O,1') = cos 11'a01',cp(q,p) = a-I cos 11'a- Iqp, whichexhib
its Re C Ilia) Ii as the convolution of Wli Ii and a function m, 

k.k k'k T 

which is positive and slowly varying near (0,0) and rapidly 
oscillating far away from (0,0). In this way we achieve that 
the negative values of Re C ~l,l," are masked by the positive 

values of Re C ~~.Jk' 
We start with the case a = ~. Although formula (73) 

degenerates in this case, the above noted principles are still 
valid. As is strongly suggested by the proof in Sec. III C, we 
should look forf's for which either/or Fis supported by very 
small sets. We consider below f's that are supported by dis
crete sets. 

Example 1: Letl = oa' where a E R. Define for b E R 
eb(p): = exp( - 211'ibp), pER. (75) 

ThenF(p) = ea(p), and 

CY,} = oa ® eo;;;'O. (76) 
Example 2: Letl = 0 a + Db' where a E R, b E R, a =1= b. 

ThenF(p) = ea(p) + eb(p), and 

Re[C~}(q,p)] = (1 + cos 211'(a - b )p)(oa(q) + Db (q)), 

q E R, pER, (77) 
which is non-negative everywhere. Note that the ghosts of oa 
and Db (whose Wigner distributions are oa ® eo and Db 

® eo, respectively) appear on the lines q = a and q = b. 
Example 3: Let 1= l::= _ <Xl on' Then F(p) 

= l:;;; = _ 00 om' and thus 
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C 11I2) _ u-
n,m= - ex> 

(7S) 

Notes: (1) The following can be shown. When 
1= l:: = _ co cnon and Re C Y,};;;.O, then either (a) infinitely 
many ofthe c's are =1=0 (b) only one C is =1=0, or (c) only two 
c's=l=0. In case (c) the two c's that are =1=0 have equal mo
dules. If F is smooth, only the last two options can occur. 

(2) The only square-integrable states that have non-neg
ative Wigner distributions are the Gaussians. When one 
passes from square integrable to generalized states, the situa
tion remains the same, except that one has to allow certain 
degeneracies (delta functions and exponentials, cf. Ref. 20). 
Such a thing does not hold for the distributions Re CY,Jl. A 
second deviation is found when one considers the behavior of 
the distributions under smoothing by means of Gaussians. It 
has been shown in Ref. 20 that a (generalized) functionl for 
which Gr. Wu>O everywhere must be a (degenerate) Gaus
sian when r> 1. Here 

Gr(q,p) = exp( - 217i'lq2 + p2)), q E R, pER. (79) 

When we consider as an examplel = 0 a + ZOb' where a E R, 
b E R, Z E R, z> 1, we have 

Re[ C~:J)(q,p)] = oa(q)(1 + Z cos 21T{a - b )p) 

+ ZOb (q)(z + cos 21T{a - b ) p) . (SO) 

The second term at the right-hand side of (SO) is non-nega
tive; the convolution of the first term with G equals 

_1_ exp( _ 21rYq2) 
t2r 

X(l+zexp( -; (a-b)2)cos21T{a-b)p) (SI) 

and is non-negative everywhere when 
Z exp( - (11'/2r)(a - b )2)<>; 1. Hence, when Ib - al is suffi
ciently large, a small amount of smoothing will tum 
Re C ~1) into an everywhere non-negative distribution. 

We finally consider some examples with a = - k + !, 
where k is an integer =1=0,1 and lis a sum of delta functions. 
We note that the ghosts of oa and Db manifest themselves in 
C~jonthelinesq = a + k(b - a),q = b - k(b - a). Hence, 
we must consider sums consisting of either one or infinitely 
many terms. 

Example 4: Letl = oa' where a E R. Then 

C~j = oa ® eo;;;'O. (S2) 
Example 5: When I = l::= _ co on' then 

C ia) -
f,1 -

n,m = - 00 

(S3) 

Example 6: Whenl = l:: = _ co (Onk + Onk + I ), we have 
co 

C~j(q,p)=k-I I [Onk-,(p)8mk(q)(l+e21TiQ) 
n,m= - 00 

+Onk-,(p)8mk+t!q)(1 +e- 21Tiq)] , (S4) 

and the real part of this distribution equals 
co 

k- I I Onk-,(p)(l+cos211'q) 
n,m= - 00 

(S5) 

Note that when v: = Ink + III = O,I;n EZ1, we have a E V, 

A. J. E. M. Janssen 1993 



                                                                                                                                    

bE V, a + k (b - a) E V, b - k (b - a) E V. It can further
more be shown that Re C ~1 takes negative values when 
g = 1::= _ 00 (<5nk _ 1 + <5nk + <5nk+ II· 
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The Levinson theorem is proved by the Sturm-Liouville theorem in this paper. For the potential 
S~rl V(r)ldr < 00, V(r~b Ir when r-oo, the modified Levinson theorem is derived as 
n, = (1I1r)«5,(O) + (a -1)/2 -! sin2{I5,(0) + [(a -l)/2]17"},ifa(a + l)=b + 1(1 + l»~ora = o. 
Two examples which violate the Levinson theorem and satisfy the modified Levinson theorem are 
discussed. 

I. INTRODUCTION 

Consider the Schrooinger equation (2m = 1, Ii = 1) 

d 2u(r) - -----;iT = [E - VIr) -/(1 + l)/r]u(r), (1) 

with the cutoff potential 

f rl V(r)ldr < 00, VIr) = 0, when r>ro. (2) 

If E<.O, physically admissible solutions should be vanishing 
at the origin and at spatial infinity. One can solve Eq. (1) in 
the two regions O<.r<.ro and ro<.r< 00, respectively, and can 
obtain the two logarithmic derivatives of wave functions, u'l 
u, at r = ro, from the different sides. If these two logarithmic 
derivatives match at a definite energy E < 0, there is a bound 
state with this energy. The Sturm-Liouville theorem shows 
that the logarithmic derivative is monotonic with respect to 
the energy, therefore, the relation between two logarithmic 
derivatives at zero energy determines whether there are 
bound states or not. On the other hand, the logarithmic deri
vative for E ~ 0 determines the phase shift at zero energy 
15,(0). The Levinson theorem! reveals the relation between 
15,(0) and the number n, of bound states, which, obviously, 
relates with the Sturm-Liouville theorem closely. Even 
though the Levinson theorem has been proved in different 
methods2 and generalized to different potentials and prob
lems,3 the proof method of the Levinson theorem by the 
Sturm-Liouville theorem is very simple, intuitive, rigorous, 
and easy to generalize. 

The previous proof of Levinson theorem requires the 
potential VIr) to satisfy the following conditions: 

f rjV(r)ldr< 00, (3a) 

i"" rl V(r)ldr< 00. (3b) 

The first one is necessary for the nice behavior of the wave 
function at the origin, and the second one is necessary for the 
previous proof method. Newton4 pointed out two examples 
where the Levinson theorem is violated because the second 
condition is not satisfied. 

It is proved in terms of the Sturm-Liouville theorem in 
this paper that for the potential VIr) 

t b Jo rjV(r)ldr<oo, V(r~ r' when r-oo, (4) 

and 

b + I (I + 1) = ala + 1) > ~ or a = 0, 

the modified Levinson theorem is as follows: 

1 a - I . 2( a - I ) n, = -15,(0) + -- -! sm 15,(0) + -- 17" , 
17" 2 2 

(5) 

(6) 

where n, is the number of bound states with angular momen
tum I, and 15,(0) is the phase shift of zero energy. Newton's 
examples satisfy the modified Levinson theorem. 

II. PROOF OF THE LEVINSON THEOREM BY THE 
STURM-LIOUVILLE THEOREM 

When V = 0, the solution for the Schrodinger equation 
(1) with E> 0 is 

u = cos I5J,(kr) - sin l5,n,(kr), k = ..[E, (7) 

where 15, is an integral constant andj, and 71, are the spherical 
Bessel functions 

J,(x) = ~1TX/2)J,+ !/2(x), n,(x) = ~17"x/2)N,+ 112 (x), (8) 

with the asymptotic behaviors 

': ( ,----{x' + !/(21 + I)!!, when x-o, 
hX~ . 

sm(x -117"12), when X-oo, 

n,(X~{ - (21- l)ll/x', when x-o, 
- cos(x -117"/2), when X-oo. 

(9a) 

(9b) 

Therefore, the solution with 15[ = 0 is vanishing at the origin 
and admissible in physics. The logarithmic derivative at 
r = ro for this solution is 

(10) 

On the other hand, when k goes to zero, the finite solution 
r - , at r>r 0 is the limit of 71, (kr),and its logarithmic derivative 
at r = ro is 

k-aO 

k [n;(kro)/n,(kro)] - - Ilro. (11) 

Now, introduce a parameter A for a given cutoffpoten
tial (2) 

{

AV(r), 

V(r,A) = VIr), 
0, 

(A - l)V(r), 

if V(r»O and O<.A<.l, 

if V(r»O and 1<.A<2, 

if V(r)<O and O<A<l, 

if V(r)<O and 1<A<2. 

(12) 
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WhenA- = 0, V(r,O) = O;whenA-increasesfromOto 1, V(r,A) 
increases;whenA-increasesfrom 1 to 2, V(r,A ) decreases and 
reaches to V (r). Suppose that the nontrivial solution u J.E (r) in 
the region O<r<ro is obtained for this potential V(r,A ), and 
then, the logarithmic derivative can be calculated as 

(13) 

where A is the function of A- and E. When E> 0, by the 
matching condition at r = ro, 

[u'(r)/u(r)] 1'0- = [u'(r)/u(r)] 1'0+ ' (14) 

the potential determines the constant bl through the loga
rithmic derivative A: 

JI(kro) A - kJ;(kro)/J/(kro) 
tanbl = -- A. (ISa) 

nl(kro) A - kn;(kro)/nl(kro) 

When k tends to zero (E ~ 0), 

(h)2/+1 
tan b ~ __ --,--=0 ---

I (21 + 1)!!(2/- 1)1! 

X A - (I + 1)lro (ISb) 
A - [ -I Iro + k2rol(2/- 1)] 

Here, b/(k) is called the phase shift which describes the prop
erties of the potential Vir) (see Ref. 1). When V = 0, 
A = kJ;(kro)/JI(kro), sob/(k) = m1T. We use the convention in 
this paper that 

b/(k) = 0, when Vir) = o. (16) 

It is showns that in this convention the phase shift b/( 00) for 
the infinity energy vanishes. 

From Eq. (15) we get 

(17) 

The phase shift increases monotonically as the logarithmic 
derivative A decreases. 

When E < 0, only one independent solution of Eq. (1) is 
vanishing at the spatial infinity 

(18) 

where kl = ~ - E and hi is the spherical Hankel function 

h/(x) = J/(X) + in/(x). (19) 

The logarithmic derivative ofthis solution at r = ro is 

u'(r) I . h ;(iklro) =lkl "",",,--

u(r) '0 + hi (iklro) 

__ {-llro, when kl +0, 
- k l , when kc~oo, 

(20) 

which decreases monotonically from -Ilro to negative in
finity as energy decreases from zero to negative infinity. 

In the region O<r<ro the solution with u(O) = 0 for E < 0 
when Vir) = 0 is 

(21) 

and 
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u'(r) I = ik
l 
~;(iklro) 

u(r) '0 - j/(iklro) 

= {(I + 1)lro, when kc-+O, 
kl' when kr-+oo. 

(22) 

The logarithmic derivative A (O,E) increases monotonically 
from (I + l)/ro to positive infinity as energy decreases from 
zero to negative infinity. 

Now, we tum to the Sturm-Liouville theorem. If u with 
u(O) = 0 is a nontrivial solution of Eq. (1) with 
E - Vir) = J.Lp(r) + q(r), where p(r) does not change sign in 
the region O<r<ro and J.L may be understood as E or A- (it 
should be discussed separately when A- increases from 0 to 1 
and from 1 to 2), then 

u2(ro) = - p(r)u2(r)dr. d (u'lu) I 1'0 
dJ.L '0 - 0 

(23) 

Ifwe fix the potential V(r,A ), the logarithmic derivative 
A (A-,E) increases monotonically as energy E decreases. Equa
tion (22) is an example. If we fix energy E, A (A-,E) increases 
monotonically as A- increases from 0 to 1, and decreases mon
otonically as A- increases from 1 to 2. If we apply the Sturm
Liouville theorem to the region ro<r< 00, (u'lu)l,o+ also 
changes monotonically with respect to the energy if 
u( 00 ) = O. Equation (20) gives an example. 

There is another form of the Sturm-Liouville theorem 
called the comparison theorem. In our problem, for the non
trivial solution u of Eq. (1) with u(O) = 0, its zeros in the 
region 0 < r<ro move away from the origin if E decreases or 
Vincreases (A- goes from 0 to 1), and move towards the origin 
if E increases or V decreases (A- goes from 1 to 2). 

Itiseasytoseethatu(ro) = OwillcauseA (A-,E) divergent. 
However, there are no zeros in the region 0 < r<ro for the 
nontrivial solution u with u(O) = 0 if E <0 and V = 0 [see Eq. 
(21)]. Then, according to the comparison theorem, there are 
no zeros in the region 0 < r<ro for u with u(O) = 0 if E<O and 
V>O (O<A-< 1), namely, when E<O and A- increases from 0 to 
1, A (A,E) increases but is finite. This conclusion also holds 
when E> 0 but is small enough. In contrast, if one fixes E 
and increases A- from 1 to 2, u(ro) may be equal to zero and 
A (A-,E) may decrease to negative infinity [u(ro) = 0], then 
jump to positive infinity and decrease again. Generally, 
A (A-,E) may jump several times as A- increases from 1 to 2. 

A potential is said to be repulsive dominated if 
A (A-,O»(I + l)/ro' 0<A-<2. For a repulsive-dominated po
tential where 

-- < -- < 00, when - 00 <E<O, 1+1 u'(r) I 
ro u(r) '0-

(24) 

according to Eqs. (20) and (ISb), there is no bound state in 
this case, and b/(O) = O. Therefore, 

(25) 

A potential is said to be attractive dominated if A (A-,O) 
may be less than (I + l)/ro for some A-. If one fixes a very 
small k (E:S 0) and increases A- from 1 to 2, the logarithmic 
derivative A (A-,E) decreases monotonically from a positive 
value >(1 + l)/ro, and phase shift b/(k) increases. However, 
beforeA (A-,E) reaches to -llro, from Eq. (15), b/(k) is still 
near zero. If the potential is attractive dominated, A (A-,E) 
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may decrease through the value - I/ro, and {jl(k) increases 
rapidly through 17'/2 and goes to near 17'. Then, {j 1 (n) increases 
slowly near 17' as A (A,E) decreases to negative infin\ty 
[u(ro) = 0], jumps to positive infinity, and decreases again. 
At the same time, wave function u gets a zero in the region 
0< r<.ro' When A (A,E) decreases the second time through 
- 1/ r 0' {j 1 (k ) increases rapidly again, and goes through 317'/2 

to 217'. Generally, when A increases from 1 to 2, A (A,E) de
creases through m times of jumping from negative infinity to 
positive infinity and nl = m or m + 1 times through the val
ue - l/ro, correspondently, {jl(k) increases to near nl 17' and 
the wave function u(r) has m zeros in the region 0< r<.ro' 

Now, we fix the potential Vir) = V(r,2) and let the ener
gy decrease from the small positive value. According to the 
Sturm-Liouville theorem all the zeros of the solution u in the 
region ° < r<.ro will move away from the origin and the loga
rithmic derivative A (2,E) will increase monotonically. As 
long as a zero moves through ro, A (2,E) increases to positive 
infinity, jumps to negative infinity, and increases again. 
Therefore, when E decreases from zero to negative infinity, 
A (2,E)increasesfromA (2,0) through m times of jumping and 
nl times through the value - I/ro, and finally increases to 
positive infinity. Thus, from Eq. (20) A (2,E) will match nl 

times with the values of [u'(r)/u(r)] 1'0+ when E decreases 
from zero to negative infinity, namely, there are nl bound 
states 

(26) 

The above discussion is the essence of the Levinson theorem. 
We should pay some attention to the case where 

A (2,0) = - I/ro. In this case there is a solution with E = ° 
satisfying the matching condition (14). This solution is in 
proportion to r - 1 in the region r> r 0' so it is a bound state 
except for 1=0. It is interesting to know whether {j1(0) in
creases an additional 17' when A (A,O) finally reaches the value 
- I/ro. The crucial point is that when A = 2 and k is small 

enough, tan {jl(k) is positive or negative and tends to zero or 
infinity as k goes to zero. If tan {jl(k) is negative and tends to 
zero, {j1(0) increases an additional 17'. If tan {jl(k) is positive 
and tends to zero, {j1(0) does not increase a 17'. If tan {jl(k) 
tends to infinity, {j1(0) increases 17'/2. 

Since u(ro) #0, from Eq. (23) we obtain 

aA (2,E) _ 1 i'o 2()d ° --'--'---'- - - -- u r r < , 
aE u2(ro) 0 

A (2,E)':::::!. - I/ro - c2k 2
, when E~O, (27) 

where c2 > 0. Substituting it into Eq. (15b) we obtain 

tan {jl(k)':::::!. - c,2k 21-1, (28) 

where C,2>0. Therefore, when I #0, Eq. (26) holds. When 
1= O,Jo(kro) = sin kro, no(kro) = - cos kro, 

t k 
A - k cot kro 

tan {jo(k) = - an ro -+00, 
A + ktankro 

(29) 

that is, {jo(O) increases an additional 17'/2 when A (A,O) finally 
reaches to 0. Since this state for E = ° and I = ° is not a 
bound state, but, so called, a half-bound state, the additional 
17'/2 should be subtracted from {jo(O) in Eq. (26). Finally, the 
Levinson theorem should be read as 

(30) 
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This form of Levinson's theorem was first presented by Ni.2 

This proof method of the Levinson theorem for the 
Schrodinger equation can easily be generalized into that for 
the Dirac equation, which will be discussed elsewhere, and 
obtain the same result as in Ref. 6. 

III. MODIFIED LEVINSON THEOREM 

Now, we tum to the case where the potential has a tail at 
r>ro: 

V(r)_br- m , when r-+oo. (31) 

Let ro be so large that only the leading term in Vir) is con
cerned in the region r>ro' Substituting it into Eq. (1) and 
changing the variable r to 5 = kr, we get 

_ d
2
u(5) = (1- l!...-k m - 2 _ 1(1 + 1) )U(5) r>ro. 

d5 2 5m 52 ' 
(32) 

As far as the Levinson theorem is concerned, only those so
lutions with small k are interesting to us. If m = 1, the poten
tial term becomes very large and, as is well known, the phase 
shift changes logarithmically. Ifm>3, the potential term be
comes too small to affect the phase shift. Thus, we are going 
to discuss the case where m = 2. For convenience, we divide 
the potential into two parts: 

VIr) = VI(r) + V2(r), (33a) 

VI(r) = {V(r), r<.ro, 
(33b) 

0, r>ro, 

{O, r<ro, (33c) V2(r) = V(r)_br-2, r>ro' 

Substituting it into the SchrOdinger equation (1), we get 

d 2u(r) _ (E ala + 1)) ( ) -~ - - r u r, r> ro, (34) 

where 

ala + 1)=b + 1(1 + 1). (35) 

If b + I (I + 1) < - A, this potential causes an infinite number 
of bound states, which is not interesting to us. For 
ala + 1) > - A, a > -!, the solution to Eq. (34) is as follows: 
WhenE>O, k =..fE, 

u = cos {jJa(kr) - sin {ja na (kr), 

where {ja(k) is reiated with the phase shift {jl(k) by 

{ja(k) = {jl(k) + [(a - /)/2]17'; 

WhenE=O, 

WhenE<O, kl =~ -E, 

u = ei(1T/21(a + Il1,a (iklr). 

Like Eq. (15), we get 

{: (k)- Ja(kro) A -kJ~(kro)lJa(kro) tan u - -----------
a na(krO) A - kn~(kro)/na(kro) , 
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(38) 

(39) 

(40) 
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and 

(41) 

Now, we can follow the prooffor the Levinson theorem 
(30) in Sec. II to obtain the modified Levinson theorem (6) 
where the potential VI(r) plays the role of the potential (2). 
The only thing which should be discussed carefully is the 
case when A (2,0) = - a/roo 

If a> ! and A (2,0) = - afro, the solution for E = 0 is a 
bound state with the behavior u(r)-r- a, when r--oo. When 
A (2,0) = - afro, just like Eq. (28), we get 

(42) 

where C,2 > O. Thus, 8a (0) increases an additional 11', so we 
come to the modified Levinson theorem (6). 

If a = ! and A (2,0) = - afro, the solution for E = 0 is 
not a bound state because f:: [r- I /2] 2 dr is divergent. How
ever, 

Here, tan 8 ldk) is negative when k is small enough and 
tends to zero as k goes to zero, that is, 811210) increases an 
additional 11', which violates the modified Levinson theorem 
(6). 

If a = 0, the calculation is the same as that in Sec. II 
when 1= 0, so Eq. (6) holds. If -! <a <! but a#O, 

': ..[1i ( kro )a + I 

Ja(krO)- FH + a) T ' 

na(krO)- _ F(! + a) (~)a 
..[1i kro 

X [1 _ ( kr 0 )2a + I 11' cotta + !)11' ] 
2 (!+a)[F(!+aW ' 

11' (kr )2a + I 

tan8a(k)-- FH+a)F(!+a) -t 
X A - (a + l)/ro , 

A + afro + k (krof2fa11' cotta + ~)11'/[r(a +!W 
(43) 

When A (2,0) = - afro, tan 8a(k) tends to tan(a + !)11' 
as k goes to zero, that is, 8a (0) increases an additional 
(a + !)11', which violates the modified Levinson's theorem (6). 
For !>a> -!, the number of bound states n[ is equal to 
8[ (0)/11' + (a - I )/2 except for the case with the "half-bound 
state," a nontrivial solution ofzero energy with u(O) = 0 and 
u(r) - r - a at r __ 00 • In the latter case 
n[ = 8[(0) - (a + 1+1)/2. 

Now, we check the two examples given by Newton.4 

Example 1: 

2c2 2 
VIr) = 2 --~, when r--oo. (44) 

(1 + cr) r 
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The phase shift ofthe S wave is 80 (0) = - 11'/2 and there is 
no bound state for the S wave, no = O. However, since a = 1, 
Eq. (6) is satisfied. 

Example 2: 

where N is a constant. The S wave function is 

sin kr 3r . 
u(k,r) = -k- -, 3 2 ~ (sm kr - kr cos kr) 

k (N + ) 
k--<J 

__ N 2r/(N 2 + ~). (46) 

The solution with E = 0 is a bound state; however, 80(0) = O. 
In this example, a = 2, no = 1, and Eq. (6) is satisfied. 

Finally, we would like to say some words about the con
dition (3a) of the potential at the origin which excludes the 
potential with the form 

(47) 

It is obvious that the origin is an irregular singular point if 
m > 2. How about m = 2 in which the origin is a regular 
singular point? In fact, the centrifugal potential has behavior 
like that. 

It is necessary for the Sturm-Liouville theorem that 

(uu; - u l u'lIr=O = o. 
If the potential has the behavior 

V(r) __ b
l
r- 2, when r-+-O, 

at the origin, the indicial equation is 

a(a-l)=b l +/(/+ 1). 

(48) 

(49) 

(50) 

If bl + I (I + 1) < - !, we have an oscillation solution, which 
should be excluded. If bl + I (I + 1) = al(a l + 1) and a 1>0, 
we have a = 1 + a l> 1, so u tends to zero and u' is finite as r 
goes to zero. Therefore, the Levinson theorem holds for the 
potential 

lim rV(r) = bl < 00, bl + 1(1 + 1»0, (51) 

instead of condition (3a). If -! < a l < 0, u' is infinite, but 
uu; goes to zero as r goes to zero. The condition (48) excludes 
a 1 = -!. It seems to us that the Levinson theorem also 
holds for -! <a l <0. 

Note added in proof: After this paper was completed I 
read a new paper by Z. R. I winski, L. Rosenberg, and L. 
Spruch [Phys. Rev. A 31, 1229 (1985)] in which Levinson's 
theorem for the Schrodinger equation with a short-range 
potential [~V (rJ--O as r __ 00 ] was also proved by the Sturm
Liouville theorem. In the present paper the case with the 
long-range potential V(r)--b /r as r--oo is discussed. If a 
potential c/(r In r) is added to b /r, the phase shift will not 
be affected because this potential Icl/(r In r) is less than 
E{2a + l)1r with E = Icl {(2a + l)ln roJ -I at r> ro which 
changes the phase shift only by an infinitesimal value E11'/2 
for the large roo The author would like to thank Professor C. 
N. Yang for bringing his attention to this kind of potential 
with logarithm. 
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Quantum tunneling of a nonrelativistic particle through a singular potential barrier V is studied 
on the line. The Hamiltonian is a self-adjoint extension of the operator HI = - d 2/ dx2 + V (x). If 
HI is essentially self-adjoint on its natural domain, the tunneling is forbidden for a class of 
potentials that includes all semiclassically impenetrable barriers. If HI is not essentially self
adjoint, the Friedrichs extension of HI yields no tunneling for another class of potentials which 
again includes the semiclassically impenetrable ones. In general, the occurrence of tunneling is 
not excluded and depends on the self-adjoint extension we choose as the Hamiltonian of our 
problem. As an example, we evaluate the transmission coefficient for all self-adjoint extensions of 
the operator HI referring to V(x) = gx-2 with O<g<i. 

I. INTRODUCTION 

Quantum tunneling is a phenomenon with a vast range 
of occurrence in diverse branches of physics. One of the par
ticularly interesting cases concerns the problem of conserva
tion of topological charges in various field-theoretical mod
els. It is believed on the basis of heuristic arguments I that 
transitions between states of different topological charges 
are tunnelings through an infinitely high energy barrier; rig
orous proofs of this assertion were given2 for the (2 + 1)
dimensional 0 (3) q model, the (2 + 1 )-dimensional electro
dynamics, and the (3 + I)-dimensional Yang-Mills-Higgs 
theory. Such a tunneling is forbidden semiclassically since 
the Euclidean action along any path crossing the barrier is 
infinite. The question naturally arises, whether the transi
tions are forbidden exactly, too. 

Motivated by this problem, we address ourselves in this 
paper to a considerably simpler question: we are going to 
study tunneling through an infinitely high potential barrier 
V in one-dimensional quantum mechanics, particularly in 
the situations when the transition is semiclassically forbid
den. There is no tunneling, of course, when the infinitely 
high potential wall has a nonzero thickness. On the other 
hand, the answer is not a priori clear if V(x) is finite almost 
everywhere with exception of one or more point singulari
ties. For simplicity, we restrict our attention to the potentials 
that have just one point singularity placed at x = O. The 
main result of the paper is two conditions, namely, 

[e V(x) dx = 00 (1.1) 

and 

[ex2V(X)2 dx = 00 (1.2) 

for some c > 0, which are sufficient for the absence of tunnel
ing provided the dynamics is determined by the potential V 
alone, or more explicitly, provided the formal Hamiltonian 

"Present address: Laboratory of Theoretical Physics, Joint Institute for 
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(1.3) 

is essentially self-adjoint (e.s.a.) on its natural domain. (A 
more detailed specification will be given in Sec. II below.) 

In the opposite case, one must choose a suitable self
adjoint extension of HI which is to play the role of the Hamil
tonian. Needless to say, this choice should be based on addi
tional physical considerations; roughly speaking, one must 
specify what happens when the particle reaches the center of 
repUlsion. A particular interest concerns the case when H F' 

the extension in the sense of quadratic forms, is chosen for 
the Hamiltonian. In that case, the tunneling is forbidden 
under the condition (1.1). It should be noted, that both the 
conditions (1.1) and (1.2) are fulfilled if Vis a semiclassically 
impenetrable barrier, i.e., 

(1.4) 

For other self-adjoint extensions, however, conditions 
of this type might not ensure absence of the tunneling. In 
order to illustrate this fact, we discuss in detail the example 
of the barrier 

V(x) =gx-2, g>O. (1.5) 

If g < i, the corresponding operator HI is not essentially self
adjoint and has a family of self-adjoint extensions parame
trized by 2 X 2 unitary matrices; they can be easily construct
ed by the standard von Neumann method. 3.4 We evaluate the 
transmission coefficient for each of the extensions; it appears 
that the tunneling is forbidden iff the corresponding matrix 
is diagonal. 

There are many papers in which the motion in the field 
of a singular potential is treated (on various levels of math
ematical rigor); see, e.g., Refs. 5-10 and further references 
given therein. Most of them, however, concern potentials in 
R3 with a singularity at the origin. The one-dimensional tun
neling discussed here has not been, up to our knowledge, 
considered earlier, though there naturally are some similari
ties to other works, especially in the example treated in Sees. 
IV and V. It should be stressed also, that the assumption 
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about just one singularity in the potential V is not vital for 
our main results. The methods used to prove absence of the 
tunneling under the conditions (1.1) and (1.2) employ sub
stantially the local behavior of V( . ) only around the singu
larity, and therefore they are expected to work for potentials 
V having a (finite or infinite) set of point singularities with no 
accumulation points. 

II. FORMULATION OF THE PROBLEM 

As mentioned above, we shall concentrate on the case of 
a non-negative barrier with one point singularity. Hence we 
adopt the following assumptions. 

(a) Vis Lebesgue measurable and V(x);;;.O a.e. in R. 
(b) V( . ) is bounded a.e. in R\[ -1],1]] for each 1] > O. 

The Hamiltonian of the problem is, of course, a suitable self
adjoint extension of the symmetric operator 

HI =Ho+ V, (2.1) 

with thedomainD (HI) = D (Ho)nD (V), whereHot/l = - t/I" 
with D(Ho) = AC2 [R] (cf. Ref. 3, Sec. X.l) and (Vt/I)(x) 
= V(x)t/I(x). Recall that AC(M] denotes the set off unctions 

feL 2(M) that are absolutely continuous in (each compact 
subinterval of) M with l'eL 2(M) and AC2[M J 
= {feAC[M Jif'eAC[M J J. We are particularly interested 
in the self-adjoint extension associated with the quadratic 
form 

(2.2) 

defined on Q (h ) = AC [R] nD (V I 12). Since V is locally inte
grable in R \ {O J and non-negative, the form h is closed and 
semibounded (Ref. 11, Theorems 14.1.1-14.1.3). Conse
quently, there is a unique self-adjoint operator H F associated 
with h, the Friedrichs extension of HI' 

In spite of possible singularity at x = 0, the scattering 
problem for H F is well posed if only V decays rapidly enough 
at infinity (for general information about the rigorous scat
tering theory see Ref. 3, Chap. XI, or Ref. 12). To be specific, 
we assume the following. 

(c) There are positiveK, b,8such that V(x)..;;K lxi-I-/; 
for almost al11xl > b. 

In such a case, the hypotheses of Theorem 14.2.1 in Ref. 
11 are easily seen to be fulfilled, so the following assertion 
holds. 

Proposition 2.1: Under the assumptions (a)-(c), the wave 
operators W ± (HF,Ho) exist and are complete. • 

Next one has to make an assumption concerning the 
singularity of V. Semiclassical impenetrability of the barrier 
demands 

i [V(x) - E V+ dx = 00, (2.3) 

with p = ! for a given energy E of the particle. For a greater 
generality, we shall consider this condition with other values 
of p, too. Alternatively, one may require 

[cV(X¥'dX=oo, (2.4) 

for some e > 0, as the following assertion shows. 
Proposition 2.2: Assume (aHc) and fixpe(O, 1]. Then the 

following conditions are equivalent: (i) (2.3) holds for some 
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E>O; (ii) (2.3) holds for all E>O; (iii) (2.4) holds for some 
e > 0; and (iv) (2.4) holds for all e> O. • 

Thus the assumption may be formulated as follows. 
(dp ) For a given pE(O,I], any of the conditions (iHiv) 

hold. 
Besides (dp ), we are going to consider one more condi

tion of this type. 
(e) The integral SC_ cX2V(X)2 dx is divergent for some 

(hence also for any) positive e. 
Proposition 2.3: (dp ) implies (dq ) if 0 <p";;q";; 1. If P <~, 

then (dp ) implies (e). On the other hand, the conditions (dp ) 

and (e) are independent for ~";;P";; 1. 
Proof" To a positive e, we denote J c- = [ - e,e J 

nV(-I)([O,I)). 

Then 

[c V(x)qdx 

;;;. [c V(x¥,dx+ i
c

- [V(x)q- V(x¥,]dx 

;;;. [c V(x¥, dx - 2e, 

so the left-hand side is infinite if (dp ) holds. Next we use the 
HOlder inequality 

[c V(x¥, dx..;;(I~c Ixl- 2P/
(2-

p
) dx r-p

)/2 

X ([cX2V(X)2 dx r/2. 
If p < j, the first integral on the right-hand side (rhs) is finite 
so the second assertion follows. 

Finally, one can consider the following examples. For a 
powerlikepotential, V(x) = Ixl- a withp-I..;;a <~, the con
dition (dp ) is fulfilled, while (e) is not. If V(x) = - Ixl- 3/2 

Xln -llxl for 0 < Ixl <! and V(x) = 0 for Ixl >!, the same is 
true with p = ~. On the other hand, the potential 

V(x) = {n3
, XE(1/~,1/n + l/n5

), n = 1,2,3, ... , 
0, otherwIse, 

gives 

I V (x¥, dx = ~ n3p
-

5 

and 

IX2 V(Xf dx = ~ (n- I + o (n- 5
)), 

so (e) is valid, while (dp ) is fulfilled for nope(O, 1]. • 
In the next section, we are going to discuss the implications 
of these conditions for tunneling through the barrier. 

III. THE MAIN RESULTS 

Our goal is to show that under the stated singularity 
conditions, a state localized initially on one of the half-lines 
R ± stays confined there if its evolution is governed by the 
operator HF associated with (2.2). Specifically, we are going 
to prove the following. 

Theorem 3.1: Assume (aHc) and (dIl; then HF com
mutes with the projections E ± on L 2(R ± ). 
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In view of Proposition 2.3, it gives the following result. 
Corollary 3.2: Let HF be the Hamiltonian of the prob

lem.lfthe conditions (aHc) and (dp ) for somepe(O,l] hold, 
then exp( - iH Ft ) is reduced by E ± for all teR, so there is no 
tunneling. In particular, it is true for p = !, in which case the 
tunneling is semi classically forbidden. 

Pro%/Theorem 3.1: We denote QI = {f/!eAC[lR]:t/I(O) 
= 0 j. For a vector ¢leQ (h ), the function V 1/2", must be 

square integrable; in view of (b) it is sufficient to investigate 
its behavior in some neighborhood of the origin only. Sup
pose t/l(0)#0. Since", is (absolutely) continuous, there is a 
positive c such that I f/!(x) I >! I f/!(O) I for Ixl <c. Then 

[e V(x)lf/!(xWdx> ! If/!(OW [e V(x)dx, 

so we have a contradiction with (dIl. Consequently, 
Q(h)CQI' 

Next we shall use this fact to prove the required 
commutativity. We define the restricted forms h ± :h ± ("') 

= 1I""11
2
± + 11V

1/2
"'11

2
±, where 11"'11 ± : = h± It/I(xW dx, 

with the domains 

Q (h ± ) = {f/!eAC[lR± ] :V I/2t/JEL 2(lR± ), 

lim t/l(x) = a}; 
x_o± 

they are obviously non-negative. Let us check that h + is 
closed. We take an arbitrary sequence {",,,}CQ(h+) such 

that h + ("'" - "'m) + II"'" - "'m 112+ -- 0 as n, m -:+' 00. By 
"'", we denote the extension c:f",,, to R such that ",,,(x) = 0 
for x < 0.1t is easy to see that "'" is continuous and belongs to 
Q(h) for ",,,E Q(h + ), and h ("',,) = h + ("',,). Furthermore, 

II"'" II = II"'" II +, so h ("'" - "'m) + II"'" - ~m 112 -- 0 as n, 
m -- 00. Since the form h is closed, there is ¢leQ (h ) which is 
the limit of the Cauchy sequence and h ('" - "',,) + II'" 
- "'" 112 __ 0 as n __ 00. The function", is continuous and 

f/J(O) = 0 so "': = '" ~ R+ fulfills lim "'(x) = O. Obviously, 
x-o+ 

¢leQ (h +) is the sought limit of the sequence {"'" j. Thus the 
form h + is closed, and by an analogous argument, h _ is 
closed. 

Then there are unique self-adjoint operators H ± on 
L 2(R ± ) associated with the forms h ± . We construct the 
operator iI on L 2(R) = L 2(R_) e L 2(R+) as the orthogonal 
sum iI = H _ e H +. This operator is self-adjoint and 
reduced by the projections E ± by its definition. Further
more, we define the quadratic form hash = h_ eh+, i.e., 
h (qJ_ eqJ+) = h_(qJ_) + h+(qJ+) with Q(h) = lqJ 
= qJ _ e qJ + :qJ ± EQ (h ± ) j. Ac£ording to the definition, h is 

non-negative and closed, and H is the self-adjoint operator 
associated with it. 

Finally, we shall compare the forms hand h. First let 
qJEQ (h ); we can write qJ = ip _ + ip +, where ip ± = E ± qJ, or 
qJ = qJ _ e qJ + with qJ ± = ip ± ~ R ± . In the same way as 
above, one may use Q (h ) C QI to check that qJ ± EQ (h ± ), 
i.e., qJEQ (h ). On the other hand, consider a vector qJ = qJ_ 
e qJ + EQ (h). Extending the functions qJ ± ' we can write 

qJ = ip _ + ip +. The two functions are absolutely continuous 

and lim ip ± (x) = 0 so qJ is absolutely continuous in (any 
x_o± 

finite subinterval of) R. Further, qJ'± eL 2(R ±) implies 
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qJ'eL 2(R) and VI/2qJ ± eL 2(lR± ) implies VI/2qJeL 2(R), so 
qJEQ (h ) holds, too. Thus we have Q (h ) = Q (h ) and the forms 
coincide as 

h (qJ) = IIqJ'1I2_ + IIqJ'1I2+ + II V1I2qJ 112_ + 1IVI/2qJ 112+ 

= h_(qJ_) + h+(qJ+) = h (qJ), 

for qJEQ (h). However, the self-adjoint operator associated 
with h is unique, and therefore H F = iI. • 

Using an operator argument, the following weaker as
sertion can be proved. 

Theorem 3.3: Under the assumptions (aHc) and (e), the 

operator HI commutes with E ± . Then there is no tunneling 
if HI is essentially self-adjoint. 

Proof: We denote DI = {¢leAC2[R]:t/I(O) = ""(0) = OJ. 
In order to determine D (H II, we must specify the behavior of 
V", around x = O. For ¢leAC2[lR], one may use the first-order 
Taylor expansion with integral remainder 

t/l(x) = t/l(0) + ",'(O)x + r2(x), 

where 

r2(x) = x2 f (1 - t )"'" (tx)dt. (3.1a) 

Estimating the integral by the Schwarz inequality, we get 

Ii'" 1112 
I r2(x) I <3- 1/2 

0 I "'"(YW dy Ix 13/2· (3.1b) 

In analogy with the preceding proof, (e) implies t/l(0) = 0 for 
f/!eD(HI ). Suppose ""(0)#0. In that case, (3.1b) gives 
I t/l(x) I >! I ",'(O)x I for all sufficiently small x, and therefore 

[e V(x)21f/!(xW dx>! I ",'(OW [e X2V(X)2dx, 

for some c > O. Consequently, ""(0) = 0 holds, too, andD (HI) 
CDI • 

Now the commutativity of E ± with HI verifies easily. 
Since a vector f/!eD (HI) can be represented by a con
tinuously differentiable function that fulfills f/!(O) 
= ""(0) = 0, we have E ± f/!eD (Ho). At the same time, 
Vt/JEL 2(lR) implies VE ± t/JEL 2(K), so E ± f/!eD (HI)' Check of 
the equality HIE ± '" = E ± HI'" for such'" is straightfor
ward; thus E ± HI CHIE ± . Finally, it is not difficult to see 
that if HI commutes with a bounded operator, the same is 

true for its closure HI' • 
Let us collect now some simple properties of the 

operator HI and its extensions. We denote H min 
=HI ~ CO'(R\{Oj). An argument analogous to that pre

sented in Ref. 3, Appendix to Sec. X.1, shows that 

D(H!in)CD *, (3.2a) 

where D * = {t/JEL 2(R):""",' absolutely continuous in 

R \ { 0 j, "'" eL ~oc (R \ { 0 j), - "'" + Vt/JEL 2(R}} and 

H !in '" = - "'" + V",. (3.2b) 

We have the following chain of inclusions: 

H!in ~Hr~HF~lil~HI~Hmin; (3.3) 

if HI is not e.s.a., then other self-adjoint extensions may 
stand in the place of H F • 

These relations are important because they allow us to 
find the deficiency subspaces of the operator HI by solving 
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the ordinary differential equation 

- tP"(x) + V(x)¢1x) = ± i¢1x); (3.4) 

in particular, they allow us to verify the essential self-ad
jointness of HI in the case that the last equation has no solu
tion within D *. In Sec. IV, we shall treat in this way the 
potential barrier (1.5). 

IV. AN EXAMPLE: V(x) = gx-2 

Here we are going to illustrate that we may not generally 
replace the Friedrichs extension HF of HI in Corollary 3.2 
by another one. To this end, we shall treat in detail the parti
cular barrier 

V(x) =gx-2, g>O. (4.1) 

This potential fulfills obviously the assumptions (aHc), as 
well as (e) and (dp ) for p>!; thus all conclusions of the preced
ing section apply. 

Let us ask when HI = Ho + V is e.s.a. In view of rela
tions (3.2H3.4), the equation specifying the deficiency sub
spaces 

(Hr - iA.)q:J = 0, 

for A. = ± 1, is simply related to the Bessel equation if we set 

v = (g + 1)112; (4.2) 

its solutions in R ± are linear combinations of 
( ± x)1/2H~I(e± i1TV/4X),k = 1,2. It is easy to see that none of 
them is square integrable if v> 1, i.e., g>i, and therefore HI is 
e.s.a. in this case. On the other hand, if ge(O,i), or ve(!, 1), the 
deficiency subspaces K ± are two dimensional and spanned 
by the vectors 

rp(~: rp(~ (x) = 0 (X)x1/2H~I(EX), (4.3a) 

rp(~: rp(~ (x) = rp(~ ( - x) 

= - O( -xlI _X)1/2E'vH~I(EX), (4.3b) 

and 

rp(!!. : rp(!!. (x) = rp(~ (x) 

= 0 (X)x1/2H~I(EX), (4.3c) 

rp(~: rp(~ (x) = rp(~ (x) 

= - O( -xlI _X)1/2E4vH~)(EX). (4.3d) 

Here and further on, we abbreviate E = efTil4
• The self-adjoint 

extensions of H I are then constructed in the standard way. 3,4 

They are parametrized by the isometries K + -. K _, i.e., by 
2 X 2 matrices U whose elements fulfill the unitarity condi
tion 

Ulj Ulk + u2j U2k = l)jk' j,k = 1,2. (4.4) 

For a given U, we denote 

rp't,l = rp (~I - ulkrp (~ - U2krp (:!, k = 1,2. (4.5) 

According to the second von Neumann formula, the domain 
of the extension H u of HI consists of the vectors 
tP = rp + (/ - U)q:J +' where rp + = C 1<P (~ + c2<P (~ , i.e., 

tP = rp + cI<P VJ + C2<P'l), (4.6a) 

with <peD (HI) and CI ,C2EC. The operator H u acts on them as 

HutP = H,rp + i(/ + U)q:J+; in view of (3.2b) and the inclu-
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sions H u CH r CH !in' one has 

HutP = - tP
H + VtP· (4.6b) 

Let us now look more closely at how the functions of 
D(Hu) behave around x = O. We take tPeD(Hu ) and 
rp eD (H u ) with supp rp C [ - n,n]; then 

(<p,HutP) = lim+(f-
7J 

+ rn
)q5(X) 

71-0 -n J7J 

X ( - tPH(X) + gx-2¢1x))dx. 

Since both tP',<P' are absolutely continuous in any compact 
subinterval ofR\ {OJ, one can integrate by parts, obtaining 
in this way 

(<p,H utP) = (H u<P,tP) + lim L a(q5(all) 
11-0+ a= ± 

X tP'(arJ) - q5'(arJ)tP(all}}· 

Furthermore, to any rpeD (H u) one can always find a se
quence {rpn 1 CD(Hul of functions supported by [- n,n] 
such that rpn -. <p,H Urpn -. H u<p, e.g., by imposing (suffi
ciently smooth) cutoffs on <po Then the last equality holds for 
arbitrary <p,tPeD (H u), and therefore the second term on its 
rhs must be zero for each such pair of vectors. This require
ment can be reformulated as the following continuity condi
tion: 

lim j(<p,tP;X) = lim j(<p,tP;x), 
x __ O+ x_O-

(4.7a) 

for rp,tPeD (H u), wherej(<p,tP;x) = q5(x)tP'(x) - q5'(x)¢1x). 
By a polarization-identity-type argument, it is further equi
valent to 

lim j.,,(x) = lim j.,,(x), (4.Th) x __ O+ x __ O-

for ~ch tPeD(Hu), where j.,,(x) = (2i)-](tP,tP;X) 
= 1m tP(x)tP'(x). Hence the domain of every particular exten

sion H u is contained in the set of vectors for which the prob
ability current is continuous at x = O. 

A stronger assertion is valid for the vectors of D ( HI)' 
One can take <p from the domain of HI = H r* and 
tPeD (H n and repeat the above argument for (rp,H rtP); it 
yields again the condition (4.7a). In the present case, how
ever, one may always write tp = tPl + tP2' where both tPl' tP2 
belong to D (H r) and are supported by ( - 00 ,0) and (0,00), 
respectively. Consequently, one has 

lim j(<p,tP;X) = 0, (4.8) 
JC __ O± 

for rpeD ( HI) and tPeD (H n Notice that the last relation is 
easily verified directly if rpeD (HI) and tPeK ± ' because then 
l<p (x)I;;;;Xq> Ixl 3/2 (cf. the proof of Theorem 3.3) and thefunc
tions (4.3) behave near x = 0 as follows: 

<p(~ (x) = A [£VXIl2 - v _ BCvXll2 + v 

(4.9a) 

etc. (the remaining formulas are obtained by complex conju
gation and/or replacement of x -. - x), where 

A = - (i/1r)2T(v) = - ri/F(1- v)sin V1T, 

B=4-VF(1-v)/F(1 + v). (4.9b) 

J. Dittrich and P. Exner 2003 



                                                                                                                                    

On the other hand, (4.8) need not be true if neither tp nor 

tPiscontainedinD (HI)' In viewof(4.6a), weare particularly 
interested in the case when tp,tP are of the form (4.5). The 
limits can be calculated with the help of (4.9) and (4.4); they 
equal 

lim j(tp W,tp W;x) = (2i/1r)lu21 1
2 sec(v17"12), 

x_o± 
(4.1Oa) 

lim j(tp !lJ,tp !lJ;x) = - (2i/1r)iud 2 sec(v17"12), 
x_o± 

(4.1Ob) 

lim j(tp W,tp !lJ;X) = - (2i/1r) ~ U l2 sec(v1T/2). 
x_o± 

(4.1Oc) 

We see that, in general, the probability current for t/JED (H u ) 

need not vanish at x = 0 unless U is diagonal. It indicates 
that the tunneling might occur in such cases. In the next 
section, we confirm this conjecture by evaluating the trans
mission coefficient. Notice that the matrix U = U F referring 
to the Friedrichs extension is diagonal: we have shown in the 
proof of Theorem 3.1 thatD(HF)CQ(h )CQI' and therefore 

one has to require lim tp 't)(x) = o. It yields easily 
x_o± 

(4.11) 

Remark 4.1: In the above considerations, closedness of 
HI is not required. Before proceeding further, we would like 
to mention an elegant proof of this property which, however, 
works for g > a only. It is based on the canonical commuta
tion relations. We write HI = (P 2 + aQ -2) + (g - a)Q-2 
and apply it on a vector tP of a suitable domain, say, 
C a(R\ {O}). It gives 

IIHItPII2 = II(P 2 + aQ -2)tPI1 2 + ~ - fi)IIQ -2tP11 2 

+ (g _ a)(tP,(P 2Q -2 + Q -2p2)tP). 

Using the relation [P,Q -1]tP = iQ -2tP, one can rewrite the 
last term a.s follows: 

(tP,(P 2Q -2 + Q -2p2)tP) 
= !11(3PQ -I _ Q -IP)tPII2 _ ~IIQ -2tPII2. 

Omitting the non-negative terms, we get the inequality 

IIH ltPI1 2>(g - a)211Q -2tP I1 2, 
,peC 0' (R\ {O}). (4.12) 

The remaining part of the argument is simple (cf. the analo
gous problem considered in Ref. 13, Proposition I). Since 
g> a, H min is e.s.a. and relations (3.3) show that C a(R\ {OJ) 

is a core for HI' To a vector t/JED (HI)' we take a sequence 
{tPn} CCa(R\ {O}),tPn -+ tP: then {HltPn} is Cauchy and 
the same is true for {Q-2tPn} due to (4.12), and for {p2tPn}, 
too, sinceP2tPn = HltPn - gQ -2tPn . However, both p 2 and 
Q -2 are closed so t/JED (P 2)nD (Q -2) = D (HI)' 

v. THE TRANSMISSION COEFFICIENT (EXAMPLE 
CONTINUES) 

Now we shall discuss scattering on the barrier (4.1), re
stricting ourselves to the nontrivial case O<g<a only. We 
use the time-independent setting, because it is simpler, and at 
the same time, it allows us to illustrate the main point, name
ly that the dynamics is determined by the self-adjoint exten
sion H u chosen to play the role of Hamiltonian. Hence we 
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are going to work with the functions which obey all appro. 
priate requirements locally but eventually do not exhibit the 
overall square integrability. In order to get the rigorous Hil
bert-space (time-dependent) scattering theory, one should 
consider the motion of wave packets composed of the plane
wave solutions constructed below; but we are not going to 
pursue this task. 

Given E> 0, we are looking for solutions of the station
ary Schrodinger equation 

- tP"(x) + gx-2tP(x) = EtP(x), (5.1) 

assuming they are of the form analogous to (4.6a) 

(5.2) 

where tPl belongs locally toD( HI)' Equation (5.1) can then 
be rewritten as 

- tPi'(x) + (gx- 2 - E)tPI(x) = xIx), 

where X is expressed through the functions (4.3) as 

X (x) = () (x) [ c(~ tp (~ (x) + c(~ tp (~ (x)] 

(5.3a) 

+ () ( - x) [ c(~ tp (~ (x) + cI:! tp (:! (x)], (5.3b) 

with 

c(~) = cdE - i), 

c(~) = -(CIUkl +C2Uk2)(E+i), k= 1,2. 
(5.3c) 

The function X is Coo in R \ { O} so the same is true for tP I' It 
can be seen as follows: tPi' = (gx- 2 

- E )tPl - XeC I(R\ {O}) 

because tPl belongs locally to D ( Hil CD· [cf. (3.2a)]. Then 
one has to differentiate, successively, the last relation. 

First we shall solve Eq. (5.3a) for x> O. We start with the 
related homogeneous equation whose solution is easily 
found to be tPo = altPol + a2tP02' where 

tPodx) = XI/2H~)(Ax), k = 1,2, (5.4a) 

where A. = E 1/2. The Wronskian of these functions can be 
determined from their asymptotic behavior, either for 
x-+ 00 orforx-+O+ 

(5.5) 

one has W(tPOI,tP02) = 4/1ri. Next we suppose the general so
lution to (5.3a) to be of the form 

tPI(X) = al(x)tPoI(x) + a2(x)tP02(X). (5.4b) 

The corresponding system of first-order equations for the 
functions ak is easily solved, giving 

tPI(X) = :i tPOI(X) LX X(v)tP02(v)dy 

1Ti LX - '4 tP02(X) 0 x(v)tP01(v)dy 

+ a ltP01(X) + a2tP02(X), (5.6) 

where the constants ai' a2 are arbitrary up to now. In order 
to fix them, let us look at the behavior of tPl near the origin. It 
can be found from the formulas (4.9), (5.3), and (5.5). A short 
calculation shows that the leading-order terms (behaving as 
X

5
/

2 
- 31 in the first two expressions of (5.6) cancel mutually, 
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and that the asymptotics are determined by the last two ex
pressions, specifically 

IfI(X) = (a l - a2)AE - v12lxll/2 - v 

-AB(al~V _ a2E4V)EVI2Ixl 112 + v 

+ 0 (lxls/2 - V). (5.7) 

Before proceeding further, let us look for the solution to 
(5.3a) for x < o. It can be found easily: IfIlx) = fi,1( - x), 
where fi,1 fulfills the same equation as Ifl with replacement of 
X (x) by X ( - x). Since lP(~ (x) = lP (~ ( - x), the function fi,1 
differs from Ifl just by the coefficients: in the first two terms 
of(5.6), c(~ stand in the place of c(~ ,and ai' a2 may assume 
other values. With this difference, the asymptotics of Ifl for 
x _ 0- are again given by (5.7). 

Lemma 5.1: Let a function t/JEL \~ (R) fulfill the follow
ing conditions: (a) If, If' are absolutely continuous in R'\ {o J; 
(b) there is a positive 1/ such that If" eL ?oc (R '\ [ - 1/,1/]); and 
(c) it holds that tf(x) = [a IX 112 - v + azXlI2+ v] e (x) 
+ [a3( - X)1/2 - v + a4( - X)1I2 + v]O ( - x) + s (x), where S 

belongs locally to D (HI) [equivalently, s' is absolutely con-
tinuous in R and the functions s", x-2s belong to 
L 2( -1/,1/)). 

Then either a l = ... = a4 = 0 or If does not belong to 

D(Hd· 
Proof; We write the function O==If - S as lP - CtJ, where 

lP is a suitable linear combination of the functions (4.3) and CtJ 
is regular at the origin. Using (4.9) and the fact that sin (v1T/2) 
is nonzero for VE(!, 1), we see that lP is determined uniquely 
by the numbers aj and that CtJ(x) = 0 (lxI S12 - V) near the ori

gin. Then CtJ belongs locally to D (HI) CD ( HI) and the same 
is true for S - CtJ = If -lP in view of the assumption (c). Sup

pose that If belongs locally to D ( HI); then the same should 

hold for lP. Moreover, lP is square integrable so rpE1J ( Hd· 
However, lP lies in the subspace K + EB H, K _ of D (H f) that 

is HI orthogonal to D ( HI) (Ref. 3, Sec. X.l). It is possible 
only if lP = 0, or equivalently, a l = ... = a4 = o. • 

The function Ifl is supposed to be locally of D ( HI) so 
the above lemma implies easily that the last two terms on the 
rhsof(5.6) must vanish, and similarly for fi,1. Now we express 
the obtained solution more explicitly, substituting for X from 
(5.3b). We denote 

Jk± (x) = 1"0 lP(~ (Y)lfok(y)dy, x>O, 

Jk ± =h± (0). 

(5.8a) 

(5.9) 

The asymptotic behavior of Jk ± ( . ) for x - 00 can be found 
using that of the cylindrical functions in (4.3) and (5.4a): 
there is a constant K (depending on E) such that 

IJk± (x)I<K exp( - 2- l12x), x>O. (5.8b) 

The function Ifl for x > 0 can be now rewritten as 

Ifl(x) = (1Ti/4)[C<~ (J2 + - J2 + (x)) + c(~ (J2_ 

- J2_(x))]lfol(X) - (1Ti/4)[c(~ (JI + 

-JI + (x)) +c(~ (JI _ -JI _(x))]lfo2(X), (5. lOa) 

and due to (5.4a) and (5.8b), its asymptotic behavior for 
x - 00 is the following: 
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IfI(X) = ~(~)1I2{(C(~J2+ +C(~J2_) 

Xexp[{iX- v; - ;)] -(c(~Jl+ 
+ c(~ J I _ )exp [ - {ix _ v; - ;)]} 
+O(x- I

), (5. 11 a) 

where again A = E 1/2. Similarly, one has the expression 

Ifl(x) = (1Ti/4)[c(~ (J2 + - J2 + ( - x)) + c(:! 

X(J2_ -J2_ (-X))]lfOl( -x) - (1Ti/4) 

X [c(~ (JI + - J I + ( - x)) + c(:! (JI _ 

-JI _( -X))]lf02( -x), (5. lOb) 

for x < 0, which behaves for x - - 00 as 

Ifl(x) = ~ (~ )1I2{(C(~ J2+ + c(:! J2 _ ) 

xexp[ -{-lx+ v; + ;)] -(c!~JI+ 

+c!:!JI_)exP[{ix+ v; + ;)]}+O(lxl- I
). 

(5.11b) 

In order to make use of the relations (5.11), we should 
know the coefficients Jk ± explicitly. It can be easily 
achieved (cf. Ref. 14,6.521.3 and 8.407.1; integrals J k ± can 
be computed with the help of equations satisfied by functions 
lPt~ and If Ok ). One has 

2 ~v E"Ev/2_ EvE-vI2 
J I + = --. ---------

1T smV1T E-i 
2 ~vE -v/2 _ "?vEvl2 

J1 _ = 
1T sin V1T (E + I) 

(5.12a) 

(5.12b) 

J2 + = J I _, J2 _ = J I + . (5. 12c) 

Now the crucial point is that the function lP<t' in (5.2) decays 
exponentially at infinity. Thus the asymptotic behavior of If 
coincides with that of Ifl' and it is fully determined by the 
choice of the coefficients c(~'. One has to know the corre
spondences (c(~ ,c(~ ) ++ (C I'C2) ++ (c(~ ,c(:!). Two cases 
should be distinguished. 

(i) The matrix U is diagonal: Then the pairs c(~ and c(~ 
are independent: the relations (5.3c) give 

C(k_' _ E+i (k' k-12 
- - Ukk---:C + ' -,. 

E-I 
(5.13) 

Consider the situation when one of these pairs is zero, say, 
c(~ = o. Then the formulas (5.lla), (5. 12c), and (5.13) yield 
the asymptotics 

If(X) = ~ (~ y12c(~ {(J2+ - U lI! ~ :J2_) 

xexp[i(AX _ V1T _ !!....)] + U l1 E + ~ 
2 4 E-I 

X (J2+ - UlI E + ~J2_)exp[ - i(AX 
E-I 
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(5.14a) 

for X-+oo. On the other hand, el~ = 0 implies e2 = 0 so the 
relations (5.2) and (4.5) together with U 21 = 0 give 
tP(x) = InX) for x < O. In that case, however, 

tP(x) = 0, x <0 (5.14b) 

holds due to (5. lOb). Hence we have total reflection in this 
case; the phase shift of the reflected wave can be easily de
rived from (5.14a). 

(ii) The matrix U is nondiagonal: Now the appropriate 
determinants are nonzero so the correspondence (el~ ,cI~ ) 
++(el~ ,cI~ ) is bijective. We choose the initial conditions in 
such a way that we have the transmitted wave on the positive 
semiaxis only, i.e., 

el~JI+ +el~JI_ =0. (5.15a) 

Then the reflection and transmission coefficients are defined 
by the expressions 

1 

e(2) J + cl2
) J 12 + 2+ - 2-

R =Ry(E;U) = (2) J + (2) J 
e + 1+ e _ 1-

(5.15b) 

and 

1 

el~ J2+ + cI~ J2_1 2 
T = Ty(E;U) = (2) J + (2) J' (5.15c) 

e + 1+ e _ 1-

respectively. Using (5.12c) together with the unitarity condi
tion (4.4), one can check that the equality 

lel~ J2+ + cI~ J2_1 2 + lel~ J2+ + cI~ J2_1 2 

= IcI~JI+ +el~JI_12 

holds if(5.15a) is valid, i.e., 

R + T= 1. (5.16) 

Let us now express the transmission coefficient more 
explicitly. The system of equations for cI~ that follows from 
(5.3c) is easily solved. Further, el~ and cI~ are related by 
(5.15a), so we obtain 

e(2) = __ 1_ E - i(l + u ll{3 )cI~ , 
+ U l2 E+i 

el~ = [ - U21 + (u22Iunl(1 + ull{3)]cI~ , 

where 

{3 = _ E + i J I_ = E6y 1- ?'YEv. (5.17a) 
E - i J I + I - CV E v 

Substituting now to (5.15c) and denoting 

r = J2+IJI+ = - (I - E6VEV)/(1 - c"EY
), (5.17b) 

we arrive after a short calculation at the expression 

T-/ y(f3_p-I)U l2 /2 (5.17c) 
- I + {3 Tr U + {3 2 det U . 

After some more simple manipulations, we can rewrite it in 
the following final form: 

2006 

Tv(E;U) = 161ud2 sin2 vrr 

X sin2 vrr laE v + b + eE -vl-2, 
2 
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(5.ISa) 

where 

a = av(U) = ~v[ 1+ CV Tr U + E
4y det U], (5.ISb) 

b = bv(U) = - 2cv
[ 1+ E4v cos v; Tr U + E8v det U ], 

(5.ISc) 

e = ev(U) = I + E6v Tr U + EI2v det U. (5.ISd) 

Let us collect some simple properties of T. 
Theorem 5.2: Let E>O and v=(g+!)1I2E(P). The 

transmission coefficient Tv(E;U) referring to a self-adjoint 
extension H u of HI with the potential (4.1) is then given by 
the formulas (5.1S), where the coefficients (5.ISb)-(5.ISd) 
cannot be simultaneously zero. It assumes values from [0,1] 
and depends continuously on v, E, U. In particular, for a 
diagonal matrix U we have total reflection, Tv(E;U) = O. 
For a nondiagonal U, the following alternative is valid: either 
U is unitarily equivalent to the matrix 

(5.19a) 

and 

(5.19b) 

is energy independent, or at most one of the coefficients 
(5.ISb)-(5.ISd) can be zero. In that case, T has thefollowing 
asymptotic behavior: 

Tv(E;U) = 161ud2 sin2 vrrsin2(vrr12)f(E), (5.20a) 

where 

I(E) = lel- 2E 2v - 21c1- 4 RebeE 3v + o (E4v), e#O, 
(5.20b) 

I(E) = Ib 1-2 - 21b 1-4 ReabE v + o (E2v), e=O 
(5.20c) 

holds for E-+O+, and similarly 

I(E) = lal-2E-2v -2Ial-4ReabE-3v +O(E-4,,), a#O, 
(5.20d) 

I(E) = Ib 1-2 - 21b 1-4 RebeE -v + O(E-2v), a = 0, 
(5.20e) 

for E-+oo. 
For fixed E and U, the transmission coefficient tends 

not necessarily to 0 as g-+a- and to I as g-+O +. In fact, we 
have 

lim Tv(E;U) = I, 
v_l/2+ 

for all E iff the matrix U is of the form 

2-1/2(i . e
iW

) 

e- lW i ' 

with lUER. For 

'r (COS rp - e
iw 

sin rp), 
U=e'· '. e - 'w sm rp cos rp 

with 5 = (a I + a 2)/2, rp = (a I - a 2)/2, 
a 2E(3rr/4,9rr/4), lUER, Eq. (5.2Ia) holds iff 

(5.2Ia) 

(5.2Ib) 

(5.2Ic) 

E = _ sin(a l/2 - rrIS)sin(a2/2 - rrIS). (5.2Id) 
cos(al/2 + rrIS)cos(a2/2 + rrlS) 

Here exp(ia d and exp(ia2) are eigenvalues of the matrix 
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(S.21c). For other matrices U, Eq. (S.21a) does not hold with 
any Ee(O, 00 ). 

On the other hand, 

lim Tv(E;U) = 0 (S.22a) 
..... t-

holds almost everywhere; there are at most two values of E 
where the limit is nonzero for a nondiagonal U, namely 

E = tan(a/2 + 1T14), (S.22b) 

where eia is an eigenvalue of U such that ae( - 1T/2,1T12). 
Proof The inequality O<T<1 follows from (S.IS) and 

(S.16). Each of the coefficients (S.ISb)-(S.ISd) may be zero 
(examples of such matrices U can be easily found), but they 
cannot vanish simultaneously. Suppose, e.g., that a = b = O. 
The relations (S.ISb) and (S.ISc) then yield 

det U = - rv 
- 'Cv Tr U 

= - E'8v _ rv cos(v1T/2)Tr U 

and the last equality further implies 

Tr U= - 2'Cv. 

(S.23a) 

(S.23b) 

The relations (S.23) are fulfilled iff U = - 'Cv I; then 
a = b = 0, while e = (1 - E4v)2 is nonzero. Similarly, 
b = e = 0 is possible for U = - ?,vI only, in which case 
a = PV( 1 - pV)2 ¥= O. Both these U are multiples of the unit 
matrix so the transmission coefficient is zero for them. For a 
non diagonal matrix U, therefore, either a = e = 0 or at least 
two of the coefficients (S.ISb)-(S.ISd) are nonzero. In the 
first case, relations (S.ISb) and (S.ISd) determine uniquely 
the values 

Tr U = - 2rv COS(V1T12), det U = ~v, 
which can be achieved just for the matrices U that are unitar
ily equivalent to matrix (S.19a). The relation (S.19b) then 
follows readily from (S.IS). Check of the relations (S.20) is 
elementary. 

In order to prove the continuity of Tv (E; U), one has to 
verify that the denominator in (S.ISa) does not vanish in the 
allowed region of parameters. In view of (S.17), it equals 
E -v(1 + /3 Tr U + /3 2 det U)(1 - 'CvEv)2 and since the last 
factor is nonzero, we must solve the corresponding quadratic 
equation for /3. Its roots are easily seen to be /3k 
= - exp( - iad, k = 1,2, where exp(iak) are eigenvalues 
of U. Hence we have to solve the equation 

6v 1 - ?,vEv -ia 4) /3 = E = - e , a = a l ,a2' (S.2 
1- 'CvEv 

Obviously 1/31 = 1 in (S.24) and it yields the condition sin V1T 
xsin(v1T/2) = 0, which cannot be fulfilled for VE(~,I). 

Let us pass to the limits in v. Equation (S.24) has no 
solution for v = ! as well, so we have 

lim Tv(E;U) = Slud 2 1( - i + E'Tr U + det U)E 1/2 
..... 112+ 

- 2E'(1 + 2- 1/2iTr U - det U) 

- i(i - E Tr U + det U)E - 1121-2, 
(S.2S) 

with the rhs properly defined. It yields particularly (S.21a) if 
a = e = o and Iud = 2- 1/2, what is possiblejust for the ma-
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trices (S.21b). If these requirements are not fulfilled, then 
(S.21a) can hold only for the values of E where the denomina
tor in the rhs of(S.2S) reaches its minimum. Expressing Tr U 
and det U in terms of eigenvalues exp(ia tl and exp(ia2), we 
see that the denominator has a form 

lal 2E + Ib 12 + 2 Re ae + lel 2E -I, 

since Re ab = Re be = O. It has a minimum at energy 
Ee(O, 00) given by Eq. (S.21d) for a l e(1T14,31T14), a 2e(31TI 
4,91T14); possible minima for other values of ak do not lead 
to (S.21a). Further, IU t21 must have its maximal value 
Isin[(a t - a 2)/2] I at given aI' a 2 to obtain the maximum in 
expression (S.2S). Then the matrix U has the form (S.21c). 

On the other hand, Eq. (S.24) has two solutions 
Ek,k = 1,2, if V = 1; they are possibly equal to each other (if 
at = a2) or to 00 (if ak = 1T/2).1t is easy to find that they are 
given by (S.22b), where only the case ae( - 1T/2,1T/2) is inter
esting, giving a positive solution. With the exception of 
E = Ek, the relation (S.22a) holds. IfEisequal toEk > 0, one 
obtains 

lim Tv(Ek;U) = 16rlud2Id(Ek;U)I-2
, 

..... t-

where 

d(E;U) = -~[av(U)Ev+bv(U) 
dv 

+ev(U)E-V]v=t; 

(S.26a) 

(S.26b) 

the last expression cannot be zero at E = E k since T is 
bounded by 1. • 

Hence we have confirmed the conjecture formulated in 
the preceding section: the tunneling actually occurs for the 
barrier (4.1) if ge(O,~), unless the matrix U specifying the Ha
miltonian is diagonal. The transmission coefficient is "al
most continuous" when the coupling constant g reaches the 
critical value g = ~, above which HI is self-adjoint (cf. Re
mark 4.1) and the tunneling is forbidden due to Theorem 3.3. 
More explicitly, the relation (S.22a) holds with a possible 
exception of the "resonant" energies (S.22b) for which the 
tunneling vanishes discontinuously at g = a. On the other 
hand, the barrier does not generally become fully transpar
ent as g-o+, except for the special class of the matrices U 
specified above. This is not strange, however. Even for a very 
small g, the barrier still has the singularity at x = 0, which 
makes the motion over it different from the free-particle 
case. 
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In an earlier investigation of the class of shear-free expanding (or contracting) irrotational perfect 
fluids obeying a barotropic equation of state p = p( J.L), and satisfying the field equations of general 
relativity, it was shown that the space-times form three distinct classes. In one class, the fluid 
acceleration is zero (i.e., the flow is geodesic), and the space-times are the well-known spatially 
homogeneous and isotropic Friedmann-Robertson-Walker (FRW) models. In the other two 
classes, the acceleration is nonzero, and the space-times are spatially anisotropic and are less 
familiar. One of these classes consists of the spherically symmetric Wyman solutions, whereas 
models that are plane symmetric, and either spatially or temporally homogeneous, constitute the 
final class. Analytic forms for these anisotropic space-time metrics were given, although in each 
case their exact determination would depend upon the solution of a single nonlinear ordinary 
differential equation, which has not been achieved. The purpose of the present article is to provide 
a pictorial description of the solutions of these equations, to depict qualitatively similar and 
distinct subclasses of solution, and hence to discover in some detail all possible global behaviors of 
the associated space-times. In all cases, it is found that, when the space-time is sufficiently 
extended, the fluid exhibits unphysical properties. The conclusion is that shear-free expanding (or 
contracting) relativistic perfect fluids that obey an equation of state p = p(J.L) must be FRW, or 
else must be restricted to "local" regions, by means of a suitable extension in which at least one of 
the conditions defining the entire family is relaxed. 

I. INTRODUCTION 

For some time, the class of shear-free perfect fluids in 
general relativity has received attention (see, e.g., References 
1-3, together with works cited therein). Perhaps the most 
challenging problem to be addressed is the question of 
whether or not it is true that if such a fluid obeys a barotropic 
equation of state p = p(J.L), with J.L + p=/=O, where J.L is the 
energy density of the fluid and p is its isotropic pressure, then 
either the fluid is irrotational, or the fluid's overall volume 
expansion rate is zero. This is indeed the case under special 
conditions, such as for dust l (p = 0) and radiation4 

(p = j J.L), although to my knowledge the answer to this ques
tion has not been established in the general case. Other spe
cial situations in which the result is valid are given in Refs. 2 
and 5, and in cited articles. Furthermore, at least as far as I 
am aware, there are no known examples where the result 
does not hold, a state of affairs that contrasts sharply with 
the corresponding situation in Newtonian gravity. 6 These 
facts lead one to conjecture that the result enjoys general 
validity. 

With the evidence mounting that the result is universal
ly valid in general relativity, it is tempting to investigate its 
consequences. Thus, assuming that the result is true, there 
naturally arise three mutually exclusive classes of shear-free 
fluids. Denoting the fluid's vorticity by m and the volume 
expansion rate by (), in the usual way,6 we have the following 
alternatives: 

or 

or 

() = O:;6m. 

Of course, if the conjectured result should tum out to be 
false, there would be a fourth possibility, viz., (}m :;6 0, but this 
seems unlikely, and it is therefore omitted. From a physical 
point of view, the most interesting of the three alternatives is 
the first, since both stellar and cosmological investigations 
frequently center on fluids in a state of overall volume expan
sion or contraction, in which () :;60. This particular case was 
the subject of an earlier article,3 in which it was shown that 
there were three distinct subclasses. In one subclass, labeled 
(i) in Ref. 3, the space-times involved are the well-known 
spatially homogeneous and isotropic Friedmann-Robert
son-Walker (FR W) models; these can be characterized by 
the requirements that the fluid satisfy an equation of state 
p = p( J.L) and that its motion not only be shear-free and irro
tational, but also be geodesic.6 In the other two subclasses, 
the fluid flow has nonzero acceleration, and is consequently 
anisotropic. In one ofthese subclasses, labeled (iii) in Ref. 3, 
the geometry is spherically symmetric, and the solutions are 
due to Wyman,7 although they were not originally charac
terized as in the present manner; the global properties of 
these solutions are discussed in Sec. IV of the present article. 
In the other subclass, labeled (ii) in Ref. 3, the geometry is 
plane symmetric, and either spatially or temporally homo
geneous. This subclass of solutions appeared to be new, and 
was unexpected, particularly in view of an earlier resultS 
which contradicted its existence. As a consequence of this, 
rather little is understood of the nature of the solutions in 
this subclass; the global properties of these solutions are dis
cussed in Sec. III of the present article. In each of the two 
subclasses of anisotropic solutions, Collins and Wainwrighe 
showed that the space-time metric could be determined once 
the solution of a certain nonlinear ordinary differential equa
tion was found. Neither differential equation has been solved 
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exactly, although the solutions in the spherically symmetric 
case can be expressed in terms of the Weierstrass elliptic 
function.7 Since solutions have not been found exactly in 
terms of elementary functions, it becomes necessary to inves
tigate their behavior qualitatively in some manner, in order 
to obtain a better appreciation of the nature of the space
times that they govern. The first steps in this direction have 
already been taken by Mashhoon and Partovi,9 who in es
sence use inequalities to deduce that the fluid's behavior be
comes unphysical if the space-time is sufficiently far ex
tended, thus strengthening suspicions that were allUded to in 
the work of Collins and Wainwright. 3 However, the ap
proach of Mashhoon and Partovi9 is somewhat unsatisfac
tory, owing to an apparent reliance on the assumption of 
power series expansions, and to the fact that an incomplete 
set of conclusions is drawn. Further, no clear picture 
emerges of the full range of possibilities that can arise. This 
situation is rectified in the present article, by writing each 
governing differential equation in the form of a plane auton
omous system, and then employing standard phase-plane 
analysis (Poincare-Bendixson theory) to determine a vivid 
pictorial description for each case. From these diagrams, the 
various qualitatively similar families of solutions are clearly 
discernible, and the asymptotic behaviors are readily ob
tained, thus leading to a fairly complete understanding of the 
global features of the associated space-times. 

The plan of this article is as follows. In Sec. II, the funda
mental differential equations that govern the space-time me
trics are provided and expressed in the form of plane autono
mous systems. In Secs. III and IV, these systems are 
examined qualitatively, and various deductions are made 
about their asymptotic features and about the global beha
viors of the associated space-times. The results are discussed 
and summarized in Sec. V, and, in particular, a comparison 
is made with the claims ofMashhoon and Partovi.9 For the 
most part, I shall assume that Einstein's field equations of 
general relativity hold, with zero cosmological constant A, 
although in Sec. V I shall also briefly consider the effect of 
allowing A to be nonzero. 

II. THE BASIC EQUATIONS 

This section deals with the basic differential equations 
that determine the space-time metrics of anisotropic shear
free expanding (or contracting) irrotational perfect fluids 
which satisfy an equation of state p = p( ft) with ft + p,¥O. 
From Theorem 1 of Collins and Wainwright, 3 there are two 
cases; these were labeled (ii) and (iii), although they will be 
denoted by (a) and (b), respectively, in the present article 
[case (i) of Ref. 3 consists of the Friedmann-Robertson
Walker models, which are not considered here, in view of the 
degree of their familiarity]. 

In case (a), comoving coordinates can be found in which 
the space-time metric is 

ds2= ~:[ - ~: dt 2+dx2 + e- 2x(dy2 + dz2)] , (2.1) 

where U = U(v);¢:O, v = t + x, and 

U" + U'= - U 2
, (2.2) 
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a prime denoting differentiation with respect to v. The fluid's 
energy density ft and pressure p are given by 

ft = (l/C 2)[3m2 - 2U3 
- 3(U' + U)2] (2.3) 

and 

(2.4) 

The quantitites C and m are nonzero constants, which, with
out loss of generality, are positive; the fluid's four-velocity is 
thenu = (mlU IIC 1U'!l(alat). The ratio of the derivatives of 
Eqs. (2.3) and (2.4) reveals that 

1 + dp =_I_[4U,2 + UU' + U 3 ] (2.5) 
dft 3U,2 ' 

where use has been made of (2.2). The space-times described 
by Eq. (2.1) are locally either spatially or temporally homo
geneous according to whether 0 < U,2 < m 2 or m 2 < U '2. 
They are locally rotationally symmetric, and admit a four 
parameter isometry group acting multiply transitively on 
the hypersurfaces {v = const}. This group contains a three
parameter subgroup of Bianchi type V that acts simply tran
sitively on the hypersurfaces {v = const}. Note by differen
tiation ofEq. (2.2) that U "==0 requires UU '=0, and so, using 
(2.2) again, U ==0, which is inadmissible; hence the cases ex
cludedby these inequalities, viz., U,2 = o and U,2 = m2,can 
occur only at isolated values of v, and not in an open interval. 
This rules out the possibility of there being space-times in 
our discussion that are locally null homogeneous, while still 
allowing the occurrence of space-times that are spatially ho
mogeneous in one region, and yet temporally homogeneous 
in another, with a common boundary being a single null 
homogeneous hypersurface (cf. Ref. 10). This type of possi
bility is considered in more detail in Sec. III. The "tilt" angle 
that the fluid flow vector makes with the normal to the hy
persurfaces of homogeneity may be defined, in the case of 
spatial homogeneity, as /3, where - cosh/3 is equal to the 
scalar product of the unit future-pointing hypersurface nor
mal and the unit future-pointing fluid-flow vector.8 In the 
present case, this means that 

cosh/3= (1 - U'2/m2)-1/2. 

A similar definition can be given for temporal homogeneity, 
wherein the hyperbolic cosine is changed to a trigonometric 
cosine (cf. Ref. 11). 

In case (b), comoving coordinates can be found in which 
the space-metric is 

ds2 = -4[ - U,2 dt 2 + dr + r(d{) 2 + sin2 ()d; 2)], 
U At+B 

where U = U(v)¥O, v = t + r, and 

U" = U 2 

(2.6) 

(2.7) 
(2.8) 

a prime denoting differentiation with respect to v. The fluid's 
energy density ft and pressure p are given by 

ft = 3(Av +B) + 12UU' (2.9) 

and 

ft + p = 20U4/3U'. (2.10) 
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The quantities A and B are constants, and, without loss of 
generality, either A = 0 < B or B = O#A. In the latter case, a 
coordinate singularity may arise at t = 0, details of which are 
provided in Sec. IV. The fluid's four-velocity is 
u = (At + B )1/2(IUI/I U'I)(alat). The ratio of derivatives of 
Eqs. (2.9) and (2.10) reveals that 

1 dp _ 4(5U 3 -6A) (211) 
+ dlL - 3(8U 3 - 3A ) , . 

where use has been made of (2.7) and (2.8). The space-times 
described by Eq. (2.6) possess spherical symmetry (a particu
lar case of local rotational symmetry) and are due to Wy
man.7 They admit a three-parameter isometry group acting 
multiply transitively on the two-surfaces [ t = const, 
r= const). 

The differential equations that are to be examined qual
itatively in Sees. III and IV are (2.2) and (2.7). Equation (2.7) 
differs somewhat from (2.2), in that a first integral, given by 
(2.8), is readily available. This means that the procedure for 
sketching the solutions in the U-U ' phase plane is particular
ly straightforward. In each case, we shall denote the variable 
U' by Y. Thus Eq. (2.2) is written as the plane autonomous 
system 

Y' = - Y - U 2
, U' = Y, 

whereas Eq. (2.7) becomes 

Y'= U 2
, U'= Y, 

where, by (2.8) 

y2 =1U3 -lAo 

(2.12) 

(2.13) 

(2.14) 

In the next two sections, the results of a qualitative analysis 
of these systems of equations is provided. This leads to a 
pictorial representation in the U-Y phase planes of the solu
tions of these equations. The techniques that are employed 
are fairly standard methods of analyzing solutions of plane 
autonomous systems, details of which can be found in, e.g., 
Refs. 12-14. 

III. THE PLANE-SYMMETRIC CASE (8): QUALITATIVE 
ANALYSIS OF THE SYSTEM (2.12) 

In this case, the differential equations are 

Y'= - Y- U 2
, U'= Y. (2.12) 

The associated space-times are plane symmetric and either 
spatially or temporally homogeneous. The solution curves 
are drawn in Fig. 1, with the arrows indicating the direction 
of increasing v: = t + X. Each curve represents the evolution 
of a two-parameter family of space-times, as determined by 
the constants C and m in the metric.3 There are two excep
tional curves which either begin or end at the origin. These 
curves divide the remaining ones into two broad classes. In 
one of these, the curves start out in the top left of the figure, 
pass through the positive Y axis, move down to cross the 
positive U axis, then turn to traverse the negative Yaxis, and 
finally turn again to end up in the bottom left of the figure. 
The behavior of the curves in the other class is less compli
cated. They simply start at the top left and curve around to 
cross the negative U axis, finishing up in the bottom left of 
the figure, with U remaining negative throughout. Thus, in-
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FIG. I. Plane-symmetric, spatially or temporally homogeneous models. So
lution curves describe the evolution of the variables U and U' in the space
time metric (2.1), as determined by the system (2.12). Each curve depicts the 
evolution of a two-parameter family of space-times. Arrows are drawn in 
the direction of increasing v: = t + x. Solutions in the top half satisfy the 
physically relevant condition that # + P)O; the space-times are locally spa
tially homogeneous if IU' I < m and temporally homogeneous if I U' I > m. 
The curves are classified into six types, labeled 1-6, which correspond re
spectively to cases (IH6) in Sec. III. A solid dot (e) denotes the end of the 
evolution of the associated space-times. Excluding the origin, the U axis 
represents a space-time singularity at which # + P and dp/ d# become infi
nite, and the U' axis represents a limit in which# + p approaches zero, with 
# tending to zero only if U' approaches the value m. Boxes provide informa
tion on some limits that indicate unphysical asymptotic behavior. The limit 
associated with the point (O,m) is physically valid. For further details, see 
Sec. III. 

cluding the solution represented by the point at the origin, 
and temporarily neglecting reference to the physical inter
pretation of the solutions, there are five qualitatively distinct 
types of behavior. However, the zero solution corresponds to 
U =0, which is inadmissible (see Sec. II). Moreover, by Eq. 
(2.4), IL + P becomes infinite whenever curves cross the U 
axis at nonzero Uvalues, and, further,1L + p is negative if Y 
is negative and U is nonzero. From (2.3), it follows that IL 
becomes negative on the Yaxis at values of Y that exceed m 
in magnitude. Thus it is clear that many of the solution 
curves will, at least for some interval in their evolution, rep
resent space-times that would be regarded as unphysical. 
The question of the sign of quantities such aslL,P, or IL + pis 
of great relevance, but it is not as serious an issue as that of 
the infinite value of IL + P that occurs when the curves cross 
the U axis, since its occurrence within a finite proper dis
tance or proper time would correspond to a space-time sin
gularity, whereas ifit were to arise within an infinite proper 
distance and proper time, the parts of the curve to either side 
of the U axis would be depicting the asymptotic behavior of 
two distinct space-times. Thus, in any case, a curve that 
crosses the U axis in Fig. 1 actually represents two separate 
space-times. Two other physically important aspects must 
also be addressed. One of these is the question of whether the 
associated space-time is spatially or temporally homogen
eous, i.e., of whether or not y2 < m2. The other question is 
whether there are solution curves in the U-Y plane that pass 
through particular points, which in the associated space
times are an infinite proper distance or proper time away, 
and whether there are points at infinity in the U-Y plane 
which refer to finite proper distances or times in the space-
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time. For example, since the coordinates are comoving, Eq. 
(2.1) implies that the proper time of a fluid particle is mea
sured by integrating CU' /m U with respect to t, at constant x, 
and so the proper time behaves as Inl U I, from which it fol
lows that points on the Yaxis should be regarded as being at 
infinity as measured by the fluid particles. By referring to the 
metric (2.1), it is apparent that special consideration of this 
sort to distances and times must be made only in the cases 
where U or Y approach either zero of infinity; a detailed 
discussion of these various possibilities is provided below, 
when the physical properties of the space-times are exam
ined in detail. 

The qualitatively distinct types of solution may now be 
examined, subject to the requirements that 
U~O¢:>Y2 + U 2>0 andp, + p>O¢:>Y> O. This considera
tion is also made by reference to the behavior of the remain
ing curves, not only with regard to the region defined by the 
restriction 0 < Y < m, since this is of relevance to the charac
ter of the homogeneity of the associated space-times, but also 
with regard to their intersection with the (positive) Yaxis. It 
is found that there are now six distinct classes of solutions, 
and hence of space-times, that are of interest. These are given 
by (1) curves which start on the Yaxis with 0 < Y<m, and 
end on the U-axis at some positive value of U; (2) curves 
which start on the Yaxis with Y> m, and end on the U-axis 
at some positive value of U; (3) curves which begin in the top 
left of the figure and which end on the negative U axis; (4) 
curves which begin in the top left of the figure and terminate 
on the positive Yaxis with Y < m; (5) curves which begin in 
the top left of the figure and terminate on the positive Yaxis 
with Y>m; and finally (6) the curve that starts in the top left 
of the figure and runs into the origin. 

The cases (1)-(6) will eventually be examined in turn, 
with conclusions drawn about the nature of the space-times 
involved. However, before embarking on a case-by-case 
study, some general observations are worthwhile. First, the 
space-times in cases (2), (3), (4), and (6) are initially temporal
ly homogeneous, and the fluid evolves into a spatially homo
geneous region. Associated with this transition is a 
"whimper" singularity,1O which the fluid avoids. Next, by 
considering the various possibilities at large negative U, it is 
found that y2 _ - iU3, from which, using (2.12), it follows 
that U-+ - 00 as v approaches some finite value, v., say. By 
Eqs. (2.4) and (2.5), this means that p, + p-+ + 00 and that 
dp/dp,-+ -! (and hence p,-+ + 00 and p-+ - 00) as v-+v •. 
From the metric (2.1), it is seen that this state of affairs is 
encountered by the fluid in infinite proper time, although in 
each hypersurface f t = const J orthogonal to the fluid flow, 
there is a singularity located a finite proper distance from 
any fluid particle. The approach of curves to points on the 
positive Yaxis has already been mentioned. If Y -+ Yo> 0 and 
U-+O, then by Eq. (2.12) this occurs within a finite value of v, 
but, as previously mentioned, within an infinite proper time 
for the fluid particles. By Eq. (2.3), the energy density p, ap
proaches (3/C 2) (m 2 

- Y~), which shows that in the limit, p, 
is positive, negative, or zero, according as Yo is less than, 
exceeds, or equals m. Equation (2.4) shows thatp, + p tends 
to zero, while it follows that dp/ dP,--! from (2.5). By consid
ering the metric (2.1), it is found that this limit corresponds 

2012 J. Math. Phys., Vol. 26, No.8, August 1985 

to space-time regions that are an infinite proper distance 
away from the fluid particles, as measured in any hypersur
face f t = const J orthogonal to the flow. Reference has also 
been made to curves that approach the positive or negative U 
axis, at U = Uo, say. By Eqs. (2.4) and (2.5), it follows that 
p, + p-+ + 00 with dp/dp,-+ ± 00. According to Eq. (2.3), 
the limiting value of p, is finite, and its sign depends on the 
sign of the quantity 3m2 - 2U 3 

- 3U 2. If3m2 > 1, this cubic 
has only one real zero, U., say, and the limiting sign of p, is 
the same as that of U. - Uo. If 3m2 = 1, the cubic has a 
single zero at ! and a double zero at - 1, from which the 
limiting sign of p, is negative if Uo is greater than !, zero if Uo 
is equal to! or - 1, and negative otherwise. If 3m2 < 1, the 
cubic possesses three distinct real zeros, U1, U2, and U3, 

where U1 < U2 < 0 < U3, and the limiting value of p, is posi
tive if U2 < Uo < U3 or if Uo < U1, zero if Uo = Ut> U2 or U3, 

and negative otherwise. From Eq. (2.12) it can be seen that 
this limit is approached as v tends to a finite value, and from 
the metric (2.1) it is deduced that this occurs within a finite 
proper time for the fluid, and within a finite proper distance 
on the f t = const J sections. Finally, consideration must be 
given to the curve that runs into the origin. A study of the 
various possibilities that are allowed by Eq. (2.12) shows that 
Y - - U, and hence that this limit occurs as V-+ + 00. 

Moreover, by Eqs. (2.3)-(2.5), it follows that p,-+3m2/C, 
p, + p-+O, and dp/ dp,-+O from below. The metric (2.1) shows 
that this limit occurs within an infinite proper time for the 
fluid, and corresponds to an infinite proper distance in the 
slices f t = const J. The detailed nature of the six types of 
space-times can now be discussed. 

In case (1), the space-times are globally spatially homo
geneous. The fluid starts its history in the infinite past, with 
p,>0 and p<;.O, in such a way that p, + P =0 initially, and 
dp/ dp, = !. The tilt angle is nonzero, and infinite if and only 
if the initial value of p, is zero [corresponding to the particu
lar curve 1 issuing from the point (O,m) in Fig. 1]. The quanti
ty dp/dp, has positive sign throughout the evolution of each 
solution. To the future, the fluid runs into a singularity 
(within a finite proper time), at which the limiting tilt angle is 
zero, and the energy density is finite (positive, negative, or 
zero), but at which the pressure becomes infinite, and asso
ciated with this is the fact that dp/dp, is infinite. Both asymp
totic behaviors can be regarded as generally unphysical, the 
former on the grounds of negative pressures, and the latter 
by the fact that the speed of sound, being governed by dp/ dp" 
is infinite. However, there is one interesting allowable limit, 
this occurring in the remote past in the case when the limit
ing value of p, is zero. This corresponds to the particular 
curve 1 in Fig. 1 which starts at (O,m). A detailed calculation 
using the derivative of(2.3) with respect to v, and employing 
(2.2), shows thatdp,/dv = 6U 3/C 2, so it follows that, for this 
particular case, the energy density increases to positive val
ues, thus confirming the physical validity of the limit. 

In case (2), the fluid starts in the infinite past in a tem
porally homogeneous region, and evolves into a spatially ho
mogeneous region, with the onset of a "whimper" singular
ity. 10 The asymptotic behaviors in this case are very similar 
to those in case (1), the main difference being that the early 
values of the energy density are negative, and that the initial 
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pressure is positive. Here again, dp/dp, is positive during the 
entire history of the fluid. 

In case (3), there is also an initial temporally homogen
eous region, with evolution to a spatially homogeneous 
space-time, and the future behavior is very similar to that of 
cases (1) and (2), except that the final limit of dp/dp, is nega
tive and infinite. However, there is a significant difference in 
the behavior at early times. This is in the infinite past of the 
fluid, but the initial energy density of the fluid is infinite, and 
the limit is unphysical, since the equation of state is such that 
dp/dp, is negative. In fact, dp/dp, stays negative for all time. 

In case (4), the early stages are much the same as in case 
(3), and while the fluid evolves into a spatially homogeneous 
region, it does so for an infinite proper time, and the pressure 
has a finite negative limit, thus yielding an unphysical re
gime. The tilt angle never approaches zero. The quantity 
dp/dp, changes sign once as the fluid evolves. 

In case (5), the initial behavior is similar to that of case 
(4), but the fluid never evolves into a spatially homogeneous 
region. Instead, the fluid exhibits, in its infinite future, a 
behavior reminiscent of the early stages of the case (2) solu
tions, i.e., the energy density and the pressure have finite 
limits, such that their sum is zero. In this case, however, the 
limiting value of the energy density is negative or zero; a 
calculation along the lines of that employed in case ( 1) shows 
that the particular case of the zero limit is of physical valid
ity, since this limit is approached through positive values. As 
in case (4), dp/dp, changes sign once as the fluid evolves. 

Finally, there is case (6). This is qualitatively similar to 
case (3), except that the fluid evolves indefinitely, and its 
energy density p, and pressure p approach finite limits, with 
p, > 0 and p > 0, in such a way that p, + P tends to zero, and 
such that dp/ dp, approaches zero through negative values, 
this behavior being very unphysical. In fact, dp/dp, stays 
negative during the entire evolution. 

IV. THE SPHERICALLY SYMMETRIC "WYMAN" CASE 
(b): QUALITATIVE ANALYSIS OF THE SYSTEM (2.13) 

In this case, the differential equations are 

Y' = U 2
, U' = Y, 

which has the first integral 

y2 =iU3 - iA. 

(2.13) 

(2.14) 

The associated space-times are spherically symmetric. The 
solution curves are drawn in Fig. 2, with the arrows indicat
ing the direction of increasing v: = t + r. Each curve repre
sents the evolution of a one-parameter family of space-times, 
as determined by a constant of integration. 3 For simplicity, 
in the case A :;;6 0 = B, discussion will be deferred of the issues 
associated with a coordinate singularity at t = 0 . As in the 
previous section, a preliminary study of the qualitatively dis
tinct types of solutions reveals some valuable information, 
but this in itself is incomplete, and a further examination 
involving physical considerations becomes necessary. In 
preparation for this, it should first be noted that solutions of 
the system of equations (2.13) have one of five types ofbehav
ior. These are depicted in Fig. 2 by the solution at the origin, 
by the two curves that either leave or run into the origin and 

2013 J. Math. Phys., Vol. 26, No.8, August 1985 

FIG. 2. Spherically symmetric Wyman models. Solution curves describe 
the evolution of the variables U and U' in the space-time metric (2.6), as 
detennined by the system (2.13). Each curve depicts the evolution of a one
parameter family of space-times. Arrows are drawn in the direction of in
creasing v: = t + r, and for clarity the possibility of continuation through a 
coordinate singularity is ignored. The constant A in the first integral equa
tion (2.14) is positive, negative, or zero, according as curves intersect the U 
axis at a value of U that is positive, negative, or zero. Solutions in the top half 
satisfy the physically relevant condition that f.l + p>O. The curves are clas
sified into four types, labeled 1-4, which correspond, respectively, to cases 
(1)-(4) in Sec. IV. A solid dot (e) denotes the end of the evolution of the 
associated space-times. Excluding the origin, the U axis represents a space
time singularity at whichf.l + pand dp/df.l become infinite, and the U' axis 
represents a limit in which f.l + p approaches zero. Boxes provide infonna
tion on some limits that indicate unphysical asymptotic behavior. A more 
complicated pattern of evolution, involving reversal of the direction of the 
arrows, is also possible. For further details, see Sec. IV. 

that extend to infinite values of U and Y, and by the remain
ing curves, which divide into two types of behavior, depend
ing on whether intersection with the U axis occurs at positive 
or negative values of U. Excluding the degenerate case 
U = Y ==0, all curves have the same qualitative character at 
large distances from the origin; they behave approximately 
as y2 = jU 3, which can be seen either by a complete exami
nation of all the possibilities as U and Ybecome infinite, in a 
manner similar to that of Sec. III, or more simply by direct 
referral to the first integral equation (2.14). It is also seen by 
Eq. (2.14) that curves meet the U axis at positive, negative, or 
zero values of U, according as A is positive, negative, or zero. 
Again, the zero solution corresponds to U ==0, which is inad
missible (see Sec. II). Also, by Eq. (2.10), p, + p becomes infi
nite whenever curves cross the U axis at nonzero U values, 
and p, + P is negative if Y < O. Moreover, reference to the 
metric (2.6) shows that special consideration must be given 
to the cases when U or Yapproach either zero or infinity. In 
fact, unlike the situation in the previous section, care must 
also be taken to allow for the possibilities of At + B becom
ing either zero or infinite. This particular point will be ad
dressed later, specifically at the end of this section. 

Taking into account these physical aspects, and in parti
cular rejecting the zero solution and those solutions in which 
Yis always negative, along much the same lines as in Sec. III, 
it is seen that there are now basically four qualitatively dis
tinct classes of solutions, and hence of space-times, that are 
of interest. These are given by (1) curves which start on the U 
axis with U> 0 and end in the top right of the figure; (2) 
curves which start on the U axis with U < 0 and terminate on 
the positive Yaxis; (3) curves which begin on the positive Y 
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axis and end in the top right of the figure; and finally (4) the 
curve that starts at the origin and ends in the top right of the 
figure. 

The cases (1)-(4) will soon be examined in tum, with 
conclusions drawn about the natures of the associated space
times. Prior to this examination, some general observations 
will first be made. It follows from earlier remarks on the 
relationship between the sign of A and the intersection of the 
curves with the U axis that in case (1), where A >0 (and 
B = 0), while in cases (2) and (3), A < ° (and B = 0), and in 
case (4), A = ° (and B > 0). As has been observed already, for 
large U, y 2 _jU 3

, and so it follows from (2.10) that 
Il + ~ + 00. By (2.13), this occurs as v tends to a finite 
limit, vo, say, from below. In case (1), where A > 0, the re
quirement that the metric (2.6) be Lorentzian imposes the 
restriction that t> 0, and similarly in cases (2) and (3), where 
A < 0, it follows that t < 0. Thus in case (1), indefinitely large 
values of U are reached along the fluid flow lines (on which r 
is constant) as t approaches a limit to from below, and since t 
is constrained to be positive, to must be positive. On the other 
hand, in case (3), the limiting value of t along a fluid flow line 
could be either negative or zero. The possibility of having a 
zero limiting value of t does not in fact affect any of the 
qualitative conclusions that are drawn below, although a 
priori this is conceivable, as can be seen from a discussion of 
whether or not this limit occurs within a finite proper time 
for the fluid. Using the metric (2.6), it is found that in both 
cases (1) and (3) the limit occurs within an infinite proper 
time, since the integral of U '/ Ut 1/2 with respect to t diverges 
as t tends to to, regardless of whether or not to is zero. In case 
(4), the situation is easier to examine, since A = 0, and so the 
proper time behaves as InU, which becomes infinite. Similar
ly, it may be shown that U and Ybecome infinite within a 
finite proper distance of anyone fluid particle, on each hy
persurface { t = const J orthogonal to the flow. By Eq. (2.11), 
it follows that dp/ dp, approaches - 1 for large U, while from 
(2.9), Il---+ + 00. The limiting situation as curves approach 
the positive or negative U axis will next be considered. From 
(2.10), Il + ~ + 00, and by (2.13), this occurs as v tends to a 
finite value, from above. From the metric (2.6), it is found 
that this corresponds to a finite proper fluid time; again, a 
special calculation must be performed in the case when the 
coordinate time t tends to zero, which is now possible in case 
(1), but there is no qUalitative difference in the conclusion. 
This limit, in which Y tends to zero, and U approaches a 
nonzero finite value, also corresponds to a singularity on 
each hypersurface {t = const J orthogonal to the fluid flow, 
since the proper distance according to (2.6) is finite. By Eq. 
(2.14), the limiting value of U is (jA )1/3, and so, by (2.11), 
dp/dp,---+ + 00 when A >0, and dp/dll---+ - 00 when A <0. 
The limiting value of Il itself is positive, negative, or zero. If 
U tends to zero for finite (positive) Y, then A and t must both 
be negative. From Eq. (2.13), it is seen that this state of affairs 
is reached as v tends to a finite limit. If this limit is denoted by 
VI' it is found that for U>O, V---+VI from above, whereas if 
U < 0, V---+VI from below. Thus in this latter case the question 
arises of whether or not a limiting coordinate time value of 
zero will make any qualitative difference in a computation of 
the proper time along the fluid flow. It is found that it has no 
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such effect: the proper time is always infinite. By Eqs. (2.10) 
and (2.11), Il + p tends to zero (from above), and dp/ dll ap
proaches~; by (2.9), the quantity Il approaches a finite limit. 
This situation is reached at infinity in the {t = const} slices. 
Finally, with regard to case (4), a study is made of the solu
tion for which both U and Y tend to zero. Here, A = 0, so it is 
clear from (2.6) that this takes an infinite proper fluid time in 
which to occur. Moreover, by Eqs. (2.13) and (2.14), it takes 
place as V---+- 00. By (2.9)-(2.11), it is found thatll---+3B, 
Il + p---+O, and dp/dll= - 1. The fact that V---+ - 00 means 
that, unlike all other cases so far encountered, either in this 
section or in Sec. III, this limit does not pertain to a situation 
in any slice {t = t. }, where t. is constant, since then v is 
bounded below by t., and so cannot approach indefinitely 
large negative values. The detailed nature ofthe four types of 
space-times can be now be discussed. 

In case (1), the fluid starts its evolution at a finite time in 
the past, at a singularity at which the fluid pressure p is infi
nite, and yet the energy density Il is finite (positive, negative, 
or zero). Associated with this is the fact that dp/dll if infinite 
(and negative). The fluid evolves for an infinite time, and 
asymptotically Il and p become infinite, with Il > ° and p < 0, 
and with dp/dll approaching - 1. Both extremes are quite 
unphysical, since dp/dll is asymptotically negative in both 
directions. In fact, dp/dp, is negative throughout the fluid's 
evolution. 

In case (2), the early stages are much as in case (1), al
though dp/dll is initially infinite and positive. To the future, 
the fluid still evolves for an infinite time, but now Il + P tends 
to zero, with Il having a finite limit (positive, negative, or 
zero), and with dp/dll approaching j. This asymptotic state 
is also unphysical, since the speed of sound in the fluid would 
exceed that of light. The quantity dp/dll is positive for all 
times. 

In case (3), the initial stages occur in the infinite past, 
and are similar to thejinal stages in case (2). The fluid evolves 
into the same sort of future as in case (1). As it does so, the 
quantity dp/dll changes sign once. 

Finally, there is case (4), in which the equation of state is 
such that dp/ dll is always equal to - 1. The early stages 
occur in the infinite past, with the initial values of Il and 
Il + P being 3B and 0, respectively. The final stages are simi
lar to those in case (1). 

The above considerations have been made largely with
out reference to the term At + B in the metric (2.6). This is of 
particular importance only when A =1= ° (and B = 0, without 
loss of generality). It is possible for t to become zero in the 
course of evolution, so that the term then vanishes, although, 
as shown by Mashhoon and Partovi,9 this is merely a coordi
nate singularity for the metric (2.6), and is removed by the 
transformation t = Ar, thus yielding an analytic extension. 
If A > 0, it may be assumed that locally 'T> 0, and that 'T 

increases to the fluid's future. Hence, into the past (Le., fol
lowing curve 1 in Fig. 2 against the direction of the arrows), 
the fact that v = Ar + r tends to a finite limit as U' ap
proaches zero means that, at least for sufficiently large fixed 
r, 'T must reach the value zero be/ore encountering the singu
larity on the U axis. Retaining the condition that 'T decreases 
to the past along the fluid flow, it follows that v must increase 
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further into the past. Such evolution would be depicted in 
Fig. 2 by a point that comes in from infinity along curve 1, 
and which retraces its path before it encounters the U axis. 
Similarly, if A < 0, it may be assumed that locally 'T < 0, and 
that 'T increases to the fluid's future, and so the evolution 
would be depicted in Fig. 2 by a point that moves up along 
curve 2, and retraces its path before it meets with the Yaxis, 
or by a point that moves up curve 3, and retraces its path to 
return to the Yaxis, instead of approaching infinity. Now, 
however, the fact that A < 0 means that this only takes place 
for certain values of the integration constant, and then only 

. for sufficiently small fixed values of r. There are no similar 
effects for which account must be taken in the event that t 
become infinite, since for A #0 and fixed r, the range of val
ues of v, and hence of t, is bounded. Allowance for this type 
of behavior does not affect earlier conclusions concerning 
the unphysical behavior of the fluid on a global scale. 

v. DISCUSSION AND CONCLUSION 

It will be seen from the foregoing examinations of the 
asymptotic behaviors of the shear-free plane-symmetric so
lutions (Sec. III) and of the spherically symmetric Wyman 
models (Sec. IV) that the fluid typically exhibits unphysical 
characteristics. The question of what actually constitutes a 
"reasonable" equation of state is debatable, but one fre
quently accepted criterion is the dominant energy condi
tion, 15 which requires that the inequality - 1"<p<.1" hold for 
a perfect fluid. However, this condition alone is somewhat 
insufficient. It is also reasonable to suppose that dp/dl" satis
fies the inequality O<.dp/ dl" <.1, since the lower limit is re
quired for local mechanical stability, while the upper limit 
expresses the condition that the speed of sound in the fluid 
should not exceed that of light. 6 In addition, kinetic theory 
considerations lead some authors to invoke a "positive pres
sure" criterion, according to whichp;;;.O (see, e.g., Ref. 16). In 
the global extensions of all of the models considered herein, 
dp/dl" violates the inequality O<.dp/dl"<' 1, by becoming ei
ther negative or infinite, or both. In some solutions, dp/ dl" is 
always negative, as in cases (3) and (6) of Sec. III and in cases 
(1) and (4) of Sec. IV, and these solutions are totally unrealis
tic. On the other hand, there are solutions in which dp/dl" is 
positive throughout the entire history of the fluid, such as in 
cases (1) and (2) of Sec. III and in case (2) of Sec. IV, and there 
are also solutions in which dp/ dl" changes sign, as in cases (4) 
and (5) in Sec. III and in case (3) in Sec. IV. As already ob
served, these models are not realistic throughout their entire 
history, but it is important to recognize that, by appropriate 
choice of initial conditions, it might very well be possible to 
arrange for every preconceived notion of reasonable physical 
behavior to be satisfied within a sufficiently local region of 
space-time. 

A comparison will now be made with the claims of 
Mashhoon and Partovi,9 who base their judgement of the 
reasonability of the equation of state on the signs of 1", of p, 
and of either I" - 3p or I" - p; that all these should be non
negative is regarded as a necessary condition for the equation 
of state to be physically reasonable. Their discussion of the 
plane-symmetric case may be followed in the notation of the 
present article by writing Z = - U and a = 1. First, they 
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provide an argument which purports to prove that, in all 
cases, U_ - 00 within a finite value of v to the past. This is 
done by comparing Eq. (2.2) with the differential equation 
U" = - U 2

, noting from (2.4) thatthe physical requirement 
thatl" + p>O implies that Y = U'>O. While it is true, from 
the point of view of differential inequalities alone, that this 
means that U_ - 00 to the past, it must also be borne in 
mind, as was done in Sec. III of the present article, that the 
initial value of U could be positive, in which case, as U de
creased, there would first be a value of vat which U would be 
zero, and that this would signify, through the metric (2.1 ), an 
end of the fluid's evolution. The curves in Fig. 1 clearly attest 
to the correct predictions of the differential inequality, and 
to the caution that must be exercised in a consideration of 
initial values of U (in particular, compare the behavior of 
curves 3-6 with curves 1 and 2). Next, it is deduced by Mash
hoon and Partovi9 that if U- - 00, and if Y - 1 is analytic in 
(- U)-1/2, then the fluid is unphysical, becausep/I"- -!. 
As far as I am aware, no justification was made for the analy
ticity assumption, and the present considerations serve to 
show its superfluousness: the conclusion relating to the be
havior of p/I" is in agreement with those results of Sec. III 
that pertain to the early stages of the solutions in cases (3)-(6), 
when U_ - 00. Furthermore, attention is focused by Mash
hoon and Partovi9 on the finiteness of the coordinate values 
in this limit, whereas the issue of the finiteness or otherwise 
of the fluid proper time, or of the associated proper distances 
in the hypersurfaces [t = const), is the physically relevant 
issue. In particular, the hypersurfaces [v = const} are time
like for large negative U, and the limiting case is not correct
ly described as a hypersurface, since it does not relate to a 
feature actually in the space-time. These considerations of 
proper time and distance were addressed in Sec. III. Mash
hoon and Partovi9 also discuss the nature of those solutions 
in which U-O. It is correctly claimed that there are two 
allowable possibilities. In one, U-O as v_ + 00, in such a 
way that Y = U' -0 also. This corresponds to the final stages 
of case (6) in the present article. It can be seen from Fig. 1 that 
there is indeed only one solution with this behavior, as as
serted by Mashhoon and Partovi.9 In the other possibility, 
U-O within a finite value of v, in such a way that Y = U' 
approaches a finite nonzero value, with dp/dl"~ and 
I" + p-o. This corresponds to the early stages of solutions in 
cases (1) and (2), and to the late stages in cases (5) and (6). As 
discussed by Mashhoon and Partovi,9 the fluid energy den
sity and pressure will in general tend to nonzero limits whose 
sum is zero, which is regarded as unphysical by the require
ment that both I" and p should be non-negative. However, it 
is also pointed out that there is a special case in which both I" 
and p tend to zero, thus allowing the possibility that the limit 
could be physical. Such a limit corresponds to both the early 
stages of the particular solution in case (1), which is repre
sented in Fig. 1 by the curve 1 that issues from the point 
(O,m), and the late stages of the particular solution in case (5), 
depicted in Fig. 1 by the particular curve 5 that runs into the 
point (O,m). Such allowable limits were treated in Sec. III. 
These claims of Mashhoon and Partovi9 appear to rely on 
the assumption of the validity of power series expansions of a 
certain type, and this assumption is somewhat unsubstan-
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tiated (cf. footnote 15 in the bibliography of Ref. 9). It is clear 
that this approach fails to yield every allowable limit, since 
the late stages of solutions in cases (1), (2), and (3), in which 
y = U I tends to zero and U approaches a nonzero finite val
ue, are not discovered, and it appears to be entirely fortuitous 
that Mashhoon and Partovi9 succeeded in obtaining what 
corresponds to either the early or the late stages in all six 
cases. It is quite conceivable that not every solution would 
have an asymptotic form which happens to coincide with the 
particular ones that were treated using power series. 

The treatment by Mashhoon and Partovi9 of the spheri
cally symmetric Wyman solutions is discussed in the present 
notation by writing PMP =Kr, YMP =KU, tMP =K 2t, 
U MP =K 2v, CMP =B, and SMP = -A/4K2, where 
K = (~)1/5 and the SUbscript "MP" denotes the notation of 
Mashhoon and Partovi.9 First an argument is provided 
which purports to show that (in the case when A #0) 
u-. + 00 within a finite value of v to the future. This is done 
in a manner analogous to that in the plane-symmetric case. It 
is deduced from Eq. (2.14) that this limit is attained by all 
solutions of the differential equation, but again it is not re
cognized that the sign of the initial value of U is important. 
That this is so is made very clear by reference to Fig. 2. If the 
initial value of U is negative, then as v increases so also does 
U, and eventually U tends to zero within a finite value of v. 
By the metric (2.6), this signifies an end to the fluid's evolu
tion. Thus Mashhoon and Partovi9 completely miss the case 
(2) solutions. They do however correctly conclude that in the 
other solutions, viz., cases (1), (3), and (4), the pressure be
comes negative as U-. + 00, and that this occurs within a 
finite value of v; although mention is made of the relation
ship to a physical radius, it is not pointed out that this limit 
corresponds to a time.in the infinite future for the fluid (in 
addition, as was the case in the plane-symmetric models, the 
limiting value of v cannot be said to determine a hypersur
face). No attempt was made to discuss the physics of the 
early stages of these models, and it is worth noting that there 
are solutions in case (1) in which the initial values of j-t and p 
would satisfy the algebraic criteria of Mashhoon and Par
tovi,9 but which are nevertheless unreasonable on account of 
the fact that dp/ dj-t is negative throughout their history. Fur
thermore, no investigation was made of the details of the 
continuation through the coordinate singularity at t = 0 in 
solutions of cases (1)-(3). In case (1), for example, this offers 
the possibility of avoiding the unphysical asymptotic region 
in which U-. + 00 and dp/dj-t-. - i, which is regarded as 
inevitable in Ref. 9. It should be noted that Srivastava and 
Prasad 17 began an investigation of the behavior of the fluid in 
the Wyman solutions. However, they appear to assume (in 
the present notation) that dj-t/dr<.O and that in the course of 
evolution the function U always achieves values in a speci
fied range. 

It can be observed by referral to Sec. III that, for the 
plane-symmetric models, the evolution is governed by the 
behavior of the quantity U in the metric (2.1), as a function of 
the variable v: = t + x. Since the coordinates are comoving, 
this permits a fairly direct assessment of the evolution along 
the fluid flow lines, by fixing the value of x and regarding t as 
the essential variable. On the other hand, the value of t may 
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be fixed, and x regarded as the fundamental variable, so that 
the behavior of U as a function of v is interpreted in terms of 
features in the hypersurfaces {t = const J that are orthogo
nal to the flow. Frequently, infinite proper time along the 
flow lines corresponds to infinite proper distance in these 
hypersurfaces, although this is not always the case. When U 
becomes large and negative, as happens in the early stages of 
solution in cases (3H6), the limiting behavior occurs within a 
finite proper distance in the hypersurfaces, but within an 
infinite proper fluid time. While the specific nature of this 
limit means that, sufficiently early on in the evolution, in 
each hypersurface {t = const J the quantity dp/dj-t becomes 
negative, and that consequently these regions of space-time 
are unphysical, it raises the question of principle of whether 
or not it is compelling in a cosmological setting to require 
that hypersurfaces transverse to the fluid flow should exhibit 
regular behavior (cf., for example, Refs. 1, 18, and 19). Simi
lar remarks pertain to the spherically symmetric models of 
Sec. IV, although now an additional feature is present. Here, 
when Ubecomes large and positive, as occurs incases (1), (3), 
and (5), infinite proper time for the fluid corresponds to a 
finite proper distance in the hypersurfaces {t = const} . 
Moreover, as mentioned in Sec. IV, in the early stages of case 
(4) solutions, U-+O as V-+ - 00, and while this corresponds 
to a limit in infinite proper time to the past for the fluid, it 
does not represent any limiting situation on a hypersurface 
{t = const}, on which v is always bounded below. 

The conclusions of the present work are largely unaf
fected by the inclusion of a cosmological constant A in Ein
stein's field equations. The local effects of such a modifica
tion were addressed by Collins and Wainwright.3 The 
quantities j-t and p are replaced bty j-t + A and p - A, respec
tively, and so, depending on the size of A, this might cause a 
change of sign in the limiting values of j-t and p, but not, of 
course in j-t + p. However, the value of dp/dj-t is unaffected 
by this transformation, and so it may be deduced that all of 
the solutions considered herein, when generalized to include 
a cosmological term A fail to be physically valid on a global 
scale, because such is the case when A = O. 

In conclusion, the following theorem, suggested in pre
vious works,3.9 is now hopefully unequivocally established. 

Theorem: The spatially homogeneous and isotropic 
Friedmann-Robertson-Walker models are characterized 
globally as the only shear-free irrotational expanding or con
tracting perfect fluid solutions of Einstein's field equations 
of general relativity, with or without cosmological constant, 
in which the fluid satisfies a barotropic equation of state, 
p = p( j-t), that is physically realistic everywhere, in the sense 
that dp/dj-t satisfies the inequality o <dp/dj-t< 1 throughout 
the space-time. 
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The Einstein equations for spherically symmetric distributions of anisotropic matter (principal 
stresses unequal), are solved, assuming the existence of a one-parameter group of conformal 
motions. All solutions can be matched with the Schwarzschild exterior metric on the boundary of 
matter. Two families of solutions represent, respectively, expanding and contracting spheres 
which asymptotically tend to a static sphere with a surface potential equal to !. A third family of 
solutions describes "oscillating black holes." All solutions possess a positive energy density larger 
than the stresses everywhere. 

I. INTRODUCTION 

In a recent paperl we have integrated the Einstein equa
tions for perfect fluids under the assumption that the space
time admits, besides the spherical symmetry, a one-param
eter group of conformal motions, i.e., 

(1) 

where the left-hand side is the Lie derivative of the metric 
tensor and", is an arbitrary function of the coordinates. As a 
result of that work it appears that the Einstein equations 
reduce to a system of ordinary differential equations for 
three unknown functions, which may be solved analytically 
in many cases. 

In this paper we propose to carry out the same program 
for anisotropic matter. The motivation to undertake such a 
task is twofold. 

(a) It will be shown below that, unlike the perfect fluid 
case, the anisotropic matter solutions may be matched with 
the Schwarzschild vacuum metric on the boundary of the 
matter. 

(b) The introduction of anisotropic matter is suggested 
by some theoretical works on more realistic equation of state 
and stellar models2

,3 which indicate that compact objects 
could have anisotropic pressures. The origin of the anisotro
py could be found in the existence of a solid core, in the 
presence of type P superfluid, or in the existence of an exter
nal field. Also, if the fluid is composed of two perfect fluids 
with different four-velocities, then the energy momentum 
tensor can be cast into the standard form for anisotropic 
fluids4 (see, for example, the Landau model for He4

). Finally 
it is worth noticing that the properties of anisotropic spheres 
may differ drastically from the properties of the isotropic. S-8 

We shall exhibit explicitly three families of solutions describ
ing different self-similar evolution scenarios. Each family 
depends upon a function of the radial coordinate which has 
to satisfy certain physical requirements. 

Two families of solutions represent expanding and con
tracting spheres, respectively. All solutions of these families 

., Postal address: Apartado 80793, Caracas 1080-A, Venezuela. 

tend asymptotically to a static sphere with a surface gravita
tional potential equal to !. 

A third family of solutions represents spheres whose 
boundaries oscillate between the center and the horizon. 

The paper is organized as follows. The field equations as 
well as the conventions used are included in Sec. II. In Sec. 
III we derive, from the fulfillment of the junction conditions 
on the boundary, a differential equation which describes the 
evolution of the boundary of the source (hereafter referred to 
as the surface equation). Three different solutions of this late 
equation are explicitly displayed. In Sec. IV we work out 
different models from the solutions of the surface equation 
and in Sec. V the results are discussed. Finally, some details 
of intermediate calculations are included in the Appendix. 

II. THE FIELD EQUATIONS AND CONVENTIONS 

Let us consider a nonstatic distribution of matter repre
sented by an anisotropic fluid and which is spherically sym
metric. 

In comoving coordinates the line element may be writ
ten as9 

(2) 

with 

dfl 2 = dO 2 + sin2 0 dt/J 2, xO. 1,2,3=t,r,O,t/J, 

where ..t, v, and J..t are functions of rand t. For the energy 
momentum tensor we have the usual expression 

T: = (p + P1)U I-'Uv - Pib: + (p, - Pi)X I-'Xv ' (3) 

with p, Pro and U I-' denoting the energy density, the pres
sure in the direction of XI-" and the four-velocity of the fluid, 
respectively, and XI-' and Pi denoting a unit spacelike vector 
(in the radial direction) orthogonal to U I-' and the pressure 
on the two-space orthogonal to XI-" Also, since we are in a 
comoving frame, 

U I-' = bt:e - v/2 • 

Thus, the Einstein equations 

RI-'v - ! gl-'v R = 81TTl-'v 

(4) 

(5) 
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read 

- 81TT I = 811pr = ~ e - A (JL,2 /2 + JL'v') 

-e-V(jl-!fov+)fo2)-e-l', (6) 

- 81TT~ = 81TPl =! e- A(2v" + V,2 + 'lJL" + JL,2 - JL'A' 

- V'A ' + JL'v') + ! e- V(Av + fov - Afo 

- u - A 2 - 2il- ,ti2) , (7) 

81TTg = 81Tp = e-A(JL" + iJL'2 - JL'A '/2) 

+ ! e - V(Afo + fo2/2) + e - I' , 

81TT~ = 0 =! e- A(2fo' + foJL' - AJL' - v'fo) 

(8) 

(9) 

(dots and primes denote differentiation with respect to t and 
r, respectively). 

Next, we shall assume that the space-time admits a one
parameter group of conformal motions, i.e., 

~gl'v SI';V + sv"... = 'l/JgI'V , (10) 

where t/J is an arbitrary function of t and r. We shall further 
restrict the vector field S a by demanding 

saUa = O. (11) 

Then as a consequence of the spherical symmetry and from 
Eq. (11) we have 

SO = S2 = S3 = O. (12) 

Thus, using (2) and (12) we get from Eq. (10) 

V'SI=t/J, 
SI,O =0, 
A 'Sl + 25 1

,1 = t/J, 
JL'SI = t/J 

(13) 

(14) 

(15) 

(16) 

(comma denotes partial derivatives), It can be seen at once 
from (13) and (16) that 

(17) 

where II(t) is an arbitrary function of t. 

Next, taking derivatives of (15) and (16) with respect to 
t, and using (14), we obtain the equation 

; , , , 
A =JL , 

from which it follows that 

A -JL =};(t) +gl(r) , 

}; and g I being arbitrary functions of their arguments. 

(18) 

(19) 

We still have the freedom to perform a coordinate 
transformation of the form9 

t=t(i), r=r(rj. 

Thus, without loss of generality we may choose 
fIlt) =gl(r) = 0, and then 

v - JL = 0 , A - JL = I(t) , (20) 

Feeding (20) back into (15) and using (13) we obtain 

S I = A = const , t/J = Av' . (21) 

Expressions (20) and (21) contain all the implications derived 
from the existence of the conformal motion with S I' orthog
onal to U 1'. 
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Let us now turn to the field equations (6)-(9). Using (20) 
we get from Eq. (9) 

U'-AA'=O. (22) 

Introducing the new variable 

Z=e- A/2 , 

Eq. (22) becomes 

Z'=O, 

whose solution has the form 

Z=e- Al2 = hl(r) + h2(t) , (23) 

where h I and h2 are two unknown functions of their argu
ments. Using again Eq. (20) we obtain 

e - v/2 = e -1'/2 = e/lt l/2[hl(r) + h2(t)] . (24) 

We can now write down the field equations (6)-(9) in terms of 
the functions I(t), hl(r), and h2(t). We get 

- 81TTI = 81TPr = [3h ;2(r) - 3h ~(t )e/lt )] 

+ e -A12e/lt)[2h2(t) - h2(t )i(t)] 

+ e-Aellt)[f(t) - i2(t)/4 - 1] , 

- 81Tn = 81TP 1 = [3h ;2(r) - 3h ~ (t )eflt )] 

- 2e- Al2 [h ;'(r) - ii2(t)e /lt )] 

+ ~f(t)e-Ae/lt), 
81TTg = 81Tp = - [3h ;2(r) - 3h ~ (t )e /lt )] 

+ 2e- Al2 [ h ;'(r) + h2(t)i(t)e /lt )] 

+ e- Ae/lt )[j2(t)/4 + 1] , 
and for the line element we have 

-lit) 
ds2 = e [dt 2 _ e/lt) dr _ dfJ 2] 

[hl(r) + h2(tW 
or 

ds2 = R 2(r,t )[dt 2 - e/lt ) dr - dfJ 2] , 

with 

III. THE SURFACE EQUATION AND THE JUNCTION 
CONDITIONS 

(25) 

(26) 

(27) 

(28) 

Since we are mainly interested in bounded sources we 
shall demand the line element (28) to match with the 
Schwarzschild exterior metric on the boundary of the source 
for any possible choice of the functions I(t), hl(r), and h2(t). 
We recall that two regions of the space-time are said to 
match across a separating hypersurface (say S) if the first and 
the second fundamental forms are continuous across S (Dar
mois conditions). 

Now, the line element outside the source will be given, 
in Schwarzschild-like coordinates T,R,O,t/J, by 

dS~ = (1- 2M /R )dT2 - (1- 2M /R )-ldR 2 

(29) 
where the SUbscript E stands for exterior, M is the total mass, 
and 

dfJ 2==(dO 2 + sin2 0 dt/J 2) • 
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In these coordinates the equation of the boundary takes 
the form 

(30) 

where b stands for boundary. 
Then the induced metric on the boundary surface (from 

the outside) is 

(31) 

and the corresponding line element on the boundary, from 
the inside, reads 

-/(I} 

(dS 2
)b- = e 2 [dt 2 

- dIP] , (32) 
[h1(rO) + h2(t)] 

where we have used (28) and the fact that the equation of the 
boundary in the comoving coordinates (t,r,(},t/J) reads 

r = ro = const . 

Then, demanding the first fundamental form to be con
tinuous across the boundary, we get at once 

Rb(T) = e- / (I}/2/[h l(ro) + h2(t)] (33) 

and 

or, using the function Ub , given bylO 

Ub = U /l aRb = e - vl2 aRb , 
axi-' at 

we get 

(34) 

(35) 

Rb dt=dT(I-~ [1- ~~ + uq -112. (36) 

Next, it can be shown by a straightforward calculation 
that the continuity of the second fundamental form across 
the boundary surface is equivalent to the conditions l

0-
13 

m(ro,t) =M, (37) 

- (Tl)b = Pr(ro,t) = 0 , (38) 

where m(r,t ) is the mass function introduced by Misner and 
Sharp 10 

2m(r,t) = ei-'/2 [1 + e- V (a~:2r -e-~ (a~;2r] . 
Using (25), (28), and (39), Eqs. (37) and (38) become 

Pr(ro,t) 

= 3h ;2(ro) - 3h ~(t )e/(l) + [hl(ro) + h2(t)] 

X [2ii 2(t) - h2(t )i(t)] e/(l} + [hl(ro) 

+h2(tWe/(I}[/(t)-i 2(t)/4-1] =0, 

2M = e- / (I}/2/[h l(ro) + h2(t)] 

2020 

X [1 + 1 (i(t) + 2h2(t )/[hl(ro) + h2(t)W 

- e -/(t}h ;2(ro)/[hdro) + h2(t W] . 
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(39) 

(40) 

(41) 

Thus, the Darmois conditions (which are equivalent to Lich
nerowicz conditionsl4

) amount to satisfying Eqs. (33), (40), 
and (41). Now, we can express (40) and (41) in terms of the 
function Rb to obtain 

2Rb Rb - R ~ = 3h ;2(roJR: - R ~ , 

R ~ = 2MRb - R ~ + h ;2(ro) R: . 

(42) 

(43) 

It is worthwhile to point out that as a consequence of 
the fulfillment of the junction conditions [expressed by Eqs. 
(33), (40), and (41)] the matter must be anisotropic. In fact, in 
the case of isotropic (perfect) fluid, the functions hl(r), h2(t), 
and f(t) satisfy the following set of equations I (see the Ap
pendix): 

2h ;'(r) + ClhIlr) = 2C2 , (44) 
• . I(I} h2(t )f(t)e - Clh2(t) = 2C2 , (45) 

(2/(t) - i 2(t) - 4) e/(t} = 4CI . (46) 

It is a simple matter to prove that the last two equations are 
incompatible with Eqs. (40) and (41). 

Let us now tum to the integration of Eqs. (42) and (43), 
which govern the evolution of the boundary. First of all ob
serve that (43) is nothing but the first integral of Eq. (42). 
Consequently we only have to integrate the equation 

R ~ = 2MRb - R ~ + h ;2(ro) R: . (47) 

In order to exhibit the general features of the solutions 
of this late equation (surface equation), it is useful to intro
duce the auxiliary function 

V(R b)=lIR ~ - 2M /R ~ , (48) 

in terms of which the surface equation reads 

R~ =R![h;2(ro)- V(Rb)]' (49) 

Thus the region of allowed values of the Rb is given by the 
inequality (see Fig. 1) 

v 

III 

2M 3M 

FIG. 1. Vas a function of R b • Regions I and II are separated from region III 
by the line V = 1/27M2. There is a maximum of V for Rb = 3M. 
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(50) 

Although the solutions of (49), in general, are expressed in 
terms of elliptic functions, it is possible, for some specific 
choices of h ;2(ro), to find solutions expressed solely in terms 
of elementary functions. Thus, for example, choosing 
h ;2(ro) = l/27M2 we integrate (49) to give 

R ~II = 6M /(3 coth2 [It - to)/2] - 1) (51) 

and 

(52) 

The first solution [as given by (51)] represents an expanding 
boundary surface which asymptotically tends to a sphere 
with radius Rb = 3M as t-oo. Furthermore we see that if 
we choose to = 0, then the sphere is concentrated at the ori
gin at the initial time t = O. From these considerations it ,is 
obvious that the boundary surface should cross the horizon 
(Rb = 2M) for some finite value of the comoving time (say 
t = tg), which is easily calculated from (51) to be 

tg = 2 arccoth(2!v'3) . (53) 

The second solution [as given by (52)] represents a contract
ing boundary surface which also tends to a sphere of radius 
Rb = 3M ast-oo. In order to exclude negative values ofRb 
in the interval tE(O, 00 ), we may choose 

to = - 2 arctanh( l/v'3) , 

so that R ~21(0) = 00. 
A third analytical solution of the surface equation may 

be found for the choice 

h ;2(ro) = O. 

We get in this case 

R ~I = 2M cos2 ! (t - to) . (54) 

This solution represents an oscillating sphere whose radius 
changes in the interval [0,2M]. 

For other values of h ;2(ro) between zero and l/27M2, 
there are, in general, two kinds of solutions. Solutions of 
region I (see Fig. 1) represent spheres oscillating between the 
singularity and some value of Rb [depending on the value of 
h ;2(ro)] in the interval [2M,3M]. The solutions of region II 
represent spheres contracting from some initial value of Rb 
(which may be infinity), bouncing for some value of Rb 
[which depends on [h ;2(ro)] and returning to the initial con
figuration. 

Finally, in region III for h ;2(ro) > l/27M2, Rb may 
change in the interval (0,00). 

IV. THE SOLUTIONS 

In this section we shall present some models which are 
constructed from the solutions of the surface equation of the 
preceding section. For the sake of simplicity we shall further 
restrict our solutions, with the choice h2(t ) = O. With this 
condition, Eqs. (33), (42), and (43) read 

(55) 

e[(II[I(t) _i2(t) -1] = _ 3h ;2(ro) , 
4 h f(ro) 

(56) 
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i 2(t) = 8Mh l(rO
)e[(11/2 

+ [4h ;2(ro)/h f(ro)] e -[(11_ 4. (57) 

Using the above equations, we obtain from (25), (26), and (27) 

81TPr = 3h ;2(r) - 3(J)2h f(r) , (58) 

81TPI = 3h ;2(r) - 2hl(r)h j'(r) +! [I(t)/R 2] , (59) 

2M 
81TP = - 3h ;2(r) + 2h l(r)h j'(r) + (J)2h fir) + --2' 

RbR 

where 

h ;2(ro)/h f (ro) = (J)2 , 

and as stated before 

R (r,t) = e-[(11/2/[h 1(r) + h2(t)] . 

(60) 

Now, in order to have a solution completely determined 
we have still to specify the function hi (r). The ideal approach 
to do that would be to know the relation between Pr and PI 
on physical grounds (an equation of state for the stresses). 
However, since this seems to be very difficult to carry out at 
the present we shall instead guess the function hl(r) from 
general (physical) considerations, e.g., 

ap 
p>O, -<0. ar 

The first choice of hl(r) will be suggested by the condi
tion of the positiveness of the energy density. A sufficient 
condition to meet this last requirement is 

- 3h ?(r) + 2hl(r)h ;'(r) = 0, (61) 
from which 

hl(r) = l/(Cr + B)2 , (62) 

with C and B constants of integration. Next, imposing the 
regUlarity condition 

R (O,t) = 0, (63) 

we obtain 
B=O, R(r,t) = e-[(1)/2C 2r , 

(J)2 = 4/ti 

and Eqs. (58)-(60) become 

81TPr = (I2!C 4r4tiH(roirf - 1] , (64) 

81TP = I(t) = _2_ [~e3/2[(11 _ 2] (65) 
1 2R 2 C 4r4ti 2c2 ' 

81TP = (4/C 4r4tiH 1 + (M /2C 2)e3/2[(II] , (66) 

ds2 = e-[(t IC 4r4[dt 2 - e[(11 dr - dfJ 2] . (67) 

As a second example we take 

hi (r) = De - 2(rlrol , 

with D = const and (J)2 = 4/ti. Then 

R (r,t) = D -Ie -[(II12e2(rlrol , (68) 

and for the matter variables and the line element we get 

81TPr = 0 , (69) 

81TPI = (l/R2l[4D2/ti +!I(t)] , (70) 

81TP = M /R 2Rb , (71) 

ds2 = e -[(tiD -2e4(rlrol[dt 2 _ e[(11 dr - dfJ 2]. (72) 
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Two remarks are in order at this point. 
(a) Observe that the function R (r,t) as given by (68) does 

not satisfy the regularity condition (63). In other words we 
have excluded the center of symmetry R = 0, and R varies in 
the interval [Rbe - o)'o,Rb ]. 

(b) The configuration described by (69)-(71) represents 
spheres sustained only by tangential stresses. Solutions of 
this kind have been considered by Lemaitre. 15 

Finally we shall consider an example consistent with 
the third solution of the surface equation (unlike the two 
examples above), namely 

hl(r) = cosh[a(ro - r)] , (73) 

where a is a positive constant, obviously for this case 

h ;2(ro) = O. 

The expressions for the matter variables and the line element 
read 

87rP, = 3a2 sinh2[a(ro - r)] , (74) 

87rPI = a 2 {cosh2[a(ro - r)] - 3j + !/(t)lR 2, (75) 

87rp = a 2{3 - cosh2[a(ro - r)] j + 2M /Rb R 2, (76) 

ds2 = {e-flt)/cosh2[a(ro - r)]j [dt 2 - e f1t ) d~ _ dn 2] . 

(77) 

Observe that in this example again the regularity condi
tion is not satisfied (so that we exclude the center of symme
try R = O)andR changes in the interval [Rb/cosh arO,Rb]. 
The positiveness of the energy density is assured by the con
dition cosh aro<v'J. 

Now, for each configuration (64)-(67) and (69)-(72) we 
have two different models depending upon the choice of the 
function I(t) from the different possible solutions of the sur
face equation, namely 

ef.lt) = (3/~)[3 coth2 [(t - to)/2] - 1]2 (78) 

and 

eh1t ) = (3/~) [3 tanh2[(t - to)l2] - IF. (79) 

It can be seen at once from (66) and (71) that the energy 
density is an increasing (decreasing) function of time for the 
contracting (expanding) models. The static limit for the con
figuration (64)-(67) (for both the expanding and the contract
ing models) is easily found to be 

87rPr = (l/9M2)(rolr)2[(rolr)2 - 1] , (80) 

87rPI =0, (81) 

87rp = (l/9M2)(rolr)4 , (82) 

ds2=(C4~r"/12)[dt2-(12/~)d~-dn2]. (83) 

In Schwarzschild-like coordinates 

R = C2ro~/2 v'J, T= 3Mv'J t, (84) 
the line element (83) becomes 

ds2 = (R 2/27M2) dT 2 - (R /M) dR 2 _ R 2 dn 2 , 

where we have taken into account that 

C 2 = 6My'3/~ , 

(85) 

which follows from the fact that for both models (expanding 
and contracting) 

h ;2(ro) = l/27M2. 
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Now, for the configuration (69)-(72) the static limit 
gives 

87rPr = 0 , (86) 

87rPI = 4D2/~ R 2, (87) 

87rp = 2/3R 2, (88) 

ds2=(~e20)r/12D2)[dt2_(I2/~)d~_dn2]. (89) 

Transforming to Schwarzschild-like coordinates 

R=roe"Jr/2v'JD, T=3v'JMt, (90) 

the line element (89) reads 

ds2 = (R 2/27M2) dT 2 - 3 dR 2 - R 2dn2. (91) 

Note that solutions given by (80)-(85) and (86)-(91) rep
resent the two extreme cases of anisotropic configurations. 
Namely, Pr = 0, PI =1=0, and Pr =1=0, PI = O. 

Finally for the configuration (74)-(77) there is only one 
model, given by the third (oscillating) solution of the surface 
equation 

ef,lt) = l/4M2 cos4[(t - to)/2] . 

V. CONCLUSIONS 

We have seen so far that the inclusion of a one-param
eter group of conformal motions, together with the spherical 
symmetry (and the additional restriction saUa = 0) open 
the possibility to construct analytical models which may be 
of some interest in the study of the evolution of compact 
objects. 

It is worth stressing the role played by the anisotropy in 
the matching of the solutions with the Schwarzschild exteri
or metric on the boundary of the matter. 

We have explicitly displayed three families of solutions. 
(a) Expanding solutions representing spheres growing 

out of a singularity, crossing the horizon and tending asymp
totically to the static regime described by Eqs. (80-(85). We 
have here an example of a white hole, whose final configura
tion is characterized by the ratio M /Rb = l' 

(b) Contracting solutions, which represent spheres 
shrinking from an initial highly diffuse state, toward static 
spheres of radius Rb = 3M [Eqs. (80)-(85)]. These solutions 
describe the collapse of spheres whose final state is close to a 
black hole, but are still outside the horizon. 

(c) Oscillating solutions, representing spheres whose 
boundary oscillates between the center and the horizon. 

We would like to conclude with the following remarks: 
(a) the vector field 5 a defines a motion whenever h ; (r) = 0 
(for all r), and (b) we recall that the models presented here 
correspond to the choice h2(t) = O. 
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APPENDIX: THE PERFECT FLUID CASE 

If we demand the fluid to be locally isotropic, then we 
obtain from (25) and (26) 

tlI2[h2(t)i(t)eflt) - 2h ;'(r)] = <P(t), (AI) 
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with 

44> (t) = (21(t) - i 2(t) - 4)el (l) • (A2) 

Taking derivatives of (AI) with respect to r, we get 

(A '/2)4> (t) - 2h ;"(r)e"/2 = 0 (A3) 

and from (23) 

- (A '/2)e-A/2 = h; (r). 

Using (A3) and (A4) we are led to 

- 2h ;"(r)/h ; (r) = 4> (t ) , 

(A4) 

(A5) 

which implies at once that 4> (t) = C 1 = const. We can now 
integrate (A5) to obtain 

2h ;'(r) + C1hl(r) = 2C2 , (A6) 

where C2 is a constant of integra tion . Next we can use (A6) to 
rewrite (AI) in the form 

. • I() h2(t )/(t)e I - C1h2(t ) = 2C2 . 

In addition, Eq. (A2) may be written as 

[21(t) - i 2(t) - 4] el(l) = 4C1 • 
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(A7) 

(A8) 

Thus, the local isotropy leads to the system (A6)-(A8) [Eqs. 
(44)-(46)], which as stressed before is incompatible with the 
junction conditions. 
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The integral representation ofthe electromagnetic two-form, defined on Minkowski space-time, 
is studied from a new point of view. The aim of the paper is to obtain an invariant criteria in order 
to define the radiative field. This criteria generalizes the well-known structureless charge case. We 
begin with the curvature two-form, because its field equations incorporate the motion of the 
sources. The gauge theory methods (connection one-forms) are not suited because their field 
equations do not incorporate the motion of the sources. We obtain an integral solution of the 
Maxwell equations in the case of a flow of charges in irrotational motion. This solution induces us 
to propose a new method of solving the problem of the nature of the retarded radiative field. This 
method is based on a projection tensor operator which, being local, is suited to being implemented 
on general relativity. We propose the field equations for the pair {electromagnetic field, 
projection tensor J. These field equations are an algebraic differential first-order system of one
forms, which verifies automatically the integrability conditions. 

I. INTEGRAL REPRESENTATION OF THE 
ELECTROMAGNETIC FIELD 

It is well known that the vacuum Maxwell equations for 
the potential one-form A", are 

A""aa-Aa,a", = -4rrj"" (1.1) 

from which we can derive the wave equation for the electro
magnetic two-form field F",v = Av,,,, - A""v, 

F",v,a a = - 4rr(iv,,,, - j""v)' (1.2) 

We shall make use of this equation because it incorporates 
the motion ofthe sources. We must point out that although 
the law of charge conservation has been lost in (1.2), all our 
results are consistent with it. 

Analyzing the motion of the sources by Fourier trans
formation, the integral representation of F",v is obtained in 
momentum space as 

F (x) = _ 4rri Jd4ke-ikUXu 
",v (2rr)2 

X [k",jv(k') - kvj",(kU)]lkuku' (1.3) 

This approach is in the spirit of Huygens and Fresnel. Like 
them, we consider the field as generated by a distribution of 
localized sources. The calculus of this integral leads to re
sults that can be found in any advanced textbook,l but trans
forming backjv(k '} from momentum space to space-time, 
Eq. (1.3) becomes 

F (x) = _ 4rri Jd4sJd4ke-ikUIX-Slu 
",v (2rr)4 

X [k~v(s) - k,J",(5)]lk Uku' (1.4) 

which is the retarded field, when suited boundary conditions 
are imposed. It may seem at a glance that this hybrid expres
sion is not mathematically attractive, but if we look at it from 
a physical point of view, it can be interpreted as follows: the 
field generation process at the event 5, and its propagation to 
the field event x, is analyzed in momentum space by means of 
the density 

d4s e -ikUIX-slu{[ k~v(s) - k,J",(s)]lkuku}. 

The integration over k U then gives the contribution to the 
total field generated at sa, and finally the integration over 
the domain of definition of the currentj", (5 a) yields to F",v (x). 
The possibility of such an interpretation is apparently close
ly related to the linearity of the theory. This simple interpre
tation encourages us to go with our purpose to study geome
trically the retarded radiative field and to generalize the 
expression of the electromagnetic field created by a struc
tureless point charge in a given arbitrary motion. 

Our starting point will be the integral on momentum 
space. With respect to a global inertial frame the volume 
element splits intod 4k = d 3k dk 0. Now, we can analytically 
continue k ° to the complex plane, and applying the residue 
theorem, by choosing the retarded prescription, it is ob
tained: 

k U 

-i- Ix-slu 
X(k Aj(5))",v +e (k !\j(s))",v), (1.5) 

+ 

where we have defined the following. 
k U k(T 

(1) + =(Ikl,k), - ==( - Ikl,k) are the lightlike vectors. 

(2) (kAj(s))",v=k~v(s) - k,J",(s) is the exterior pro
duct. 

(3) () (XO - S°) is the Heaviside or step function. It is un
derstood that the Minkowski metric has signature + 2, i.e., 

kUku = 'TJapkakP = - (kOf + k 2
, 

Until now, this approach is equivalent to the propagator 
(Green's function) approach. 

Taking into account that dw = d 3k/lkl is the measure 
of the upper light cone on momentum space, Eq. (1.5) can be 
written geometrically 

F(x)=_I_Jd4s(}(xO-sO) f dWE(kO) 
(2rr)2 JkUku=O 

X/ku1X - slu k !\j(5), (1.6) 

where E(k 0) is the signum function. 
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It is clear in Eq. (1.6) that the integral over the momen
tum light cone is the exterior differential of the invariant 
Jordan-Pauli distribution,2 therefore we can reduce the inte
gral to the upper light cone k uku () (k 0) = 0, by virtue of 
() (XO - S°). In order to calculate it, we shall make use of the 
following orthonormal tetrad field: {ei J = {eO,el,e2,e3 J, 
which is defined at the generic source event 5 according to 
the following. 

(a) eo=v is the current four-vector velocity, i.e., if Po is 
the proper charge density, thenjl' = Povl',vl'vl' = - 1. 

(b) el is a unit spacelike vector efe1a = 1, orthogonal to 
eo and included in the plane determined by eo and the separa
tion vector R a = (x - 5 )a. 

(c) e2 and e3 are two unit orthogonal spacelike vectors 
e2 e2a = e~ e3a = 1,e2 e3a = 0, the plane they determine be
ing perpendicular to that defined by {eo,e l J. 

The dual basis {o/ J to {ei J is canonically defined by 

(o/,ej ) = ~;, 
where~; is the Kronecker delta. Care must be taken because 
the velocity v, considered as a one-form, is related to (J)0 with 
a minus sign: (J)~ = - Va' 

The separation vector R = (x - 5) between the field 
event x and the source one 5 is expressed with respect to the 
tetrad {e i J by 

(1.7) 

where r = - eo"R and r' = el"R are the Lorentz-invariant 
tetrad components of R. 

In order to compute the integral over the upper light 
cone 

1(5)=( dwe-ik"(X-sl"kl\j(s), (1.8) 
Jk"kufJ(kOl=O 

we make use of standard calculations. For example, by 

choosing spherical coordinates at the simultaneity 5 ° = cr., 
with polar axis el , it is easily obtained 

1(5) = 41ri 100 
d Ikl eilklr 

X (Ikl coslklr' _ Sin1k1r') ell\j(S). 
r' r' 

Now, according to the Laplace-Carlson transform,3 

p (00 dt e - p' sin at = ap 
Jo p2 + a2

' 

p 100 
dt e - p' t" - I cos at 

= r(v) p ( 1 + 1 ). 
2 (p - ia)" (p + ia)" 

Insertion of p = - ir, a = r', v = 2, r(2) = 1, t = Ikl into 
the above integrals yields 

1(5 ) 4' 1 ( r + r,2 1) 
= - 1Tl -;; (_ r + r,2f + _ r + r,2 

xe l (5)I\j(s). (1.9) 

Inserting the expression (1.9) into the electromagnetic field 
(1.6), we get the equation 
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II. LOCALLY PROPER TIME SYNCHRONIZABLE FLOW 
OF CHARGES 

At a glance it may seem that in order to derive conse
quences of expression (1.10), it is necessary to know j(S ), but 
on second thought if we dare try some general properties of 
the flow of charges that constitute the current density, an 
interesting expression of the electromagnetic two-form can 
be derived. 

We first assume for a current density j = Pov, that its 
velocity one-form field V verifies Frobenius condition4 

vl\dv = o. (2.1) 

From a physical point of view it means that the observers 
associated to the v timelike flow make a locally synchroniza
ble frame. This condition result is too general, therefore, we 
furthermore assume the more restrictive one 

~=~ ~~ 

which means that the flow is locally proper time synchroni
zable, i.e., the observers reference frame can experimentally 
correlate by "radar" their proper times. In other words, 
there exists a family of three-spaces to which the streamlines 
are orthogonal. This motion is an irrotational one, i.e., in 
decomposing that portion of the covariant derivative va;/J 
which is perpendicular to the velocity, into its antisymmetric 
part, its symmetric trace-free part, and the trace itself5 

va;/J = - Va;yvYvp + (J)ap + O'aP + !{Jhafj' 

The rotation reduces to (J) = a 1\ v. Now, according to the 
global version of the Frobenius theorem, due to Chevalley 
and Ehresman, applied to the present case, it implies that 
Minkowski space-time is foliated by the integral manifolds 
(three-spaces above) ofthe vector distribution defined by the 
velocity field v:x---+Mx' This foliation can be labeled by the 
proper time r coordinate (v = dr) and three spacelike coordi
nates r/ suited to the three-spaces. 

Therefore, we refer Minkowski space-time to the iner
tial coordinate system (5 O,Si) and to that induced by the folia
tion (r,7,.-) 

{
50 = sO(r,7l), 

Si = si(r,r/), {
r = r(s 0,5 i), 
7]i = 7]i(S °,5 i) . 

(2.3) 

We can bring the Minkowski line element with respect to the 
coordinates (r,7]i) to the form 

d~ = - dr + gij(r,7]i)d7]i dr/ = - (ds 0)2 + (d S)2, 

(2.4) 

because va is not a null vector. The volume element will be 
expessed as 

d 45 = "lif dr d 37] = .[g dr d 37]. (2.5) 
With these premises, Eq. (1.10) can be split into 
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F(x) = :if d 31J f d1"/iO(xO-sO) 

X_l_ ((V.R )2 + (eeR )2 + _1_)e 1\ .. 
eeR (Ra R a)2 RaR a I ] 

(2.6) 

The integration over 1" will be done by applying the residue 
theorem. The Heaviside function selects the retarded pole, 
but the difference from the previous calculation (integral 

This method of calculus follows the Sommerfeld approach 
to the residue theorem.6 We now introduce the lightlike vec
tor L = el + v, which verifies the following algebraic rela
tions: 

DL = 0, Del = 1, Dv = - 1. 

Differentiating these relations along the flow worldline, i.e., 
with respect to 1", and making simple algebraic operations, 
we obtain 

aea 

-]==(VVel)a= -aa+(a.el)La. (2.9) 
a1" 

Taking into account the law of charge conservation 
ad"" = 0, we can easily derive 

~: = VvPo = -PoV·v, (2.10) 

and, finally, applying the equality 

1 ag 
--=V·v, (2.11) 
g a1" 

it allows us to express Eq. (2.8) as we desire 

F(x) = -fd 31J(/ipo ell\L 2) 
(-v.R) T, 

+..!.. f d 31J(/iV.Vpo ell\L ) 
2 (- v.R) T, 

+ f d 31J( /ipo a( -=- ~.~I:V 1\ L ) T,. (2.12) 

Until now we have not dealt with the question ofthe integral 
domain of the 1Ji coordinates. The calculus of the residue has 
implied that this domain is defined by the equations 

{
1"r = 7(xo - Ix - sl,si), {SO = XO - Ix - sl, 
1Ji = 1Ji(XO - Ix - SI,Si), ¢:> Si = Si. 

(2.13) 

Therefore it is clearly seen that the integration domain is the 
retarded light cone of the field event: Ir (x). 

Now, following Newman and Penrose,7 a complex null 
tetrad {zl = {/,n,m,ml is introduced for expressing Eq. 
(2.12), because of its adequacy and internal adaptability for 
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over k 0) consists in the fact that the denominator (R a Ra )2 
now vanishes to the second order (pole of order 2), so that we 
have to carry the expansion to the order (1" - 1"r)2 (where "r" 
stands for "retarded") 

RaR a = - (RaVa)T,(1" -1"r) - (1 + Raaa)T, 

X(1"-1"r)2+0[(1"-1"r)3]. (2.7) 

Inserting the development (2.7) into the expression (2.6), it 
reduces to 

(2.8) 

I 
studying the solution and the equations of massless fields 
possessing certain algebraic properties. 

The Newman-Penrose tetrad is defined by the standard 
prescription 

I = (l/~)(v + el)==L /~, v = (l/~)(I + n), 

n = (l/~)(v - el)' e) = (l/~)(/- n), (2.14) 

m = (l/~)(e2 + ie3), e2 = (l/i~)(m - m), 

m = (l/~)(e2 - ie3), e3 = (l/~)(m + m). 

With respect to this tetrad the acceleration a is expressed as 

a = ale] + a2e2 + a3e3 

= (l/~)(al/-aln +Am +Am), (2.15) 

where we have defined A = (a3 + ia2); A is the complex con
jugate ofA. 

Therefore, Eq. (2.12) will reduce to 

F(x) = { d31J/ipon.~1 
JI,(X) r 

1 i 3 r::. nl\l + - d 1J "gpoV·v--
2 I,(x) r 

(2.16) 

+ { d 31J /ipo (Am +Am) 1\1. 
JI,(x) r 

At this stage we must point out that the Newman-Penrose 
(NP) tetrad is associated with the flow of charges, but in the 
one-point structureless charge case is directly associated to 
F. In fact, for this particular and well-studied problem, the 
integration is made trivially because it reduces to the inter
section of the q charge worldline with the retarded light cone 
Ir(x), and taking into account that V·v = 0, Eq. (2.16) is in 
this case 

Fq(x) = q(n 1\1 /r)T, + q«(Am +Am) 1\1 /r)T,. (2.17) 

We remember here that every magnitude refers to the retard
ed event ~(S~) = ~(XO - Ix - sl) of the x field event, ~(S 0) 
being the trajectory of the q-point charge. Now the New
man-Penrose tetrad is associated with the light congruence 
of F, whose tangent null vector field is I. 
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The matrix representation of Eq. (2.17) with respect to 
the n.p. tetrad is 

(

0-1
1 

) q I 0 
F =- -1 0 () ,-2 • ____ J. __ 

o I 0 

~ 
I i -A A~ 

+ 
~ __ : __ '-_20_0_ 
r A 0 I . 

. -A 0 ~ 0 

(2.18) 

As was shown by Newman and Penrose, this approach is 
equivalent to the spinor formalism. The consequence for the 
one-point charge have been widely studied in the literature. 
For this reason, we now turn back to the much more general 
and not-studied case, represented by Eq. (2.16). We must 
remember that the integrals extend to the lower light cone of 
the field event, parametrized by a generic spacelike slice of 
the foliation induced by v. The splitting of the two-form 
F = F 0/ dt /\ dxi + F ij dxi 

/\ dxi, which lets us identify 
(F 0;) = E as the electric field and (Fij£,"ik) = B as the magnet
ic field, only has meaning with respect to an inertial frame! 
Therefore, we must refer Eq. (2.16) to an inertial frame. 
Then, writing down the vector components by Greek letters, 
we obtain, returning back to source kinematical variables 

1 vaeJ3 - vpe all 
Fap(x) = dw Po I + - dw Po 

I,(x) r 2 I,.(x) 

- (e1a(a1vp + aa) - elP(alVa + a2 ))] , (2.19) 

where we have taken into accountthatdw = Ji(d 31J/ - v.R) 
is the measure or absolute Lorentz-invariant two-content of 
the retarded null cone of the field event. 

The meaning of the three-integral splitting of Eq. (2.19) 
is as follows: 

generalized coulomb field, 

C =1 d 0 vae1P - vpe1a . ap- wp , 
I,.(x) r 

intermediate-longitudinal field, 

laP== r dw J..- Po Vov(vae 1P - vpe1a ); 
J,(X) 2 

(2.20) 

radiation field, 

RafJ= r dwpo [(aavp - apva) - (e1a(a1vp + ap) 
J,(X) 

- e1P(a1va + aa))]' 

The justification of CafJ,lafJ,RafJ becomes apparent when 
one goes to the rest system of the integrand two-forms. In 
this system, it is verified at the fixed source event we work 
on: Va = ( - 1,0),e1 = (O,r/lrll; r being the three-vector 
which points from the retarded position of the flow of 
charges to the field point. The Coulomb and radiation fields 
are direct generalizations of the one-point structureless 
charge. 

The intermediate-longitudinal field is a new one, which 
has a structure, being longitudinal, similar to the Coulomb 
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field, but it depends on r, like a radiation field. Then the 
Lorentz-invariant separation between velocity and accelera
tion-radiation fields is only possible for the one-point charge 
case. 

III. A NEW APPROACH: PROJECTION OPERATOR 

The electromagnetic radiation field appears in a number 
of different forms: acceleration-retarded fields (kinematical 
source criteria); free fields (dynamical criteria), e.g., F 
= F retarded - F advanced; null fields (algebraic criteria); 

asymptotic developments (Goldberg-Keer theorem, B.M.S. 
group); etc. None of these methods scarcely may be com
pletely implemented in general relativity, and they are not 
always equivalent among themselves. Then we consider it 
quite reasonable to ask ourselves: What do we mean by "ra
diative field"? Perhaps this question is a methodological one, 
but even in this case, we must remember what Ginzburg8 

said: "In Physics there are many 'perpetual problems' the 
discussion of which continues for decades .... On the other 
hand, however, neglect of such methodological types of 
problems sometimes incurs vengeance!" Our approach to 
dealing with the problem, i.e., to defining what the radiative 
field is for us, is a dynamical geometrical one, which takes 
into account that when the electromagnetic field produced 
by a given source is measured, one always finds the retarded 
field, and it shares the maximum number of common fea
tures of all the above criteria. 

For the moment we shall not invoke "Occam's razor," 
and shall assume the existence of a projection tensor opera
tor JPP y6' such that when applied to the total electromag
netic field gives us the desired radiative part 

Rap=P afJy6Fy6' (3.1) 

It is easily found that P afJy6 is antisymmetric in each of the 
index pairs a/3 and r8, but is symmetric under interchange of 
the pairs. 

It is clear that the problem now has been shifted to find 
P afJy6' What are the advantages to introducing this new enti
ty? First of all, if we can find a reasonable system of first
order partial differential equations for it, we shall have a 
criteria based on dynamical-geometric equations that when 
applying the strong equivalence principle will be valid in 
general relativity. Second, it is therefore a local field criteria. 
Third, it implies a new concept of the electromagnetic field, 
which we view now as the pair {P,F J , the contraction (P,F) 
being the radiative part. 

The algebraic-partial differential system that we pro
pose is as follows: 

*F[afJ,y I - 4'Tr*j[aPy I = 0, 

F[aP,y I = 0, 

Papl'v - P afJy6Py61'v = 0, 

PaPl'vFafJFI'V = 0, 

(3.2a) 

(3.2b) 

(3.2c) 

(3.2d) 

EafJy6paPl'vpY6TUFI'vFTU = 0, (3.2e) 

p[aP y6 Fy6,vl + p y6[afJ,vl Fy6 = 0, (3.2t) 

and boundary conditions in the Sommerfeld sense. We have 
to mention that, because there is some confusion in the liter
ature. Sommerfeld said quite explicitly that his aim is to ex-
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clude incoming radiation. Retarded solutions for spatially 
bounded sources satisfy his conditions automatically in fu
ture null directions. (f+ is the "future null infinity," the 
region t + Irl- + 00 at finite t - Irl.) 

In system (3.2), the first two equations are Maxwell 
equations. The third equation simply states that Pis a projec
tion tensor. The fourth and fifth equations mean that the 
radiative field has to be degenerate or algebraically special 
(they are equivalent to Fa{JFa{J = O,*Fa{JFa{J = 0). The sixth 
equation states that the radiative field is closed. As far as the 
boundary conditions are concerned, we adopt the Sommer
feld point of view, and explicitly we exclude the homogen
eous-free solutions of the system. Then as Fock has re
marked, care must be taken at past infinity, because as one 
recedes along null straight lines coming in from the past, the 
retarded field reflects source behavior at even earlier times; a 
condition on the time dependence of the sources in the past 
infinity is required in order that the retarded field satisfies 
Sommerfeld's condition at past null infinity.9 

We have studied the system (3.2) from the point of view 
of the differential ideal of Frobenius-Cartan theory, i.e., as 
an exterior differential system. After a lengthy but easy cal
culation we have proved that the system verifies the required 
integrability conditions, and consequently has solutions in 
any given Riemannian spacetime, i.e., in the presence of gra
vitational fields. (In the Appendix to the present article we 
sketch the proof.) 

For the one-point structureless charge problem, we 
have found the solution. The projection tensor referring to 
the dual bases of the orthonormal tetrad defined in Sec. I is 

P = - (CUo t\c(2)(CUO t\c(2) + (CUI t\C(2)(CU I t\c(2), (3.3) 

being expressed with respect to the global inertial frame as 
follows: 

(3.4) 

where 15~;r = 15~' ~' -15't/ ~', and the orthonormal basis 
has been chosen so that a = aIel + a2e2. Functionally P 
must be considered as depending on the field event x through 
the retarded prescription, i.e., PIx) = P {Tr (x)). 

The physical and mathematical structure of the projec
tion tensor which corresponds to the electromagnetic field 
derived in Sec. II of this article can be easily determined if we 
is taken into account its similarity with the one-point charge 
solution; in fact, the Coulomb and intermediate two-form 
integrands are always bivector orthogonal to the radiation 
two-form integrand. 

According to the existence theorem for the system (3.2), 
it shall be possible to find a tetrad field of one-forms [ W (x) J 
to refer to the cotangent bundle associated to Minkowski 
space-time. With respect to this tetrad field, Eq. (2.19) may 
be expressed as 

F(x) = (C/)(x)[ WO(x)t\ WI(x)J 

(3.5) 
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where 

(CI)(x)WO t\ W I == - f dcu po[~ + ~v.v]cuo t\CUI, 
J,IX) r 2 

(3.6) 

R (x)(WO - WI)t\ W 2= f dcupo(cuO - CU I)t\CU2. 
J,IX) 

Therefore the projection tensor operator will be 

PIx) = - (WO t\ W2)(WO t\ W2) + (WI t\ W2)(WI t\ W2). 
(3.7) 

It is interesting to remark that the radiative solution implied 
by Eqs. (3.6) and (3.7) obeys at least the same properties of 
usual null fields. In fact, with respect to a global inertial 
frame [xa J, where it is defined WO(x) - WI(x)=la dxa, the 
radiative field will be expressed as 

Ra{J = R (x)/a t\ W~ (x). (3.8) 
Evidently, here la is a null one-form: la1a = 0, which be
longs to the congruence associated to Ra{J(x). Its impulse
energy tensor reduces to 

T~~} = (l/41THRjM R ~ -! 1JpvRa{JR afl) 

R2(X) 
= 4;-lp (x)/v (x), (3.9) 

which in view of the lightlike nature of la' satisfies the 
known relations for null fields 

Iv TVP = 0, TP P = 0, TpvTpv = 0. (3.10) 
An inertial observer characterized by its four-velocity ua 

will measure a flux of energy or density of four-momentum 
given by 

Na(x) = Ta{Ju{J = [R 2(x)l41T]/{Ju{Jla. (3.11) 

As N" is proportional to la, it is also a null vector, whose 
zero component N" Ua gives the energy density as measured 
by this inertial observer. 

APPENDIX: EXISTENCE OF SOLUTIONS 

The algebraic-partial differential system (3.2) is ana
lyzed from the point of view of the differential ideal of Fro
benius-Cartan.4 Consequently, it will be considered as an 
exterior differential system, in which (JI'vcrr is a representa
tion of the metric in the exterior algebra 

° cu==F[a{Jy6 J = 0, 

° a=*F[a{JYJ - 41T*j[a{JYJ' 

° {J -Ga{Jy6GPvpaJ"..,op P F F - ° = to A,1Ta{J 70pv y6 pu - , 

(AI) 

I 
CUA,1T70==dPA,,,..,o - PA,,,..,ov dx\ 
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plus the closure, i.e., the exterior differential of the system 
(AI), that we symbolically write down 

d(AI). (A2) 

Equations (AI) and (A2) are defined on a 139-dimensional 
manifold N = N(IC'" ,F,w ,P a&rr ,Fally ,P yt;pVT)' because the elec
tromagnetic field source and the geometry of the base space 
(space-time) are considered to be given. 

After a lengthy but easy calculation it is proven that we 
recover system (3.2) when the complete exterior system (AI) 
and (A2) is restricted to the original manifold, and its inte
grability conditions are automatically satisfied! 

Therefore, the equations we propose to define the radia
tive electromagnetic field as the contraction P afJyt;Pyt; have 
solutions. It remains to prove mathematically its unique
ness. 
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Weyl-type gauge geometry based on gauging by GL(4, R ) and presented in an earlier paper is 
developed from an alternative point of view, which emphasizes independent geometric objects as 
the building blocks. This approach avoids most of the elaborate calculations of the earlier paper, 
and thus contributes to an intuitive understanding. The new building blocks, which are the metric 
and two different affine connections, uniquely determine the tensorial structures of the earlier 
paper, and vice versa. 

I. INTRODUCTION 

In a previous paper) one of us has proposed a general
ization ofWeyl's gauging of the metric field by subjecting the 
metric at each world point of space-time to a bilinear tensor
ial transformation 

(1) 
where f1p P is some element of GL (4, R). The transfor
mation preserves the symmetry of the metric and its signa
ture, and the determinant of the metric will continue to be 
nonzero. In that paper,) a central role was assigned to a 
structure AaPy , which was interpreted as the generalization 
of Weyl's "compensating" vector potential. In particular, 
Aa P y is required to obey certain integrability conditions if 
there is to exist a gauge transformation (1) that reduces the 
geometry to a conventional Riemannian geometry. Here, 
Aa P y possesses 64 algebraically independent components. 
Its transformation law, Eq. (4.5) of Ref. 1, involves the com
ponents of the metric tensor. 

The purpose of the present paper is to describe a some
what different approach, which leads to the identical geo
metric structure as in Ref. 1, but by its complementary per
spective may afford additional intuitive insight. We shall 
start from a set of two distinctive fiber bundles, each with its 
own affine connection. It will tum out that, with the metric 
given, one of these connections has 40 algebraically indepen
dent components, the other 24, and that these two connec
tions determine unambiguously the structure Aa P y' Con
versely, given Aa P y' these two connections can be 
constructed unambiguously. Both connections are geomet
ric objects, that is to say, given its components in one coordi
nate system cum gauge frame, its components in another 
coordinate system (with another gauge frame) are unambi
guously defined, and without reference to any other struc
ture, such as the metric. 

II. THE SYMMETRY GROUP 

The complete symmetry group of Ref. 1 consists of the 
concatenation of coordinate transformations with (general
ized) gauge transformations. Thus a gauge-sensitive vector 
if would transform as follows: 

uv' = axv' (J KU p. 

axK P 

The matrix (Jp K is the reciprocal of f1p P, thus 

(2) 

f1p P(Jp K = 8
p 

K. (3) 

Here the gauge transformation is applied first, followed by 
the coordinate transformation. This sequence may be re
versed, 

uv' = (J • v' ax
K

' UP, (4) 
K ax p 

and the result will be the same as in Eq. (2) provided the 
following relation holds: 

(J • v' = axv' ax p 
(J K. 

" axK ax'" P 
(5) 

Just as in other fiber bundles involving gauge groups and 
based on either a Minkowski or a general-relativistic space
time, the gauge group is a normal subgroup of the full sym
metry group, with the coordinate transformations forming 
the factor group. The modification vis-a-vis gauge groups 
that act on strictly internal degrees of freedom is described 
by Eqs. (3)-(5), which detail what are to be considered the 
"same" gauge transformations in different coordinate sys
tems. 

In addition to gauge-sensitive vectors (2) there exists, of 
course, the standard tangent bundle, which defines gauge
invariant vectors. Gauge-sensitive covariant vectors are 
gauged with the help of the matrices f1p P, and again there 
exist gauge-invariant covariant vectors as well. 

III. THE TWO AFFINE CONNECTIONS 

In order to permit any sensible analysis dealing with 
gauge-sensitive vectors and tensors, there must be an affine 
connection defining the parallel displacement of gauge-sen
sitive vectors 

dUV = - kp v
K 

UP dxK
• (6) 

This equation implies the existence of a covariant derivative 
of such a vector field 

uvlK=uv,K + kp v KUP, (7) 

and determines the transformation law of kp v K under com-
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bined coordinate and gauge transformations 

k v , = a~ ax p 
[ axY

' 0 un ak fJ _ ifxv' 
I-' " axK axl-" axu fJ p a;' ax p a~ 

_ axv' npaoau ,;.]. 

axu 
(8) 

The superscript v and the SUbscript Il are "gauge sensitive," 
whereas the SUbscript K identifies the component of the one
form and is related to the standard cotangent bundle. Thus 
kl-' y,,'s two subscripts play entirely different roles. A re
quirement either of symmetry or of antisymmetry with re
spect to the two SUbscripts could not be maintained under 
gauge transformations; no such requirement may be im
posed. 

However, given the metric (1) of this paper, it makes 
sense to restrict the affine connection (6) by requiring that its 
covariant derivative vanish, that it be covariantly constant 

gl-'vl" gl-'Y," - kl-' P "gpy - k y P "gPI-' = O. (9) 

This requirement reduces the number of algebraically inde
pendent components to those skew symmetric in the sub
scripts, the torsion, according to standard derivations. With 
the help of Christoffel symbols and the torsion tl-' y", kl-' y " 
can be written in the form 

(10) 
tV I-',,==kfp. v kj' 

There is no implication that the torsion has simple transfor
mation properties under gauge transformations. With re
spect to pure coordinate transformations it behaves as a ten
sor. 

From the affine connection kl-' y" one can construct a 
curvature tensor K" JJ-K;', which arises as the commutator of 
two covariant differentiations 

UI-'I";' - UI-'I;''' KI-'y,,;' UY, 

KI-'Ycl=kyl-'",;. - kyl-';., " - kpl-'"kyp;. + kpl-';.kyP". 

In its covariant version, 

(11) 

(12) 

this curvature tensor is gauge sensitive with respect to the 
first two indices, skew symmetric with respect to them (be
cause the affine connection is metric), and gauge invariant as 
well as skew symmetric with respect to the last index pair. It 
does not satisfy the usual triple (Jacobi) relation, which, if 
valid, would involve three indices with different transforma
tion properties. However, the Bianchi differential identities 
are satisfied. 

The curvature tensor KI-' v,,;. is but one example of ten
sors arising naturally, some of whose indices are gauge sensi
tive, others of which are gauge invariant. To be able to carry 
on a general analysis one needs a second affine connection, 
the latter permitting parallel displacement of gauge-invar
iant vectors 

dVI-' = - Ayl-'" VYdx". (13) 

The affine connection Ayl-' " cannot be tied to the metric. As 
it is to be connected with gauge-invariant operations, its 
transformation law is that of an ordinary affine connection 
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A I-' ' _ axu a~ (axJJ-' A p ifxJJ-') 
y " - axv' axK ax p u ;. - axu a~ , (14) 

even in the presence of gauge transformations. With this 
transformation law Ayl-'" can be restricted by the require
ment that it be symmetric with respect to its two subscripts, 
that its torsion vanish. With this assumption made, A vI-' " has 
but 40 algebraically independent components. 

Again, the affine connection permits the construction 
of a curvature tensor, in precise analogy to Eq. (11). This 
curvature tensor .:11-' ycl will be skew symmetric with respect 
to its last two indices, and it will satisfy the algebraic triple 
relations with respect to its three subscripts, as well as the 
differential Bianchi identities. As there is no way to lower its 
superscript, no relation analogous to the skew symmetry of 
KI-' ycl, Eq. (12), with respect tOil and v, can be postulated in 
an invariant manner. 

IV. RELATIONSHIP TO Ayl-' K 

With respect to pure coordinate transformations the 
two affine connections kyl-'" and Ayl-'" satisfy the same 
transformation law (14), hence their difference, though not a 
geometric object under gauge transformations, is a tensor 
under pure coordinate transformations. This difference is 
the structureAyl-'" of Ref. 1 

(15) 

Given the two affine connections, Ayl-' " is fully determined. 
Conversely, the two affine connections are uniquely de

termined if the metric andAyl-'" are known. Because by as
sumption Ayl-' K is symmetric in its subscripts, it follows from 
Eq. (15) that 

(16) 

With this information the affine connection k y I-' K can be 
constructed on the basis of Eq. (10). Once k/" has been 
determined, Ayl-' ;. is obtained from Eq. (15). 

V. CONCLUSION 

The route described in this paper starts from three geo
metric objects under the combined group of coordinate and 
gauge transformations, the metric and the two affine connec
tions. It recovers the results of Ref. 1 without elaborate cal
culations. By contrast, the earlier paper i took as its point of 
departure the structureAy I-' ;., whose transformation law un
der gauge transformations explicitly involves the metric as 
well, but which is a tensor under pure coordinate transfor
mations. Either way, the number of algebraically indepen
dent field variables in this formalism is 10 at the differential 
level of the metric, and 64 at the level of the affine connec
tions. Possibilities of physical theories based on this formal
ism will be discussed elsewhere. 
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After showing that Rosen's bimetric theory of gravity is a harmonic map, the geometry of the ten
dimensional harmonic mapping space (HMS), and of its nine-dimensional symmetric 
submanifolds, which are the leaves of the codimension one foliation of the HMS, is detailed. Both 
structures are global affinely symmetric spaces. For each, the metric, connections, and Riemann, 
Ricci, and scalar curvatures are given. The Killing vectors in each case are also worked out and 
related to the "conserved quantities" naturally associated with the harmonic mapping character 
of the theory. The structure of the Rosen HMS is very much like that determined by the DeWitt 
metric on the six-dimensional Wheeler superspace of all positive definite three-dimensional 
metrics. It is clear that a slight modification of the Rosen HMS metric will yield the corresponding 
metric on the space of all four-dimensional metrics of Lorentz signature. Finally, interesting 
avenues of further research are indicated, particularly with respect to the structure and 
comparison of Lagrangian-based gravitational theories which are similar to Einstein's general 
relativity. 

I. INTRODUCTION 

tion of their solutions. 

II. ROSEN'S BIMETRIC THEORY AS A HARMONIC 
MAPPING 

One of us recently showed that Rosen's bimetric theory 
of gravity I is a harmonic map.2 Because of the interest in 
harmonic maps tliemselves and in their application as math
ematical models for physical theories,3 it is important to 
work out the details of this unusual case. This is particularly 
true since the bimetric theory constitutes an example involv
ing a hyperbolic manifold-the domain of the harmonic 
map is four-dimensional space-time. Very little has been 
done on such instances.4 Furthermore, the harmonic map
ping space (HMS) in the Rosen case turns out to be a very 
interesting ten-dimensional space, a generalization of 
Wheeler's superspace of all positive-definite three-metrics to 
one of all Lorentz four-dimensional metrics. The metric on 
this ten-dimensional HMS is a natural generalization of the 
De Witt metrics on superspace. 

As its name indicates, Rosen's theory employs two me
trics 

In Sec. II we give the basic structure of Rosen's bimetric 
theory of gravity, indicating its harmonic mapping charac
ter. After discussing the geometry of the DeWitt metric very 
briefly in Sec. III, we work out the geometric characteristics 
of its Rosen harmonic mapping generalization in Sec. IV. 
We calculate the connection coefficients and curvature com
ponents for it and for its nine-dimensional leaves, which are 
symmetric submanifolds, and then in Sec. V determine the 
number and form of the Killing vectors, comparing these 
results with the corresponding ones obtained in the DeWitt 
case. In Sec. VI, we discuss briefly the "conserved quanti
ties" associated with the Killing vectors and, in the final 
section, indicate two avenues for further work, the examina
tion of other related gravitational theories and the detailed 
study of harmonic maps defined on noncompact hyperbolic 
spaces, particularly the existence, uniqueness, and construc-

dr = gp.v dxr dxv (1) 

and 

(2) 

Here gp.v is the metric potential characterizing the interac
tion between mass-energy and gravity. It has as its source 
localized distributions of mass-energy. The rp'v ,in contrast, 
is a background metric, usually considered flat. It consti
tutes, therefore, a "prior geometry" -and, as such, may 
have various physical interpretations. 

The gravitational Lagrangian density is 

-Yg = (- r)1/2g'"Pg Apr'"Uga.tlugPPIT 

- .gaPlugvpIT)· (3) 

Here a vertical bar (" I") denotes covariant differentiation 
with respect to rp'v' and a colon (":") that with respect togp.v . 
Let r=det rp.v.The usual variation of the full Lagrangian 
action yields the field equations 

Np.v - ! gp.vN = - 81TKTp.v , 

where 

Np.v=!yaPgp.vlaP - !yaPg ApgpoA lagvpl P . 

We also have the conservation laws 

(4a) 

(4b) 
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Tp. v:v = 0 (5) 

and the empty-space field equations 

Np.v = O. (4c) 

There are two principle reasons for introducing theories like 
Rosen's as alternatives to general relativity. One is to pro
vide a reasonable devil's advocate to black holes6--8-and a 
remedy for the existence of singularities in other theories.6 In 
Rosen's bimetric theory, for instance, a study ofthe spheri
cally symmetric solution to the field equations shows that, 
although highly collapsed objects exist, they cannot be black 
holes, unless they have totally collapsed to a point. Event 
horizons do not form around extended configurations of 
mass-energy in Rosen's theory, no matter how concentrated 
they are. The second motivation for such theories is to incor
porate the fundamental rest frame into gravitational theory 
in a more integral way than general relativity is able to do 
through the imposition of boundary conditions.6 For the 
purposes of this paper we make no commitment to either 
motivation. We wish only to indicate why the theory has 
been proposed and studied. 

If the bimetric theory is subjected to the rigors of the 
PPN tests,9 it is found to be a viable alternative to general 
relativity at that level. However, it fails to predict the "cor
rect" change in period for the binary pulsar 
PSR 1913 + 16,10 due to the existence of gravitational di
pole radiation in the theory, and it manifests other anomalies 
in the structure and characteristics of its gravitational 
waves.9.7 Our primary interest in Rosen's theory here is, 
though, as a harmonic map. If we have a mapping3

•
1l 

t/J:M -+ M' ,»--+t/Jx=t/J (x), where M and M' are two pseudo
Riemannian manifolds with coordinates xl-' and t/JA and me
trics Yp.v(x) and GAB(t/J), respectively, it is harmonic if we 
have an action integral, or energy, relating the two spaces 

(6) 

By varying this, of course, we obtain the Euler-Lagrange, or 
field, equations. For further details regarding the theory of 
harmonic maps and their application to physical theories, 
see Misner. 3 

Now it can be easily seen2 that Rosen's theory is a bona 
fide harmonic map. A simple change in indices puts the gra
vitational Lagrangian (3) into the harmonic map form 

5t'g = GAB r=tfJ\7tfJ\., (7) 

where 

(8) 

and tfJA=gaP' It is clear that GAB = GBA . However, it is 
more convenient to use the symmetrized form 

GAB=!glaIA IgP)P -l~PgAp. 

The inverse metric is 

G AB =4g(aIAlgp)p - 2gapgAp , 

so that 

(9) 

(10) 

GABGBC = Ga{JApGApp.v = /Jfat>P) . (11) 

In Eq. (7) the Lagrangian contains covariant derivatives with 
respect to the background metric, instead of simple partial 
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derivatives, as given in Eq. (6). This does not alter its har
monic mapping character (the important properties asso
ciated with harmonic mappings continue to apply) but pre
vents the field equations from being written in a simple form 
with respect to GAB and its connection, except in Minkowski 
coordinates (see Sec. IV below), for which covariant deriva
tives are equivalent to simple partial derivatives. From Eqs. 
(7) and (9) we see that Rosen's theory defines a harmonic 
mapping from four-dimensional space-time, with signature 
(- + + +), to a ten-dimensional HMS JI, in which each 
component of gp.v is a generalized coordinate. That is, JI is 
the space of all symmetric matrices with signature 
(- + + +), S(I,3). This space has a signature 
(- - - - + + + + + +). 

It is clearly important to investigate the geometry of this 
HMS and relate it to the underlying base space and to the 
theory. There may be insights into the structure of the theory 
which stem from its harmonic mapping character. For in
stance, it is known (Misner, private communication) that the 
Killing vectors in the HMS correspond to certain "con
served quantities" in the theory (see Sec. VI below). It turns 
out that our investigation here will not lead immediately to 
any profound insights into Rosen's theory itself. But it will 
reveal some very intriguing characteristics of the HMS, simi
lar to those of Wheeler-DeWitt superspace, and point to 
other classes of gravitational theories which may prove in
teresting both in themselves and in their relationship with 
general relativity. 

Before proceeding to discuss the geometry of the ten
dimensional HMS in Rosen's theory, we summarize the re
sults concerning the six-dimensional Wheeler superspace on 
which the DeWitt metric lives. 

III. THE ROSEN HMS AND THE DeWITT METRIC 

As pointed out above, the metric (9), apart from a fac
tor, is the natural four-dimensional hyperbolic generaliza
tion of the DeWitt metric, which is the metric on the super
space of all (spatial) three-dimensional metrics of 
positive-definite signature. 12 The geometry of that six-di
mensional space has been fully worked out by DeWitt.5 

The De Witt metric is given by 

G ijkl = yl/2 [yi1k lyJ)/ _ Y ijykl ] , 

Gijkl = y- I
/
2 

[Ylilk I YJ1l - !YijYkl ] , 

(12a) 

(12b) 

where here Y ij is a positive definite three-dimensional metric. 
Then Gijkl, as we have mentioned, is a metric on a six-dimen
sionalspaceM', having the signature ( - + + + + + ),in 
which the Y ij are generalized coordinates. If we use the fact 
that a change in the modulus, or determinant, of Y ij consti
tutes a typical "timelike" displacement in M' and introduce 
; as a function of Y = det Y ij as the "timelike" coordinate, 
with any other five coordinates;A orthogonal to it, we dis
cover that M' consists of a set of "nested" five-dimensional 
submanifolds all having the same intrinsic shape. These 
leaves are specified by;, {; 1 XM', whereM'istheleafwhich 
passes through the identity, and their geometry is described 
by the positive-definite metric G (DW) AB' It turns out that M' 
is asymmetric Einstein space (R (DW) AB = KG(DW) AB ,K con
stant) of negative definite Ricci curvature, upon which 
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SL(3,R) acts [with respect to the "squaring action" kgk for g 
inM', kinSL(3,R), andk the transpose ofk ] as the isometry 
group and SO(3) as the isotropy group. Futhermore, the nat
ural symmetry on SL(3,R), k -I, induces a symmetry on M', 
which is also an isometry. Therefore,M' = SL(3,R)/SO(3)is 
a symmetric homogeneous space. Furthermore, although 
M' is geodesically complete, in M' itself there is a frontier of 
infinite curvature at ~ = 0, since R (DW) = - 20/ ~ 2, which 
all geodesics will hit. For further details, see DeWitt.s 

In performing our own calculations for the Rosen HMS, 
we have also checked those of DeWitt. They are essentially 
correct except that in his expression for the Riemann curva
ture of M' there should be a factor of~. His equation (A26) 
should read 

j(DW) D = Itr[r r-Ir r-Ir a~D] 
ABC 2 ,B ,A ,c ar 

It [ -I -I a~D] 
- 2 r r,Ar r,Br r,c ar . 

Succeeding calculations are affected by this change. The re
lated curvatures should be 

j(DW)ABCD =! r l/2 tr[r-Ir,Dr-Ir,Cr- 1 

X(r,Ar-Ir,B -r,Br-Ir,A)]' 

R- (DW) - 3 -G (DW) R- (DW) - 40,1" -2 
AB--4 AB' -- ~ , 

R (DW) - 3-G(DW) R (DW) - 2nl"-2 
AB--8 AB' -- ~ . 

These corrections do not substantially alter any of DeWitt's 
results. Furthermore, looking at the covariant derivatives of 
the Riemann curvature tensors for M' and M', respectively, 
we find that 

j (DW)ABC D;E = 0 , R (DW)ABC D;E = 0 , 

R (DW)ABCD;O = - ~ -IR (DW)ABCD , 

R(DW) D _ _ I"-IR(DW) D 
OBC ;E- ~ EBC, 

R (DW) D __ I" -I R (DW) D 
AOC ;E - ~ AEC , 

R (DW)ABOD;E = - ~ -IR (DW)ABE D , 
R (DW) 0 __ I" -IR (DW) 

ABC ;E - ~ ABCE , 

R (DW)ABC D,O = O. 

IV. THE GEOMETRY OF THE ROSEN TEN· 
DIMENSIONAL HMS 

In calulating the connection and curvature components 
of our HMS metric (9), we employ the matrix techniques 
introduced by DeWitt. We an expose the natural nine-di
mensionalleaves {~ J x:R of the foliations of our ten -dim en
sional HMS vii by choosing ~ = In gl/4 as the timelike coor
dinate and moding this out of the rest of the space. Here 
g= IdetgaBI. Thus we have 

vii = RX:R, :R = {gapEvH'lg = 1}. (13) 

Then the metric (9) can be written 

2034 

G = Gapy6 dgap ®dgy6 

= _ T6 d (In g) ®d(lng) +! tr[g-I dg®g-I dg] 

= -d~®d~+!tr[g-Idg®g-Idg], 
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or 

G = - d~®d~ + lG, G==tr[g-I dg®g-I dg] • (14a) 

If ~ = In gl/4 is the new time coordinate in the HMS, then 
leaves of constant ~ have orthogonal trajectories, as in the 
DeWitt case, whose tangent vectors are proportional to 

(15) 

and 

(16) 

On the leaves themselves we label a set of coordinates or
thogonal tothe~coordinateby~,A A = 1, ... ,9. From Eq. (15) 
we have 

gaoa
g afJ = 4 a~ = 0 
a~A a~A ' 

(17) 

and agafJ/a~ must satisfy 

GafJUT agaP agUT = 0 
a~ a~A ' 

(18) 

GafJy6 agaP agy6 = _ 1. 
a~ 8~ 

(19) 

From these relationships, we also have, using Eq. (16), 

(20) 

and 

(21) 

Thus, 

G afJy6 agafJ agy6 = .!.. ragM agafJ agy6 . (22) 
a~A a~B 4 g a~A a~B 

Finally, using (18), (19), and (22), our metric (14a) takes the 
form 

(
-1 

GAB = 0 
0) AB (-1 

!GAB ' G = 0 

where 

or 

and 

G _ -1 -I agaP agy6 
AB-gyag6P a~A a~B 

(23) 

(24) 

With the appropriate changes, all the relations DeWitt der
ives for his metric carry over in the Rosen case. We obtain 
the working identities 

(25) 
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tr(g at
g

A

) = 0, 

tr(g-I ag
) = 0 

at A 
' 

tr [g-I(g,AB - g,Ag-Ig,B)] = 0, 

and 

agaP at
A 

= ~ y~ 6 _ 1 y6 
atA ag

y6 
(a PI 4gapg· 

And for arbitrary 4 X 4 matrices M and N we have 

tr(g,A M)tr( N atgA ) 

(26) 

(27) 

(28) 

(29) 

= ~tr(MN + MN) -ltr(gM)tr(g-IN) , (30) 

tr(g,ABM)tr( Nat;) + tr(g,BM)tr[N( at;).A ] 

and 

= -1 tr(g,A M)tr(g-IN) + 1 tr(gM)tr(g-lg,Ag-IN) , 
(31) 

tr[ ag M at
A N] 

at A ag 
=! tr M trN +! tr(MN) -1 tr[gMg-IN] . (32) 

As in DeWittS these relationships are used to give the con
nection coefficients and the curvature components of both 
J/ and It I X1from themetrics (14), and (23) and (24). For 
the nine-dimensional submanifold I t I X 1; with metric 
1GAB we have 

GACG CB = ~AB, 
FABC = l(GAC,B + GBC,A - GAB,cl 

= A tr[g,cg- I( _g,Ag-Ig,B 

- g,Bg-Ig,A + 2g,AB )g-I] , 

FAB C = tr[ ( - g,Ag-Ig,B + g,AB) at
g

C
] , 

RABCD = !tr[g,cg- I( - g,Ag-Ig,B 

-I ) atD] - g,Bg goA ag , 

RABCD = A tr[g-lg,Dg-Ig,cg-I(g,Ag-Ig,B 

- g,Bg-Ig,A)] , 

RABCD;E = 0, 

(33) 

(34) 

(35) 

(36) 

(37) 

(38) 

(39) 

Therefore, each I t I X 1 is a symmetric Einstein space. 
However, it does not have constant Gaussian curvature, and 
is not maximally symmetric, contrary to what was incorrect
ly stated in Stoeger.2 In fact, we shall show below that each 
It I X1 has 15 Killing vectors; if it were maximally sym
metric it would have 45, N (N + 1 )12. Likewise, the five-di
mensional DeWitt submanifolds are symmetric spaces, but, 
contrary to what DeWittS states and Stoege~ quotes in his 
preliminary report, they do not have constant Gaussian cur
vature either, and therefore are not maximally symmetric. 
They possess just eight Killing vectors, instead of the 15 

2035 J. Math. Phys., Vol. 26, No.8, August 1985 

maximum allowable. In both cases, for there to be constant 
Gaussian curvature, we would have to have 

- 2- - --
R ABCD = Ka (GDA GCB - GDBGCA ) , 

(40) 
K =[l/N(N - l)]R. 

In DeWitt's case, a = y1/2; in Rosen' bimetric case, a = 1. 
Equation (39) is not enough. It is impossible to break Eq. (37) 
into the form (40). The trace there cannot be separated into a 
difference of a product of traces. 

Moving on to consider the full HMS J/, keeping A, B, 
e, etc. = 1,2, ... ,9, and denoting components in the t direc
tion by 0 indices, we have, similar to the DeWitt case, but 
with some notable differences 

C - C r AB =rAB , 

rAB
o = 0, 

rAo
B = 0, 

r A 0 0 = roo A = roo 0 = 0, 
D - D R ABC =RABC 

RABC
O = ROABD = RAOB

D = RABOD, etc. = 0 

(all components with O's vanish), 

R BC = -aGBc' R AO =0, Roo=O, 

R = - a(4)8BB = - 27. 

(41) 

(42) 

(43) 

(44) 

(45) 

(46) 

(47) 

(48) 

Finally, we have the derivatives of the Riemann tensor 

RABCD;E = 0, E = 1,2, ... ,9, 

RABCD;O = 0, 

R D -R D -R D -R 0 -0 OBC ;E - AOC;E - ABO;E - ABC;E - , 

RABCD,O = O. 

(49) 

(50a) 

(SOb) 

(SOC) 

Thus, J/ is not an Einstein space [see Eq. (47)], but is locally 
affine symmetric with respect to the connection defined by 
the metric (9), as well as its nine-dimensional leaves, with 
respect to the induced metric connection. In fact, as may be 
seen, J/ and 1 are globally affine symmetric spaces when 
equipped with the squaring action ofGL + (4,R) and with the 
involution taking geJ/ to II,3g-III,3EJ1. Here 1 1,3 
= diag ( - 1,1,1,1). 

There are several obvious differences between the geom
etry of superspace, on which the De Witt metric lives, and the 
HMS of Rosen's bimetric theory of gravity. Besides the dif
ference in signature-( - - - - + + + + + +) for 
Rosen and (- + + + + +) for DeWitt-and the above
mentioned locally affine symmetric space structure of J/, 
which is lacking on M' (although both show a globally affine 
symmetric space structure on the leaves), there is no frontier 
in the Rosen case where the curvature goes to infinity. As 
pointed out above, thisisatt = Oin Wheeler-DeWitt super
space M'. The source of this difference, which also accounts 
for the lack of a locally affine symmetric space structure on 
M', is the presence of yl/2 in the DeWitt metric-so that the 
timelike coordinate in superspace is of the form t 
==:(32!3)1/2y I/4. The Rosen HMS metric lacks a correspond
ing factor of g1/2, enabling the timelike coordinate in J/ to be 
written t =In g1/4. 
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Finally, in the DeWitt case the leaf which passes 
through the identity M' can be identified with the coset space 

M' = SL(3,R)lSO(3), 

with the canonical connection. We might remark that in the 
DeWitt case M' does have the coset space structure 

M' = GL + (3,R)/SO(3), 

but the dilation factor in the metric (12a) prevents the in
duced metric connection from being isometric with the ca
nonical connection on M' as a coset space. This results in M' 
not being a locally as well as a globally affine symmetric 
space. However, similar identifications do hold in the Rosen 
case. As Misner observed (cf. Ref. 3, p. 4517), vii with metric 
(9) can be identified with the coset space 

vii = S(1,3) = GL +(4,R)/SO(1,3), 

with the canonical connection; and its restriction to :1/ is 
identified with 

:1/ = SL(4,R)lSO(1,3). 

We conclude that in the Rosen case vii, as well as all of the 
leaves isometric with :1/, are globally affine symmetric 
spaces. This result is consistent with the curvature cacula
tions (49), (50a), (SOb), and (38). 

V. KILLING VECTORS OF THE ROSEN HMS 

As we have implied above, the metric (23) on:1/ is invar
iant under transformations by the matrices SL(4,R), with 
effective action carried only by SL(4,R)I{I, - I). SO(1,3) is 
the isotropy subgroup referenced with respect to I 1,3' Thus, 
we are sure from this that the number of Killing vectors 
admitted by :1/ is at least 15, the dimension of SL(4,R). 

It can be shown that the metric on the full space vii is 
invariant under GL +(4,R), yielding a minimum of 16 Killing 
vectors on vii. In the DeWitt cases the situation is, of course, 
similar. SL(3,R) provides effective action on M' as the iso
metry group, giving eight Killing vectors. But, because the 
dilation destroys the isometry of the metric in the t direction 
for this case, GL +(3,R) is not the isometry group for M', 
which also is left with just eight Killing vectors. 

However, we want to assure ourselves that there are not 
more "hidden" Killing vectors on:1/ and vii. We can do this 
by looking at the integrability conditions for the Killing 
equation, which are 

Ls(RABCD;E, ... E.! = 0, n = 0,1,2... . (51) 

That is, the Lie derivative of successive covariant derivatives 
of the Riemann tensor must equal zero. Then, we can apply 
the theorem.13 If the rank of the linear algebraic equations 
(51)forsa andSa;b isq, where Sa are Killing vectors, then the 
maximal group Gr of motions of the VN has 
r = ~ N (N + 1) - q parameters, i.e., the maximum number 
of Killing vectors is r. Application of this theorem in the 
Rosen and De Witt cases is particularly simple because of 
Eqs.(38), (49), and (50) in the Rosen instance and Eqs. (12) for 
the DeWitt metric. Let us have a brieflook at Eqs. (51) for 
the Rosen HMS. 

First, we consider the nine-dimensional submanifold 
:1/. From Eq. (38) is it obvious that Eqs. (51) will be just 
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(52) 

Furthermore, it is clear that these equations will be algebraic 
equationsfors!!i.b only-ofwhich thereare~ N(N - l)or36. 
(The equation R ABC D;E = 0 automatically assures us, there
fore, of at least nine Killing vectors.) How many of these are 
linearly independent? 

StUdying Eqs. (52), we discover that there are 252 sepa
rate equations corresponding to independent components of 
R ABC D with no two indices the same. Each of these equa
tions has 32 terms. It is only these which affect the rank of 
the system; equations corresponding to components of 
R ABC D with two or more indices the same will have at most 
24 terms and, as we shall see below, will not be able to de
crease the rank of the system. Combining the 252 equations 
we can find the number of the 36 unknowns which are linear
ly independent. This will give us the rank. 

The number of equations needed to reduce the rank by n 
will be just 2n. Thus, to reduce it by 8, we would need 256 
equations. But there are only 252 available to us. Therefore, 
we can reduce the rank by 7; it is then q = 36 - 7 = 29. 
Because of the gap between 29 and 24, the maximum number 
of unknowns contained in the other equations of the system, 
it is clear that there will not be enough of them to reduce the 
rank further. 

Thus, according to the theorem above, the number of 
Killing vectors admitted by :1/ will be 
! N(N + 1) - q = 45 - 29 = 16. However, the dilation in
variance condition defining the manifold:1/ gives us another 
relation which reduces the number to 15, just the number 
given by the dimension of SL(4,R). 

When we examine the full space vii, we find that the 
extra equations arising from the covariant derivatives (50a) 
will not alter the rank from that given by the:1/ system. So 
the rank will again be 29; and the number of Killing vectors 
will be ~ N(N + 1) - q = 55 - 29 = 26 for the ten-dimen
sional HMS. However, from the same set of equations we 
can show that the S o;E,E = 1, ... ,9, and So are zero, thus re
ducing the total number of Killing vectors in vii to 16, the 
number dictated by the dimension ofGL +(4,R). 

In the DeWitt case, a similar analysis leads to the con
clusion that the number of Killing vectors is 8 for M', cor
responding to SL(3,R). 

Finally, we can work out the form ofthese Killing vec
tors. They will be the infinitesimal transformations SaP of 
the metric gaP' 

g~p = gaP + Sap' 

or g' = AgA, A = (e -p,t)/, (53) 

which leave the HMS metric GAB invariant. Therefore, 

dgap 
Sap =~. (54) 

Carrying out this differentiation, we obtain 

(55) 

where P~Esl(4,R) for :1/, and P~Egl(4,R) for vii. Here, 
sl(4,R) and gl(4,R) are the Lie algebras of SL(4,R) and 
GL(4,R), respectively. Any bases for these two Lie algebras 
will give the 15 Killing vectors for :1/ and the 16 for vii 
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through Eq. (55). In operator form, they will be, of course, 
just 

X (/) - f3Y (I) a 
- - g(alyl P) -a--' 

'gaP 
(56) 

This form of the Killing vectors in the DeWitt case has al
ready been given by Jantzen 14 and in a rather unclear expres
sion by Ryan. 15 

In the DeWitt case, in which M ', = SL(3,R)/SO(3), all 
the information concerning the maximum number of Killing 
vectors and their particular form may be obtained by deter
mining the automorphisms and inner automorphisms of 
SO(3) which extend to the automorphisms of SL(3,R) and 
using a theorem of Cartan. 16 It is not yet clear whether this 
approach can be extended to the Rosen case, in which g/lV 
has a Lorentz signature. 

These Killing vector fields on the HMS we have been 
discussing can be used to construct new solutions to the field 
equations. 17 If ¢A is a known solution, then there are new 
solutions ¢B, where ¢B is obtained from ¢A by an isometry 
oftheHMS. 

VI. HARMONIC MAPPING "CONSERVED QUANTITIES" 

In unpublished work, Misner (private communication) 
pointed out that, within the context of harmonic mapping 
theory, each Killing vector in HMS generates a conserved 
quantity in the given field theory. How does this observation 
apply to the Rosen bimetric theory? It happens that one 
must be quite careful in interpreting these quantities, par
ticularly in the Rosen case. The conserved quantities indicat
ed by Misner arise essentially from both the Killing equation 
and from the harmonic mapping field equations. The former 
is, of course, 

(57) 

The field equations, when the harmonic mapping action is 
expressed in the form (6), can be written simply as3 

¢A/l;/l = 0, (58) 

where ¢A ,,=a¢A lax" and where the covariant derivative 
[which we here express using a semicolon (";")] is with re
spect to the induced connection P B" = P BC a¢c lax", 
determined by the metric GAB' Then it is clear that we have 
"conserved quantities" 

J/l (Si = SA¢A" ' 

such that 

J" (S);/l = 0, 

since 

J (S);JI. = f;- ;JI.,/,A + f;- ,/,A ;JI. 
" !>A 'f'" !>A'f'" • 

(59) 

(60) 

The second term vanishes because of the field equations (58), 
and SA ;JI. = SA;C¢C/l, which vanishes by virtue of the Killing 
equation (57). 

In Rosen's bimetric theory, however, we cannot repre
sent the field equations, generally speaking, in the form (58), 
because of the presence of the covariant derivatives with re
spect to the background metric in the gravitational Lagran
gian (7). When the harmonic action contains covariant de-
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rivatives, that is, when 

I=! f "lYf d 4x y/lV(x)¢ A1,,¢ BlvGAB(¢) ' (61) 

where the vertical bar (" I") indicates covariant differenti
ation with respect to the metric Y/lv(x), the field equations 
take the general form 

- y"v¢BI/lv + y/l'TDAB¢A1,,¢Dlv = 0, (62) 

where r D AB is the connection corresponding to the metric 
GAB' We can only write the field equations in a form like (58), 
i.e., in terms of a covariant divergence of some quantity with 
respect to the connection P BC' when the action contains 
only partial derivatives. There appears to be no simple gener
alization of (58) when the action contains covariant deriva
tives. 

Therefore, we can obtain the conserved quantities asso
ciated with Rosen's theory by writing Y/lV in Minkowski co
ordinates, so that the covariant derivatives in the action are 
equivalent to partial derivatives and the field equations can 
then be written in the form (58). Then we shall have the 16 
conserved quantities 

(63) 

where x" are Minkowski coordinates and pr pEgI(4,R). 
There does not seem to be any special significance connected 
with these quantities, other than that the 

J(s);JI. = ° (64) 
"(R I 

are precisely the projection of the field equations along the 
16 Killing vector directions in the HMS. It should be noted 
that these conserved quantities have an entirely different sta
tus than those specified by T/l v:v [Eq. (5)]. The connections 
with respect to which the covariant derivatives are taken are 
different; in (5) it is with respect the one determined by the 
dynamical metric g"v' Secondly, the conserved quantities in 
(62) are strictly gravitational quantities. They do not set any 
constraints on the mass-energy of the sources, whereas those 
ofEq. (5) obviously do. 

In fact, in discussing Rosen's bimetric theory as a har
monic map, we have limited ourselves to a consideration of 
the gravitational action, which yields the vacuum field equa
tions (4c). The matter Lagrangian would not, generally 
speaking, preserve the harmonic mapping form. 

VII. DISCUSSION 

Rosen's bimetric theory was first constructed as a gravi
tational theory and only then recognized as a harmonic map. 
And so it is intrinsically worthwhile to study its harmonic 
mapping structure, especially because it is a complete and 
consistent theory of gravity, and at least marginally viable at 
the PPN level. Moreover, it is a very complicated and unu
sual harmonic map-from the Lorentz four-manifold of 
space-time into a ten-dimensional manifold of signature 
(- - - - + + + + + + )-and one of the few in
stances of a harmonic map defined on a noncom pact hyper
bolic manifold. 

Finally, as we have seen, the HMS itself is very intrigu
ing and closely related in structure to the well-studied 
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Wheeler-DeWitt superspace. It is easy to see from both 
cases what the structure of the closely related space of all 
Lorentz four-metrics would be like. 

Though our analysis of the harmonic mapping charac
ter of Rosen's theory has so far yielded few new physical 
insights-most of what we have done has, instead, highlight
ed its mathematical structure-there are related avenues of 
research which now seem promising. Primary among these 
would be to look at the structure and observational charac
teristics of the several obvious "relatives" of Rosen's theory, 
those with similar gravitational actions. Some of these are 
also bonafide harmonic mappings, with two metrics; several 
others are not, and, of those, a couple possess only one met
ric. Examination of this class of theories, which we have 
already begun, is oriented towards better understanding the 
mathematical roots of physical characteristics in Lagran
gian-based theories, including general relativity. 

It is hoped that by looking at a number of closely related 
theories, which possess varying similarities and differences, 
we may obtain a better understanding of how certain observ
able characteristics, e.g., the existence of event horizons or 
the gravitational-wave structure, originate in differing math
ematical structures. 

There are, finally, several other areas of investigation 
which may prove fruitful. One is the possible use of the ten
dimensional superspace of all four-dimensional Lorentz me
trics, which is closely related to Rosen's HMS. Another on 
the more purely mathematical side is to work at extending 
the results of harmonic mapping theory-particularly with 
respect to the uniqueness, existence, and stability of solu
tions-to cases involving hyperbolic manifolds. Rosen's the
ory provides a nontrivial example. 
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It is demonstrated that Bose systems can be used to simulate properties of their Fermi partners in 
thermal bath, provided the spectral property HB = PHBP + (1 - P)HB(1 - P), HF = PHBP 
can be proved in the state space of the Bose system. The approximation accuracy can be made 
arbitrarily good by varying the (free) coupling parameter AE(O, 00 ), and permits studying of 
fermionic partition or correlation functions in a finite volume by means of the standard techniques 
(Bose:path integral, Monte Carlo, etc). 

I. MOTIVATION 

Among many researchers studying numerical (Monte 
Carlo) simulation of Fermi systems, 1-9 the so-called pseudo
fermion method has gained some popularity.3-5 Though 
called pseudofermions, the objects used to replace the tradi
tional Grassmann algebra elements are the commuting c
number functions. Since the commuting function ring is 
used to quantize Bose systems via path integration, in the 
pseudofermion approach we have in fact the Bose system 
attributed to the Fermi one of interest. 

The customary prejudice is that if no Bose-Fermi (e.g., 
Coleman's) equivalence can be established, then Bose and 
Fermi systems are considered disjointedly. On the other 
hand, our investigations on quantization of spinor fields lO 

have shown that in principle each fermion system (irrespec
tive of the space-time dimensionality) can be embedded in 
the related (mother) Bose system. In application to lattice 
models, this embedding observation suggests looking for 
such Bose systems and such physical situations (temperature 
and coupling constant regimes) which allow for an unam
biguous separation of Fermi contributions from all relevant 
characteristics of the Bose system. This idea underlies the 
use of boson expansion methods in the study of finite spin or 
Fermi lattices,"·12 and this of the spin-~ approximation con
cept for lattice bosons. 13 

Our aim is to investigate a family of Fermi models in 
one space dimension (for which the Monte Carlo tests are 
usually performed) to prove that their partition and correla
tion functions can be arbitrarily well approximated by 
means of those for the related Bose systems. Since this Bose 
approximation scheme is considered for a family of solvable 
models, the reliability of the method can be easily tested 
against the exact results. 

II. BOSE-FERMI INTERPLAY FOR THE SIMPLEST 
FERMION MODELS ON A ONE-DIMENSIONAL 
LATTICE 

Let us consider the family offermion models for which 
the Monte Carlo simulation was attempted. 8,9 We shall be 
interested in the spinless fermion hopping problem 

H= -JL(Ct+ICk +CtCk+l). 
k 

(2.1) 

and its modifications received from (2.1) by adding the differ
ent density-density interaction terms 

(2.2) 

plus (one-flavor case) the lattice Gross-Neveu model 

H = + { -J(C!Ck+ 1 + C!+ Icd + A, (- l)kC!Ck 

- ~V(nk - nk+ 1 n . (2.3) 

The particle number operator N is conserved for each of 
these models [H,N] = 0, N = ~j nj , hence the general form 
of the eigenvectors is immediate 

Nlf)=nlf), 
(2.4) 

If) = L/;, ..... inC~ ... ct 10), CjIO) = 0, Vj • 
(11 

The eigenvalue equations for the problem (2.1) can be written 
as follows: 

n =0, HIO)=O, 
M 

n = 1, Hlf)= -J L (~cj+1 +~+lcjIO) 
j=1 

= -2J~ ~ (~_I +~+dcjIO), 
} 

n=2, 
1 

H If) = - 2J~. -2 [(/;-Ij + /;+ lj) 
I<} 

n=k, 
i, 1 

H If) = - 2J. L . . L. -2 (/;,"-1-I"'i, 
I] <"'<'kJ= 't 

+ 1'. . 1 . )c~ ... c~ ... c~ 10) 
Jit,·-.J+ ""k', J 'k . 

We assume that our fermions are embedded in the canonical 
commutation relations (CCR) algebra generated 10 by opera
tors 
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(2.6) 
ak 10) = Ck 10) = 0, Vk, arlO) = crIO), 

which, according to Refs. 10 and 11, implies that all Fermi 
states of the Bose system belong to a proper subspace [in
cluding 10)] KF of the Bose state space K B, so that 

1/)= I/)F = 

= (2.7) 
i1<···<im 

where E;"";m is the completely antisymmetric (Levi-Civita) 
tensor taking values 0, ± 1. Consequently the tensor coeffi

I 
cientl =/;, ... ; •. E;, ... ;. is symmetric and vanishes if any two 

indices coincide. 
Let us now enact the following Bose Hamiltonian: 

HB = -J~(arak+1 +ar+lad, (2.8) 

on vectors of the form I I). For n = 2 we have 

HBI/) 
I. •• •••• 

= -JLlij(a;+laj + aj+ la; +a;_laj +aj_1a;)10) 
i<j 

I I I I •• 

= -JL (/;-Ij +Iij-I +1;+ Ij +Iij+ l)a;ajIO), 
;<1 

(2.9) 
I 

where/;k = E;k/;k' Now it is enough to observe that given 

(i,J1,i<jimplieseitherE;k =E;_1j =Eij_1 =E;+1j =Eij+I' 
which corresponds to i <j, i + 1 <j, i <j - 1, or E;k = Ej _ Ij 
= Eij + I' which corresponds to i + 1 = j, i.e., i = j - 1 (then 
I I 

lij-I = ° =1;+ Ij)' Consequently, the coefficient function 
I 
I ij. if multiplied by E. (note that E:, =0.1), exactly coincides 

with this appearing in l:i<jlijci"cjIO) = II) provided we ex
ploit the identity 

(2.10) 

implied by the "bosonization" discussions in Refs. 10 and 
11. 

A generalization to arbitrary n is obvious with the result 
that eigenstates of H = H F may happen to be those of HB 
(the joint Bose-Fermi spectral problem of Ref. 14) 

/;M+I =/;1' IM+I,j =11j 

~HF II) = EI/)==HB II) = HF II) = Ell)· 

(2.11) 

It is useful to observe that the operator unit IF of the Fermi 
algebra plays in K B the role of the projection operator 

IFKB =KF , 

IFI/) = 1/)<=>I/)eJYF , 

and because of (2.11) we may expect to have 

[HB ,IF ]_=O, 
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(2.12) 

HB = IFHB IF + (1- IF)HB(I- IF) 

= HF + (I - IFlHB(1- IF)' HF = IFHB IF, 

(2.13) 

which is an orthogonal decomposition since 1 F (1 - 1 F) = 0, 
1 being the operator unit of the Bose algebra. As a straight
forward consequence, we realize then that 

.fl£ B = tr exp( - {3HB) 

= tr exp( - {3HF) + tr exp[ - {3(1 - IFlHB(1 - IF)] 

==..fl£ F + R . (2.14) 

Hence the Bose trace formula includes the Fermi trace for
mula as a well-defined, but to be extracted, contribution. 

Quite analogously, in the case of the bosonic correlation 
functions 

.fl£ B Pk [(m l, {31), .. ·,(mk, 13k)] 

= tr[ <Pm, ({3tl"'<Pmk( {3k)eXp( - {3HB)] , 
(2.15) 

{31 , .. ·,{3k <J3, <Pm ({3) = exp( {3HB) • <Pm • exp( - {3HB) , 

we arrive at 

(.fl£ F + R lod(ml {31), ... ,(mk,{3k)] 

= tr [ q~, ({3tl .. ·q~k (13k )exp( - {3HF)] 

+R [(m l,{3I), ... ,(mk,{3k)]' 

q~({3) = exp{3HF . q~ . exp( -{3HF), 

q~ ==. IF<Pm IF' <Pm = 2- 1/2(a: + am)' 

(2.16) 

Hence, upon dividing both sides of (2.16) by ZF' the fer
mionic contribution explicitly arises in the general formula 

(.fl£ B/.fl£ F) PB = PF + R I.fl£ F . (2.17) 

One problem which remains is that the observation (2.17) is 
not that useful, unless the spin-~ lattice (fermionic) contribu
tion can be viewed as dominant. 

There is also another big problem (I would like to thank 
the referee for pointing out the issue): the discussion (2.9)
(2.11) does not yet provide the guarantee that the projection 
P with the properties HF = PHBP and HB = PHBP 
+ (1 - PlHB(1 - P) exists in the state space of the general 
Bose system. At this point it is not useless to mention that the 
Kac-Moody algebra which is developed in Refs. 15 and 16 is 
the infinite-dimensional generalization of the Lie algebra. 
This gives a recursive procedure for writing equations like 
Eq. (2.17) in terms of initial data, say q and r and all deriva
tives qx ,qxx , ... ,rx,r xx , ... (see, e.g., Sec. 7 of Ref. 16, where the 
original bosonization of Skyrmel7

•
18 and othersl9 is shown 

for Kac-Moody algebras). Presumably this observation can 
be used to argue that the projection operator P must exist 
when the Kac-Moody algebra is well defined. 

In the next section we shall give an explicit construction 
of the projection P for the particular lattice Bose model. 
From the technical point of view one essential difference, if 
compared with Refs. 16 and 20, must be emphasized. Name
ly, it is that in our construction of the Fermi system in the 
(mother) Bose system, each lattice Bose degree is mapped 
into the corresponding lattice Fermi degree. This is not the 
case in Refs. 16 and 20, where it is essential that the so-called 
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integral lattice is subdivided into the odd and even sublat
tices. Then, while the lattice boson is defined everywhere, 
the Fermi operators are attributed to the odd sublattice 
merely. In connection with different aspects of Fermi-Bose 
relationships see, e.g., Ref. 21. 

III. EXACT SPECTRAL SOLUTION FOR THE LATTICE 
HOPPING 

We study (alternative procedure) the model (2.1), both 
in its Fermi and Bose versions {HF, ct,cd and {HB, at, 
ak J, respectively. Our aim is to relate them through consid
ering the joint Bose-Fermi spectral problem in the same 
state space (this of the Bose system). We assume the periodic 
boundary conditions, which implies that both hopping 
Hamiltonians can be rewritten in the form 

n 

H= -J L ArWijAj , 

ij=1 

(3.1) 
Wij = /)ij_ I + /)ij+ Iz' i,j = 1, ... ,n , 

where the square n X n matrix W can be given as follows: 
n-I 

W= L Cly-I, 
1=0 

(3.2) 
1"'=1, 

0 1 0 
0 0 1 

r= 
0 0 0 

0 0 

where n indicates the number of sites in the chain. 
Since W = r + 1'" - I and 1'" = 1 the spectral problem 

for W is solved immediately by making use of 

rlk=Aklk' 

Ak = exp i(2trln)k = tp k, tp = exp i(2trln) , 

k=O,I, ... ,n -1, (3.3) 

Ik = {/ka J, a = 1,2, ... ,n, 

Ik I = 1, Ik2 = tp k, Ik3 = tp 2k , ... , tpkn = tp (n - Ilk, 

which yields 

Wlk = wklk' 

Wk = A k + A Z - I = tp - k (1 + tp 2k) = tp - k + tp k 

= 2 cos(2trln)k . 

(3.4) 

Vectors {gk = Ik I rn J form an orthonormal eigensystem for 
W 

lin - I . 2tr 
- (/k,lt) = - L exp 1- (k -I)q = /)kl , (3.5) 
n n q=O n 

hence a passage to a new set of conjugate variables is possible 
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n n 

Sk = L gkaak' S t = L gka a! , 
a=1 a=1 

n n 

11k = L gkaCa , 1It = L gka C! , 
a=1 a=1 

[1Ik,1Ir] + = /)kl' [1Ik,1Id + = 0, 

which implies 

HB = ~ ( - 2Jcos 2: k )StSk , 

HF = ~ ( - 2J cos 2: k )1It1lk . 

(3.6) 

(3.7) 

The respective eigenvectors belong to the n-body Fock 
space of the Bose and Fermi chains, respectively, 

(3.8) 

In the boson case we shall compose the product of two level 
projections 

P= ITPk, Pk = :exp( -! kSk): +! k:exP( -! kSk):Sk, 
k 

(3.9) 
which has the following properties: 

[HB,P]_ =0, HB =PHBP+ (I-P}HB(I-P), 

Ps tP =ak+, PSkP :=ak-' [ak- ,at] + = Pk , 

[af,of] _ = 0, k =1=1, (3.10) 

p!~I ... !~nIO)B = (atjkl ... (an+ )knIO)B' or 0, 

(al )k = 0 , k> 1 . 

One should here notice the identity 

(at)kl"'(an+)knIO)B =!~I"'!~IO)B' ki<l. (3.11) 

On the other hand, if we start from the fermion case, then 
either by using the Jordan-Wigner transformation or by ex
ploiting the embedding of the Fermi (CAR) algebra in the 
Bose (CCR) algebra (see, e.g., Refs. 10-14), we are able to 
identify all fermion eigenvectors in the state space of the 
Bose system (as its Fermi states) 

~1 ... ~nIO)F = (al+ 'f'· .. (an+ (nIO)B 

It automatically follows that 

HB~I"'~"'IO)B = PHB~I ... ~nIO)B 

(3.12) 

(3.13) 

and in the range of the projection P there holds PHBP 
=HF • 
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The relevant observation at this point is that the projec

tion P, though defined in terms of I g k,S k l (and only through 

a*,a expansions of g kSk' in terms of the initial operators 

(ar,ak l), is nevertheless a projection on the state (sub-)space 
K F in K B' including all possible Fermi states of the Bose 
(CCR) algebra constructed about the Bose vacuum. In fact, 

either {ar,adl<;k<;n or {gk,sdl<;k<;n can be used to con

struct the basis system in the (very same) subspace of 

KB:PI! ,s)KB = KF = P(a*,a)KB • 

IV. FERMI STATES OF THE BOSE SYSTEM: ON 
SYMMETRY PROPERTIES OF THE FERMI GROUND 
STATE 

It should be emphasized that in the above construction 
Fermi states of the Bose system correspond to the lowest 
excitation levels of the latter (i.e., the mother one). This prop
erty is quite important with respect to the Bose approxima
tion idea \3 in application to Fermi systems. The ground state 
for the Bose and Fermi systems is the same here. On the 
other hand, the traditional way of thinking requires that the 
ground state of the Fermi system exhibit an antisymmetry 
property, while that for bosons is symmetric. Before em
barking on the Bose approximant problem, let us clarify this 
point, by analyzing properties of the harmonic chain 

2 2 
~ Pj ~ mw )2 H= ~-+ ~-(q; -q) , 
j 2m i<j 2 

[qjJPj]_ =i6ij' [q;,qj]_ =0= [p;'Pj]_' 

where 

[H'pL =0 

allow us to replace H by the new operator (m = 1) 

Ho = H - (2N)-IP 2 = f (p; + N W 2q;) 
;=1 2 2 

_ (_1_ p2 + J.- N2w2Q 2) . 
2N 2 

We use the N-site harmonic oscillator basis 

N 18> 

fJ = II (/0);' 
;=1 

nk fJ =/o® ••• ® (nIO)k ® ••• ®/o = 0, "rIk, 

nk = arak' n/o = a*a/o = 0 , 
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(4.1) 

(4.2) 

(4.3) 

(4.4) 

so that 

(4.5) 

and 

(4.6) 
[a;,a],]_ =6ij' [ajJaj ]_ =0, ajfJ=O, "rIj, 

where 

[~ n; , ? (a raj + a],a;)] = 0 . 
I J<] -

We observe that (compare, e.g., the lattice-hopping problem) 

L (araj + a]'a;) = L arwijaj , wij = (1 - 6ij) , 
i<} 4} 

N-I 

W = L cIY, CI = (1 - 601 ), (4.7) 
1=0 

rlk =Aklk , gk = (lI../n)lk , 

which implies 
N N 

Sk = L g/caaa, g k = L g/caa: , 
a=1 a=1 

[Sk,Sr] _ = 6kl , ~ a:wa,8ap = ~ (~Clip k.l)g kSk , 

(4.8) 

k :;60:::} L Clip k·1 = L ip k·1 = - ip 0 = - 1 • 
I 1#0 

k = O:::} L Clip k·1 = N - 1 , 
I 

i.e., 

After accounting for 
N-I N N 

L SrSk = L a:aa = L na , 
k=O a=1 a=1 

(4.9) 

we arrive at a complete spectral solution for HolE) = E IE) in 
terms of 

(4.10) 

Hof1 = cu-JN!(N - 1)JJ, 

the eigenvectors being given up to normalization and the so
called permutation degeneracy (it is a real surprise to the 
author that this complete solution was not produced in pa-
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pers devoted to the harmonically coupled chains22-24). 
In the form 

Ho = cum-[~~ (! kSk + ~) - (s tSo + ~)] 
or Ho = Ho(a*,a) [(4.3) and (4.5)] the harmonic chain can be 
considered either in its Bose or Fermi version by using the 
methods of Sec. III. Indeed, by using a product oftwo-Ievel 
projections as done previously, we can replace the Bose 
problem Ho, (4.10) by its spin-! (Fermi) relative 

[
N - I ( 1 ) PHoP = cum- L (Tk+(Tk- +-
k=O 2 

(4.11) 

PstP=(Tt, PSkP=(Tk-' [P,HoL =0. 

On the other hand, if we recall that each eigenvector of Ho 
can be expanded with respect to the N-site harmonic oscilla
tor basis, we find out that the choice of the Schrodinger rep-
resentation converts Inl, ... ,nN ) into the N-point function of 
space variablesfnt ..... n)xl, ... ,xN). It is obvious that with re-
spect to symmetrization or antisymmetrization of such a 
function, the eigenvalue problem is quite insensitive except 
that the permutation degeneracy of energy levels is removed. 
In symbolic notation we have the commutation relations 
[Ho,SL = 0 = [Ho.A L. However, the antisymmetrization 
cannot be applied blindly since the lowest-energy eigenvec
tor which persists in this operation is the well-known one 

10,1,2, ... ,N - 1) =! l~· .. !z=: 10), 

(4.12) 

H oIO,I, ... ,N - 1) = cum- (N 2 - 1)IO,I, ... ,N - 1). 
2 

The respective vector after antisymmetrization is tradition
ally identified as the ground state of the Fermi oscillators 
subject to the harmonic couplings. But in our opinion this 
Fermi chain notion acquires a meaning only if we refer to the 
field theory model 

H= __ I_JdXV¢*V¢ 
2m 

+ ~ J dx J dy ¢ *(x)¢ *( y)V (x, y)¢ (y)¢ (x), 

[¢ (x),¢ *(y)L = o(x - y), [¢ (x),¢ (y)L = 0, 
(4.13) 

¢(x)IO) = 0, VxER', 

where, depending on ·the (anti-) commutation relations 
choice, either symmetric or antisymmetric wave functions 
are necessary 

v. LATTICE FERMIONS IN TERMS OF BOSONS 

When dealing with Fermi systems, except for.PZ F' one 
tries to compute thermal averages of distinct quantities, e.g., 
the simplest correlation functions 
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(ct( /3dcj ( /32) = (1/.PZ F )tr{ ct exp( /31 - /32)HF 

X Cj exp( - /31 + /32 - /3 )H F ) , 

(ctCj) = (1/.PZ F )tr{ ctCj exp( - /3HF)) , 

(5.1) 

(ct ... ct c· ,,,c· ) = _1_ tr{ct ... ct c· .. ·c· exp( - /3HF)) , 
1 P 11 lp !¥ F 1 p it Jp 

the computation of which, according to the standard meth
ods, involves Grassmann algebra functional integrals. 

A passage from Fermi variables to Bose variables can be 
accomplished by first "defermionizing" the system by means 
of the Jordan-Wigner formulas and then constructing boson 
approximants for so-received spin-! lattice quantities. The 
procedure is easy for the equal temperature correlations, 
since then, for example, 

(CtCk+ l ) = «(Tk+(Tk-+I)' (5.2) 

while for distant correlations we have 

(ctcl ) = ((Tk+ (exp iTT. It I (T/ (Tj-) . (Tj-) 
J=k+1 

=((Tk+ Iff (1-2nj )'(Tj-), (5.3) 
j=k+1 

nj = cjcj = (T/ (Tj- , 

which implies that the fermion correlations can be estab
lished by using the sequence of boson approximants 

(ata l ), (nk+patal)' k<p<i, 

(nk+pnk+qatal)' k<p<q<l, (5.4) 

(nk+pnk+qatal)' k<p<q<r<1 , .... 

The underlying boson approximation procedure amounts to 
modifying the Bose Hamiltonian 

HB =PHBP+(I-P)HB(1-P), 

HF = PHBP, P=IF , 

by adding to it the operator AL 

HB---+HB (A) = HB + AL;}.). 1, AE(O, (0) , 

L = L nj(nj - 1), nj = ajaj . 
j 

(5.5) 

(5.6) 

If we insert H B (A ) in the place of H B in all the thermal 
formulas, we realize that because of PLP = 0 and A). 1, the 
spectral problem for H B (A ) is determined by solving the sta
tionary state perturbation problem with the degenerate spec
trum for the operator 

(5.7) 

where L plays the role of the initial (unperturbed) operator. 
The eigenvalues of L we denote I = l:jnj(nj - 1»0 and the 
respective eigenvectors we denote I/,a), where a enumerates 
the pairwise orthogonal eigenvectors of L corresponding to 
the eigenvalue I. In their linear span, we can always find 
another orthogonal set (1/,a)) such that (/,aIHB I/,a') = 0, 
a =1= a' and I/,a) = l:a faa I/,a). 

The stationary state perturbation theory says then that 
in the presence of the perturbation, the group of states ( I/,a) ) 
is replaced by the new group ( II,a)), whose elements in the 
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first order have the well-known form 

II,a) = I/,a) + ~ ~' Ik)(~ ~Z I/,a) , (5.8) 

where:I' indicates that summations run over all eigenstates 
of L except for those which form the Ith eigenvector. 

The (la)th energy level to the second order reads 

€' = I + ~I alH II a) + (1.)2~' \(k IHB II,aW /" r' B' A "I- I-k 

(5.9) 

and €l" is the eigenvalue of H B (A ): €/a = AEla . Because of 
(5.8) and A>l, the spectrum of HB(A) is characterized by a 
large energy gap opening between the lowest (I = 0) group of 
eigenlevels and the others. In the I = 0 sector we have H B (A ) 
= HB = PHBP = H F. As a consequence, the replacement 
of H B by H B (A ) in the thermal formulas allows us to view the 
I = 0 contribution as dominant, and hence to approximate 
the thermal characteristics of the spin-~ (Fermi) system by 
using the Bose formulas with H B (A ) instead of H B' The ap
proximation accuracy can be made arbitrarily good with the 
growth of A. For A> 1 there holds 

[1/,q B(A )]tr[ tPm, (P,)···tPm.( Pdexp( - PHB(A ))] 

~ ~F tr[0'~,(.8')"·0'~.(Pk)exp(-PHF)]' 
P,<P2< .. ·<J3k<J3 . 

(5.10) 

Let us notice that the Jordan-Wigner transformation 
makes it possible to get a Bose approximation scheme for the 
genuine Fermi variables (see, e.g., the previous discussion). 
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In the case of the short range order, the simple formula 

(crck+,) = <O'tO'k-+,)~<arak+') 
holds true. 
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Using the ;-function method, a prescription for the evaluation offermion currents in the presence 
of background fields is given. The method preserves gauge invariance at each step of the 
computation and yields to a finite answer showing the relevant physical properties for arbitrary 
background configurations. Examples for n = 2,3 dimensions are worked out, emphasizing the 
connection between preservation of gauge invariance and violation of other symmetries (chiral 
symmetry for n = 2, parity for n = 3). 

I. INTRODUCTION 

Evaluation of composite current operators (CCO) is of 
great interest for the analysis of different field theoretical 
models. As it is well known, the path-integral formulation of 
quantum field theory provides a natural framework for these 
calculations, in particular in connection with its topological 
aspects. Not only can the role of solitons be more easily un
derstood through semiclassical approximations of the path 
integral, but, in addition, index theorems and other powerful 
mathematical tools can be put to work very simply. 

When gauge theories are concerned, CCO computa
tions are not only faced with divergencies-and hence with 
the necessity of regularization-but also with the need of 
preserving gauge invariance in the sense of Schwinger, who 
developed, in his 1951 classic paper, I a regularization proce
dure, the so-called fictitious-time method. 

Schematically, this method consists of a point-splitting 
regularization of the originally divergent vacuum currents; 
since this spoils gauge invariance, a compensating phase fac
tor is introduced ad hoc, in order to maintain this invariance 
at every stage of the computation. In some cases, like the 
exactly soluble QED2 model2 or when only constant or static 
fields in three dimensions are considered,3-5 the method is 
very simple. On the other hand, when non-Abelian gauge 
theories are investigated and arbitrary field configurations 
considered, it may become more involved. 

It is the purpose of this work to propose an alternative 
method based on techniques developed by Seeley6 from his 
definition of complex powers of pseudodifferential opera
tors. Not only is the application of this method very simple, 
but it is also automatically gauge invariant, thus avoiding, in 
particular, the introduction of phase factors. Moreover, iso
lation of relevant contributions to ground-state currents in 
general cases (i.e., nonconstant, nonstatic field strengths) is 
possible, as it will become clear from the examples we dis
cuss. 

II. PROCEDURES 

Consider the generating functional (in Euclidean n-di
mensional space) for fermions in the presence of a back
ground field 

Z [A ] = f ii' fi, ii't/I exp( - f fi,IJ (A )t/I d "x) 
=detlJ(A ), (1) 

with 

(2) 

Here, ii' fi, ii't/I is some measure in the space of fermion field 
configuration, to be defined below. The background field AI' 
takes values in the Lie algebra of some gauge group G. 

Of course, since the product of eigenvalues of the Dirac 
operator grows with no bound, Z needs a regularization in 
order to make sense. Disregarding this fact for a moment, 
one can try to define the ground-state current in the presence 
of the background field 

- 8 
Jp(x) = (tft(x)rpt/l(x) = ---logZ[A] 

8Ap(x) 

= - tr rpG(x,x), 

where the Green's function G (x, y) satisfies 

IJxG (x, y) =8("I(x - y). 

(3) 

(4) 

Expression (3) is also ill defined and it has to be regularized if 
we want to get a sensible result for Jp • The method proposed 
by Schwingerl

•
2 makes use of a point splitting in order to deal 

with the problem of multiplication of distributions at the 
same point 

Jp(x)reg = lim tr rpG(x,y). (5) 
y-+x 

Here the limit has to be taken so that in Minkowski space 
y-x from the future and from the past. As noted by 
Schwinger, the appropriate gauge-invariant expression for 
the current is not (5), but 

Jp (x)Pt = ~ - tr rp G (x, y)exp( - i [AI' (z) dZ)' (6) 

The phase factor in Eq. (6) has been included in order to 
restore gauge invariance. 

Let us now describe our alternative regularization 
method. As we stated above, the generating functional de
fined by Eq. (1) (the determinant of the Dirac operator IJ) is 
an ill-defined object (the eigenvalues of IJ grow with no 
bound). This problem can be handled once and for all using 
the explicitly gauge-invariant ;-function method7 (valid for 
any elliptic operator IJ, not necessary Hermitian, defined on 
a compact manifold with no boundary8) in order to make 
sensefromZ 

Zreg [A ] = exp( - d; (J) (A loS)) I . 
ds .=0 

(7) 
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As expression (7) is well defined, the quantity 

JI'(xlreg= - (c5/c5AI'(x))logZreg [A ], (8) 

if the Zreg proves to be differentiable, can be taken as the 
definition of the regularized ground-state current. As we 
shall see below, (7) is indeed differentiable and then one can 
easily obtain, from Eqs. (7) and (8), a regularized version of 
the last equality in (3). Indeed, let us write for the functional 
derivative 

c5Zreg d 
--[A ](a) = -7(Zreg [A + tal'] - Zreg [A ]), (9) 
c5AI'(x) dt 

where al' indicates the direction (in the space of AI') in which 
the functional derivative is taken. Now, from expression (7) 
and the results about differentiability of the t function,9 we 
can write 

c5 
-log Zreg [A ](a) 
c5AI' 

(to) 

or 

c5 d 
-log Zreg [A](a) = -Is tr(J> (A) -s- IYl'al') ls= 0' (11) 
c5AI' ds 

and hence the current J;,.. can be written as 

J;,..(x)= - !{str[Yl'taJdnx 

XK -s- dx,x;J>(A ))]} Is=o' (12) 

whereKs (x,x;J> ) is the meromorphic continuation of the eva
luation on x = y of the kernel Ks (x, y;J» associated to the 
operator U. This meromorphic extension is a continuous 
function, even for x = y if Re s < - n and it has, at the most, 
asimplepoleats = - 1. NotethatK_1(x,y;J» = G(x,y)for 
x=/=y. The diagonal (x = y) is precisely the singular support 
of G (x, y). Whenever m, the order of the operator J>, satisfies 
m > n, its Green's function will be continuous everywhere 
and coincide in the diagonal withK _I(X, y;J». In Eq. (12) the 
~ are the generators of the Lie algebra of G and tr denotes 
both Y matrices' and G matrices' traces. 

We shall now state the main result in this work as a 
proposition which provides the finite part of Ks (x,x;J> ) as an 
analytic function of s through the relation 

Finite part Ks(x,x;J> )Is= -I = 5.;!Ks- dx,x;J> ))Is=o' (13) 

It is just this expression that appears in Eq. (12). 
It remains then to give a method to evaluate (13) and 

then use relation (12) in order to get the regularized current. 
It is precisely the following proposition which can be used to 
this end. 

Proposition: Let D be an elliptic invertible operator of 
order m on an n-dimensional compact manifold M without 
boundary, with a ray of minimal growth6 and n>m. Then 
the following identity holds: 

d 
~sKs _ 1 (x,x;D )) Is = 0 

- iJ (!!...c _ m + n (X,S;S)) 1 ~ 
mJ1tl=1 ds s= -1(217")" 
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+ {G(X,Y) - n~i:-If dsJCJ(x,s / Is I; - 1) 
}=o (217") 

X Is 1- m -j]eis(x- y ) - ho(X,x - y) 

+M(x)(loglx - yl + C(x - y))} Ix=y' (14) 

Here 

(15) 

with r being a curve in the complex plane, beginning at 00, 

passing along the ray of minimal growth to a small circle 
about the origin, then clockwise along the circle and back to 
00 along the ray. In (15), hj are the Seeley's coefficients6 of D, 
G (x, y) is its Green's function, and ho(X,z) is a homogeneous 
function of degree zero defined as follows: 

hO(X,z) = f ds P.V. [Cn _ mIx,s / Is I; - 1) 
(217")n 

- M (x)] Is I - neitz
• (16) 

Finally, 

M(x) = _1 i Cn_m(x,S; - I)dIJs' (17) 
(J)n Itl=1 

(J)n (log~ - C(z)) = J(:~;;Kls 1- ne - isz, (18) 

with X the characteristic function of Is I> 1 and C(z) regular 
in a neighborhood of z = O. All Fourier transforms are taken 
in the sense of distributions and P.V. means principal value. 

One should not be discouraged by the apparent com
plexity of relation (14). One can think of it as giving the finite 
part of K -I (x, y;D) at the diagonal in terms of a local part 
depending on the Seeley's coefficients, which can be evaluat
ed very easily for arbitrary D, plus a contribution arising 
from the regular part of the Green's function (at x = y) 
which, given a particular D, one will be able to or not be able 
to solve closely. As we shall see below, Eqs. (12)-(14) can be 
used to obtain currents with great simplicity, and allow for 
relevant analysis for the case of general field-strength config
urations. The term between brackets in (14) is the one where 
the nonregular part of G (x, y) on the diagonal is subtracted. 
Concerning the first term, it is generated by the regulariza
tion method and it adds to the eventually nonzero regular 
part of G (x,x) to give the final result. As we shall see in our 
n = 3 example, even without computing the regular part of 
G (x,x) for arbitrary AI" we will manage to extract the rel
evant physical properties (in particular, parity violation) 
from (14). 

The proof of the Proposition is given as the Appendix. 
In what follows, examples on how relation (14) can be used 
are discussed. 10 First consider the very simple case of two
dimensional quantum electrodynamics (discussed by 
Schwinger in Ref. 2) in order to shed some light on the differ
ent contributions to (14). 

As we stated above, within the Schwinger approach, 
one starts from Eq. (6) and the knowledge (in this particular 
case) of the complete Green's function for an arbitrary back
ground field AI' 
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G (x, y) = ( - i/21T)exp [r s(1,6 (x) -1,6 (y)) 

+ i(7](x) - 7](Y))]rJ' [(xl' - YJ')llx - yI 2
], 

(19) 

where 1,6 and 7] are related to AI' through the equation 

AI' = - EJ''' a" 1,6 + aJ' 7]. (20) 

Inserting relations (19) and (20) in Eq. (6) one gets the gauge
invariant expression 

JJ'p,(x) = - (l/1T)[AJ' - aJ'iJ. -I a"A,,] (21) 

(with pt we indicate that the current has been obtained using 
the proper-time method). 

It is interesting to note that the first term in (21) arises 
from the phase factor while the second one comes from the 7] 

exponential in (19). The relation between J and the axial 
11 I' 

anomaly can be understood from (21) if one notes that the 
(regularized) fermion determinant in n = 2 dimensions can 
be computed as the (anomalous) Jacobian arising from a "de
coupling chiral change" of the fermionic variables 

t/J = er.¢> + i'7X, ff = fer.¢> - i'7. 

One getsl2 

detJ) 
log--=logJ 

detii 

(22) 

= - -1-fAJ' [DJ''' - aJ'iJ. -Ia" ]A" d 2X , (23) 
21T 

and (21) can be derived from (23) by simple differentiation. 
One can easily see that due to the presence of the first term in 
Eq. (21), the Ward identity for rs transformations is anoma
lous since in two dimensions, 

J~ = iEJ',,/" (24) 

and hence 

aJ'J~ = - iEJ''' aJ'A". (25) 

Let us now reobtain this result using the method sum
marized in the Proposition. One has to compute some terms 
in the asymptotic expansion of the symbol of J) - S with 
s ~ 1. In particular, for the n = 2, m = 1 case we are dealing 
WIth, only (dCII ds)(x,s,s) is needed since all other terms con
taining c; can be easily seen to vanish for s = O. Using the 
identity 

r dCI(XS;S)1 df1s 
JI s I = I ds ' S = - 1(21T)2 

= - -log A b_2(x,S;A )_S ==CI , iJdA i df1 
21T r A lsi = I (21T)2 

(26) 

our problem reduces to the evaluation of the Seeley's coeffi
cient b_ 2, which can be easily computed (see, for example, 
Ref. 8) 

b_2(x,s;A) = [l/(A 2 -lsI2)21[USJ'AJ' 

- (A 2 - 1512).4 - 25J'AJ'I ]. (27) 

The contribution from CI to JJ' .. " can be computed using Eqs. 
(26), (27), and (14) 

tryJ'C I = + (l/21T)AJ" (28) 

From (17) one can show that in this case M (x) = O. Concern
ing ho(X,z) one gets 
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hO(X,z) = - (l/41T)(J - 2AJ'zJ' (ilr)) , Z = x - y, 

and hence 

(29) 

(G (x,y) - ho(X,x - y))lx=y = _1_YJ'EJ''' a,,1,6 + _1_:J. 
21T 41T 

Collecting all these results, one finally gets 

JJ' .. "(x) = - (lhr)EJ''' a"l,6, 

(30) 

(31) 

which obviously coincides with (21) if one uses the relation 
7] = iJ. -I a"A". Note that in this last evaluationofJ neither I' 
a phase factor nor a symmetric limit has to be taken in order 
to get a finite, gauge-invariant result. 

As a second example, let us study the case of fermions 
coupled to SU(N) gauge fields in n = 3 dimensions. This the
ory has been recently studied in connection with the sponta
neous breakdown of a space-time symmetry3-s: the compu
tatio~ of JJ' for constant or static field strengths using 
Schwmger's method has shown a parity-violating contribu
tion to the current (here parity means coordinate reft.ection 
invariance). 

As we shall see, the use of the regularization method we 
propose shows that parity is violated for arbitrary (that is, 
not necessarily constant or static) field strengths. Indeed, we 
show for general AI' that 

J~ .. "(x) = ± (i/161T)EJ'"pF~p + ... , (32) 

where we indicate with dots normal parity terms. We have 
chosen the Pauli matrices as the 2 X 2 Dirac matrices and, as 
usual, we work in Euclidean space. The A takes values in 
the Lie algebra ofSU(N). (Concerning the 1: sign in J , see 
the discussion below.) I' 

It will be clear from the explicit calculations that the 
parity-violating term is a product of the (gauge-invariant) 
~egul~rization method exactly as the preservation of gauge 
mvanance was at the origin of the breakdown of chiral invar
iances in the n = 2 case. That is, preservation of gauge invar
iance introduces, via regularization, violation of other sym
metries (like chiral or parity symmetries). In both cases this 
violation appears as a topological term. In the present n = 3 
case, integration of (32) gives a topological mass term 
(Chern-Simons secondary invariant) for the effective action. 
Even if absent at the classical level, the necessity of regular
ization induced this term, first studied by Jackiw and Tem
pleton l3 (see also Refs. 3,4, 14, and 15). 

Equation (32) is obtained from relations (12)-(14) fol
lowing the same steps described for the n = 2 example. In
deed, one can easily compute the contribution to J from C 
defined as I' 2' 

C2 = r !!..C2(x,s;s) I df1s 
Jisl = I ds s= - 1(21Tf 

= ~ r dA log A r b_3(x,s;A )
df1

S, 
21TJr A Jisl = I (21T)3 

where Seeley's coefficient b_ 3 is given by8 

b_3(x,S;A) = (A 2 _i lsI2)3 {21sJ' aJ'JI- UlsJ' aJ'J 

- UsJ' aJ'JI + U 251' aJ'J 
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+ (IF - Is 12)4J.41- A (A 2 - Is 12)4J.4 (34) 

- il.41.41 + iA (1.41.4 + U.41 + .4Ul ) 

- iA 2/J.4.4 +.4lJ. + ~l ) + iA 3.4.4 } . 
One finally gets 
C2 = - (l/81T)(~.4 - LU) + (l/I61T)(aI'AI' - 2iAI'AI')' 

(35) 
Note that in the computation of 1(;2' one does not need the 
explicit/orm 0/ AI" That is the reason why our result will be 
valid for arbitrary AI" Concerning ho(X,z) it is interesting to 
stress that, as ho(X,tZ) = (sgn t r ho(X,z), no regular contribu
tion to it can arise whenever n is odd. In the present n = 3 
case it reads 
ho(X,z) 

= 2r[ - !aaAI' (zazl' Ilzl 3)t + (l/4Izl)(zarl' 

+zl'ra +ic5al')aaAI' - (za/Izl)aa.4 ] +A"Aair 

X [i(z"za/IzI3) + iEvalAzp/lzl)1 + r~.4 (i/lzl). 
(36) 

Together with the terms involving Co and C 1 in the right
hand side (rhs) of(I4), ho(X,z) cancels the nonregular part of 
G (x, y) at the diagonal. Of course, in order to give the com
plete expression for JI' one has to compute the contribution 
of the regular part of G (x,x). This would in principle require 
the knowledge of G (x, y) for arbitrary AI' (x). However, no 
parity-violating term can arise from this contribution since 
regular terms, not induced by the regularization method, 
cannot break an invariance of the theory. Using this fact, it is 
easy to obtain (32) from Eqs. (33), (12), and (14). 

As we stressed above, our result is valid for arbitrary 
non-Abelian FI'''' It confirms the results obtained in Refs. 3 
and 4 for the constant and static FI''' cases. One should note 
that in these last works, there is a sign ambiguity in JI' as a 
spur of the regularization procedure. In our approach, this 
ambiguity can be traced back to the choice of the r curve in 
theA integrations [see Eq. (15)]. These integrations are of the 
type 

i Aq 
Ir = dA log A, 

r (A 2 - 1)1' 
(37) 

where q depends on the order of the operator and the space
time dimensions and r is taken, for example, in the upper 
half-plane. Had we chosen a curve r in the negative half
plane the result should read 

Ir = (- I)q+ IIr · (38) 
For the n = 2 case, q = 1 and there is no ambiguity. On the 
other hand, for n = 3 all integrals correspond to q = 0 and 
hence there is a sign ambiguity due to the arbitrariness of the 
r-curve choice. 

Throughout this work we have treated j) as an inverti
ble operator, an assumption which is not in general satisfied. 
When zero modes are present, one proceeds as follows: one 
constructs the invertible operator j) + im, computesJI" and 
then makes m go to zero. Since Seeley's coefficients are poly
nomials in m, the (finite) limit coincides with the result ob
tained with m = 0 from the beginning. 16 

III. CONCLUSIONS 

In summary, we have developed a regularization meth
od based on Seeley's technique for complex powers of pseu-
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dodifferential operators. In our approach, the generating 
functional Z (the fermion determinant) is regularized once 
and for all using the t-function method and this guarantees, 
as it has been rigorously proven using the t-function differ
entiability properties, that the current obtained from Z by 
functional differentiation are finite. 

In contrast with the point-splitting technique, our pre
scription is, per se, gauge invariant and it does not need the 
addition of a phase factor a la Schwinger. One can also clear
ly understand the relation between axial anomalies and par
ity violations3.4·15 in our approach: the t function provides a 
definition of the fermionic generating functional (that is, a 
definition of the path-integral fermionic measure). From this 
finite generating functional, ground-state currents can be 
computed; the preservation of gauge invariance then forces 
violation of chiral symmetry in even dimensions or parity in 
odd ones. These violations appear as topological terms in 
current conservation equations (n even) or currents (n odd). 

Concerning explicit computations, the evaluation of JI' 
(as well as al'J! for n evenS) reduces to calculating a few 
Seeley'S coefficients. Although in some cases this can be
come tedious, it is important to notice that after calculations 
one can analyze fermion currents in arbitrary background 
fields. 
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APPENDIX: PROOF OF THE PROPOSITION 

Since U is a pseudodifferential operator of order ms, 
Ks (x, y;D ) can be written, for Re( - s) sufficiently large,6 as 

Ks(x,y;D) 

,,-mJ dt-= L -~ Cj (x,S;S)e'lX 
- Yls + K (x, y;R (s)), 

}=o (21T)" 
(AI) 

where the Cj are the terms of an asymptotic expansion of the 
symbol of U and K (x, y;R (s)) is the kernel of an operator 
R (s),regularizingoforderms - (n - m + 1). Moreover,R (s) 
is an analytic function of s in a region containing s = - 1, 
taking values in the space of continuous linear operators 
from the Sobolev space H - ,,/2 - E (M) into 
H"/2 + E (M), E> O. From this, we can see that 

lim lim K (x, y;R (s)) = lim lim K (x, y;R (s)). (A2) 
~x s--+-1 S--+- l,Y--+x 

NotethatifR (s):H- n/2 - E (M}--+H"/2 + E (M ),K (x, y;R (s))is 
continuous even for x = y. 

Nowforx:fy,G(x,y)= lim Ks(x,y;D). Then 
s--+-1 

K(x,y;R (- 1)) 

,,-mJ dt- . 
= G(x,y) - L -~-nC}(x,s; - l)e's(x-y), 

}=o (21T) 
(A3) 

even for x = y. Now, from (A3) we have the following identi
ty: 
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[ ,,-mJ ds .] lim G (x, y) - L -,,~(x,s; - l)e's(X-Yl 
y-+x j=O (211") 

= lim K (x, y;R ( - 1)) = lim K (x,x;R (s)) 
y-+x ....... -1 

= lim [K.(x,x;D) - "imf ds " ~(X,S;s)]. 
s---I j=O (211") 

(A4) 

Ifwe now split the 5 integration and use the fact that Cj (x,s;S) 
is a homogeneous function of degree ms - j in 5 for 151;;;. 1 to 
write the identity 

i ~(X,s;S)(2ds)" 
IH>I 11" 

-1 i ds = ~(x,s;sJ-::=2-::, 
ms - j + n It I = I (211")" 

(AS) 

we have 

[ ,,-mf ds .] im G(x,y) - L --,,~(x,s; _1)e,t(X-Yl 
y-+x j = 0 (211") 

. { ( -lImi ds = lim K.(x,x;D)- (1) C,,-m(X,S;S)(2 )3 
s-- - I S + It I = I 11" 

I ) "-m-I 1 ( - 1 + C" _ m (x,s;s)ds - L -n . 
Itld j=O (211") ms+n-J 

xl ~(x,s;s)ds + I Cj(X,s;S)ds)} . (A6) 
Itl=1 Itld 

Then, calling 

Cj(x,s) = Isl-m-jCj(x,s /151; - 1), 

Eq. (A6) can be rewritten as 

lim [G (x, Y) - ,,-f- II ds n C
j 
(x,s )eit (x - yl 

y-+x j=O (211") 

-I ds C _ (x,&-; - l)eit (X-Yl] 
(211"r " m !I 

. [ -lImi ds = lim K.(x,x;D) - Cn _ m (x,s;s~ 
....... - I S + 1 It I = I (211")" 

-I Cn - m (X,s;S)(2
ds

),,]. (A 7) 
Itld 11" 

Taking the expression of Cn _ m (x,s,s) in powers of (s + 1) we 
can write (A 7) in the form 
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lim [K.(x,x;D) - _1-1 ( - ~)I Cn - m (x,S; - 1) (2
ds

)n ] 
s-+ - I S + m It I = I 11" 

= - J.·I ds ~Cn _ m (x,s;S) I 
m It I = 1(211"r ds s= -I 

+ I Cn_m(x,S; - 1) ds + lim[G (x, y) 
It I < 1 (211")n y-+X 

-"-f-If ds ~(x,s; -1~t(X-Yl-f ds" 
j = 0 (211")" (211") 

XC,,_m (x,s; _1)eit (X-Yl]. (A8) 

Then, using17 

I eitZC,,_m(X'S; - 1) ds 
Itl>l (211")" 

=P.vJ(~neiSzISI-"[ C,,_m(X'I:I; -1) -M(Xlx] 

+ M(x)[log Izl + C(z) + g(z)], 

with g(z) and C(z) regular functions and g(0) = 0, we get Eq. 
(14). 
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Simple expressio~~ are .foun~ for the r~tarded, advanced, and Feynman propagators, as well as 
several other auxiliary IOvanant functIOns, for scalar fields of arbitrary mass in anti-de Sitter 
space-time. 

I. INTRODUCTION 

One of the still-unsolved mysteries of present-day high
energy physics is the mechanism nature uses for confining 
quarks and gluons. The hope is that the rules of QCD are 
sufficient to prove that colored particles are always clustered 
into colorless objects like mesons and baryons. It is, how
ever, practical not to wait for such a proof, but to make 
models in which this confinement has been built in. Bag 
models 1 have this property, but ordinary potential models in 
which an indefinitely rising potential has been used2 also 
have this property. 

Making use of ideas put forward by several authors,3 we 
have studied a model in which confinement has been built in 
by geometrical means.4 Quarks and gluons move in a mi
crouniverse of anti-de Sitter symmetry, but this world mani
fests itself to outside observers as a spherical bag. Inside this 
bag, and in zeroth-order approximation, all colored particles 
carry out harmonic oscillations with a universal frequency C!) 

equal to clR, where c is the light velocity and R is the bag 
radius. This universal frequency can be read off from the 
average quarkonium level spacing ilE through C!) = ilE 1ft 
and gives rise to a universal bag radius for mesons equal to 
R = eftl ilE. This turns out to be about I fm. For baryons 
this radius becomes somewhat larger. Absolute confinement 
within a sphere is now related to the impossibility to surpass 
light velocity. 

The anti-de Sitter space comes about because the QCD 
Lagrangian for massless quarks and gluons is impervious to 
a conformal change ofmetric.s By introducing a Higgs-like 
scalar field, the conformal symmetry of SO(4,2) type be
comes manifest. The field can now be used to induce "mini
mal" spontaneous symmetry breaking towards SO(3,2) or 
anti-de Sitter symmetry. In the mean time, quarks acquire a 
nonzero mass through coupling with the scalar field. 

If one wants to go beyond zeroth order in studying the 
behavior of quarks and gluons inside the "harmonic oscilla
tor bag," due account must be given to gluon exchange 
between quarks, quark-antiquark production and annihila
tion by gluons, gluon exchange between gluons, etc. Of 
course these activities have their limitations because of the 
too-static character of the bag, and good judgement should 
be the guiding principle. As in fiat space, propagators may be 
useful in practical calculations. 

Much work on propagators in maximally symmetric 
spaces has been done in the past. Early work includes that of 
Adler.6 For the anti-de Sitter space homogeneous propaga
tors have been found by Fronsdal for scalar fields7 and by 
Fronsdal and Haugen8 for spinor fields for the massive as 
well as the massless case. The massless case is of special inter-

est and contains many surprises. It has been studied for arbi
trary spin by Fronsdal9 and Fang and Fronsdal. 10 Confor
mally invariant propagators for QED in anti-de Sitter 
geometry have been studied by Binegar, Fronsdal, and Hei
denreich. lI 

The purpose of the present paper is to derive simple 
expressions for SO(3,2) symmetric massive scalar propaga
tors of the homogeneous as well as the inhomogeneous kind 
using solely configuration space methods. 12 The simplicity 
of these methods is worth exposing. The inhomogeneous 
propagators include Feynman propagators which can be in
terpreted as the vacuum expectation values of time-ordered 
field products. Since "time" is here a many-valued noninvar
iant function in five space, a discussion of the invariance 
properties of these propagators is necessary. 

Two further remarks must be made. In the first place, 
the meaning of "spacelike" and "timelike" separation is not 
a priori clear and must be discussed in connection with the 
non-simply-connected character of the SO(3,2) invariant 
manifold. This makes the introduction of a covering space 
necessary. A good discussion of this is given by Fronsdal.7 

Second, implicit boundary conditions at infinity have to be 
imposed in order to make the propagators unique. This will 
in general be possible by requiring the propagators to ap
proach zero "sufficiently" fast when a certain invariant 
quantity approaches minus infinity. 13 For the massless case, 
extra conditions are needed to prevent "information leaks" 
at infinity. 16 

A demonstration of how the configuration space meth
od works in Minkowski space-time is given in Sec. II, while 
in Sec. III the method is applied to anti-de Sitter space-time. 
As distinct from the Minkowski case, to write down propa
gators for an arbitrary reference point is not completely tri
vial and needs some attention. Section IV is devoted to this 
point. Then, in order to exhibit the bag structure and to 
make the harmonic oscillations manifest, in Sec. V a trans
formation to special coordinates is carried out. These coordi
nates are obtained by a process of central projection4 and act 
as natural coordinates for outside observers who can look 
inside the bag by means of electromagnetic waves interacting 
with the fractionally charged quarks. "Infinity" has thus 
been projected on the bag surface and the boundary condi
tions at infinity have been transformed into boundary condi
tions on that surface. 

II. PROPAGATORS IN MINKOWSKI SPACE-TIME 

In this section a review is given of the space-time meth
od leading to the well-known invariant solutions of the 
Klein-Gordon equation with and without a c5-source term. 
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In many textbooks the results are only mentioned, complete
ly or incompletely, either in the main text or in an appen
dix.17 Most derivations make use of momentum space. 

Let us start with the massless homogeneous equation in 
xl' space with 7J,.1V = diag ( - 1, - 1, - 1, 1) 

o W(A) = 0, (2.1) 

where 

(2.2) 

and 

(2.3) 

The solution which is of interest for our purposes is the one 
which drops off to zero at infinity 

W(A) = lIA, A ;':0. (2.4) 

The singularity at A = 0 can be circumvented by making the 
following replacement: 

X4 ...... X4 ± iE/2, E> O. (2.5) 
Under this replacement, where E is not necessarily infinitesi
mally small, the operator 0 remains unchanged, but A un
dergoes a change 

A ...... A ± iEX4 - ~/4. (2.6) 

Thus we conclude that, for E not necessarily infinitesimal, 

W ± (A) = lI(A ± iEX4 - c/4) (2.7) 

satisfies the equation 

(2.8) 

In the limit of small E, by taking the real and imaginary parts 
of (2.8), we obtain 

o P(lIA) = 0 (2.9) 

and 

o E(X4~(A ) = 0, 

where 

E(X4) = ± 1, X4~0. 

(2.10) 

So, while W ± (A) is not invariant under Lorentz transforma
tions around the origin xl' = 0, we have now obtained invar
iant solutions P (11 A ) and E(X4~(A ), the first being even under 
time reversal, the second odd. The latter can be used to ob
tain the general solution of the homogeneous equation when 
the function and its time derivative are given on a suitable 
spacelike surface, for example, X4 = O. Then a general refer
ence point has to be chosen; xl' must be replaced by xl' - xb. 
In order to carry out this program the time derivative of 
W ± (A ) as given by (2.7) must be determined. 

We have for the space integral over the time derivative 

f[~ 1 ]1 d 3x 
ax4 A ± iEX4 - ~/4 x 4 =o 

_ , 'l"" 417"1,2 dr '2-2' - ,IE ...... , 'TIl. 
o (~+ ~/4)2 £-+0 

(2.11) 

Since P (11 A ) is an even function and E(X4~(A ) = 0 when 
X4 = 0 and x;':O we have, therefore, using Gauss' theorem 
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Thus, if we define 

G (xl') = (1I21T)E(x4~(A ) 

and 

G(xI') = (l/2"r)P(lIA), 

we have 

OG=OG=O 

and 

[~ G ] I = c5(3)(x), 
ax x4 =o 

together with 

-G =0 [a -]1 
ax4 x'=o . 

(2.13) 

(2.14) 

(2.15) 

(2.16) 

(2.17) 

One sometimes encounters "positive frequency" and "nega
tive frequency" parts. These are defined by 

G -~-G ,'G) - 1 1 (218) 
± -2' ± - 4trA =FiEx4_~/4' . 

in the limit of small E. 

Next we consider the inhomogeneous equation. Since 
E(x4) c5 (A ) is a solution of the homogeneous equation (2.1) it 
follows thatc5 (A ) isa solution as long asxl';':O. We find there
fore that 

lim [ lI(A ± iE)] (2.19) 
~ 

is a solution of the homogeneous wave equation outside the 
origin. If we now integrate time derivatives over the two 
four-planes X4 = ± a (a > 0) we find for small E and small a 

f[ a 1] 1 d 3 2-2· -4 --- X = ± 17'-1. 
ax A - iE x' = ± a 

With the help of Gauss' theorem we now find 

o [lI(A ± iE)] = += 4tric5(4)(X P). 

From (2.18) and (2.21) it follows that 

o [8 (x4)121T]c5(A ) = c5(4)(X P). 

(2.20) 

(2.21) 

(2.22) 

This leads to the retarded and advanced Green's functions 

and 

Gadv = (11217')8 ( _X4~(A), 

which satisfy the inhomogeneous equations 

o G ret = c5 (4)(X Pl. 
adv 

The Feynman propagator is defined by 

GF = (1I4"ri)/(A - iE), 

(2.23) 

(2.24) 

(2.25) 

(2.26) 

in the limit of small E. It is an even function ofx4, an analytic 
function of A, and it satisfies the equation 

o GF = £5<4)(X P). (2.27) 

This concludes the massless case. 
If the mass is nonzero we have to find invariant solu

tions of the Klein-Gordon equation 

(0 + m2)W(A) = 0, m;':O, (2.28) 

where it is now appropriate to define A by 
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A. = m2x xP. ,. (2.29) 

Let us first consider the cases A. > 0 and A. < 0 separately. 

WhenA. > 0 we can introduce the variable TJ = ,fX. Then Eq. 
(2.28) can be written in the form 

-+--+ 1 IJI(TJ2) =0. ( 
d2 3 d ) 
dTJ2 TJ dTJ 

(2.30) 

From the identity 

(!!.: + 1.. -.!!.... + I).! = .![!!.: +.! -.!!.... + (1 - .!)], 
dTJ2 TJ dTJ TJ TJ dTJ2 TJ dTJ TJ2 

(2.31) 
we then find that if UIITJ) is a solution of the Bessel equation 
with index I, then UI(TJ)/TJ is a solution of Eq. (2.30) and, 
written in terms of A., of Eq. (2.28). 

WhenA. <Oweintroducet = J"=""X. Then we find that 
if Yilt) is a solution of the modified Bessel equation with 
index I, then YI(t )It, written in terms of A., is again a solu
tion ofEq. (2.28). In the latter case we shall be interested in 
the solution which drops off to zero when t -. 00. This is 1/ t 
times the modified Hankel function Kg) defined byl8 

KI(t) = !17'ieII/2)1TW\I)(tell12)1Ti) 

= - !17'ie-(1/2)1TiH\2)(te-I'/2)1Ti), (2.32) 

with H\') and Hf) being the first and second Hankel func
tions with index 1. 

It is clear that the point A. = 0 causes trouble. Just like 
in the massless case, we can avoid this by making the replace
ment (2.5) which we mOdify as follows: 

mx4-.mx4 ± iE/2m, E>O. (2.33) 

This does not affect the Klein-Gordon operator and we find 
that if IJI(A.) is a solution of (2.28), then so is 
IJI ± (A.) = IJI(A. ± iEx4 - ~/4m2), with E not necessarily in
finitesimal 

(0 + m2)1JI ± (A. ) = 10 + m2)1JI (A. ± E) = 0, 12.34) 

where we have used the notation A. ± E = A. ± iEx4 - ~ / 4m2. 
For real xl' the function IJI (A. ± E) is regular everywhere. 

The solution of interest is 

Kg ±E)lt ±e> (2.35) 

where 

t ±£ = (-A. ±E)I12, Re t ±£ >0. (2.36) 

Now, for X4 > O,let 

1') = ,. e ± (1/2)1Ti ., ±E ~ ±E . (2.37) 

Then, if we move A. from negative to positive values along the 
real axis, we have 

(2.38) 

By continuous change of xP , a change of sign of X4 can only 
occur when A. <0. This does not affect the condition 
Re t ± E > O. If for X4 < 0 we now move A. from negative to 
positive values along the real axis, we have 

lim TJ ±E = - TJ <0. (2.39) 
E->O 

Thus, from (2.32) we find that for positive A., independent of 
the sign of x\ IJI ± (A. ) has the following form: 
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IJI ± (A.) = IJI(A. ± E) = =t= !1TiH I± (TJ ± £)/TJ ± E' (2.40) 

whereH t =H\I) andH 1- =H\2). 
The solutions (2.40) are, explicitly, in the limit E--o 

,p ± (A.) = JI(TJ) [ =t= 17'i + In(A. ±E)) - _1_ + X (A.), 
2TJ A. ± E 

(2.41) 

where J I is the cylindrical Bessel function with index 1 and 
X (A. ) is a real analytic function, regular in the entire complex 
plane. The exact form of X (A. ) is given in any book on Bessel 
functions. 18,19 

Since IJI ± (A. ) is an exact solution of the Klein-Gordon 
equation, the real and imaginary parts are exact solutions 
themselves. We have in the limit ofsmall E 

Re IJI ± (A. ) = [J,(TJ)l2TJ] InlA. I - P(1/ A. ) + X(A. ) (2.42) 

and 

1m IJI ± (A. ) = =t= { [JI(TJ)I2TJ 1[ 17' =t= arg (A. ± E)] _1TE(x4~(A.)}. 
(2.43) 

The latter solution is of most importance. When A. > 0 and 
X4 > 0 we find for the expression between square brackets the 
value 17', since for positive TJ the argument is supposed to be 
zero. If now A. is moved along the real axis to negative values, 
the argument becomes ± 17' and the expression becomes 
zero. Now we can move X4 to negative values. If we move A. 
back to positive values the change of argument is again ± 17', 

so we find 

1m IJI ± (A. ) = =t= {17'E(X4)O (A. )[JI(TJ)/2TJ] - 17'E(x4~(A. ) J. 
(2.44) 

We now look for the proper normalization. From the results 
obtained for m = 0 and by considering the pole term we find 

[~IJI ± (A. )] I = ± 2ri 8(3)(X). (2.45) 
ax4 x4=o m2 

This enables us to define G m(xP) and G m(xP) together with 
the positive and negative frequency parts 

G m(xP) = (m2/217')E(x4)[8(A. ) - 0 (A. )[JI(TJ)/2TJ]], (2.46) 

G m(xP) = - m
2 
[J1(1J) InlA. I - p.! + X (A. )] (2.47) 2r 2TJ A. ' 

and 

G~ (xP) = !(Gm ± ;am) = (- m2/4r)lJI=t= (A.), E--o. 
(2.48) 

Finally we have the inhomogeneous case. Using the 
same arguments as for m = 0 we find that the functions 
IJI(A. ± iE) are solutions ofEq. (2.28) as long as xP=I=O. Using 
(2.20) we obtain for small E 

f[ ";1JI (A. - iE)] I d 3X = =t= 2~i, (2.49) 
& ~=±a m 

which gives 

(0 + m2)1JI(A. - iE) = ( - 4rilm2~(4)(xP), (2.50) 

and similarly 

(0 + m2 )1JI(A. + iE) = (4ri/m2~(4)(xP). (2.50') 

Then, since 
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we find 

(0 + m2)(m2 /41T)[t5(A ) - 8 (A )[JI (11)/211]] = t5(4)(.xI'). 

(2.52) 

If the retarded and advanced Green's functions are de
fined by 

G ~.t (.xl') = ± 8 ( ± X4)G m(.xI') 
adv 

= (m21217')8 ( ± X4)[t5(A ) - 8 (A )[JI (11)/211]], 

(2.53) 

then these invariant functions satisfy the inhomogeneous 
equation 

(0 + m2)G ~et (.xl') = t5(4)(X!'). (2.54) 
adv 

The Feynman propagator G F' satisfies the same inhomogen
eous equation, is an analytic function of A, and an even func
tion ofx4 

with 

GF'(.xI') = -lim(m2/4ri)I[/(A - i€), 
£--+0 

I[/(A) = Kg )I;, ; = ( - A )1/2, 

Re ;;;:.0 and 11 = A 1/2. 

(2.55) 

Although the results of this section are of course well 
known, the method of derivation is not. The reason for ex
posing it here is that a generalization to SO(3,2) propagators 
is straightforward and hardly more complicated. 

III. PROPAGATORS IN ANTI-DE SITTER SPACE-TIME 

Consider a five-dimensional flat space with coordinates 
SM (M = 1, ... ,5) and metric 

l1MN = diag( - 1, - 1, - 1, + 1, + 1). (3.1) 

We are specially interested in points lying on the hyperbo
loid 

SMSM = - S2 + S42 + SS2 = R 2:::= const>O. (3.2) 

The linear transformations leaving this hyperboloid invar
iant and which are continuously connected with the identity 
form the group of restricted 0(3,2) or "orthochronous" 
SO(3,2) transformations. 

The hyperboloid (3.2) is not simply connected. The 
functions with which we have to deal are in general many 
valued and for its specification a winding number must be 
defined. However, such a winding number can be avoided by 
defining a many-valued reference function which turns out 
to play the role of time variable. The quality which has been 
called orthochronous derives its name from it. 

Consider the equation 

0 5 1[/ = a
2 

1[/ = (04 + ~)I[/ = 0, 
aS

M 
aSM as s2 

(3.3) 

where 

a2 a2 

0 4 = as!' as!, = 0 = - ~ + as 42 ' fL = 1, ... ,4. (3.4) 

For the moment we consider R > 0 as defined by (3.2) as a 
radial variable. 
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We are interested in those functions which are invariant 
under the restricted Lorentz transformations leaving the ref
erence point 

S: = (0, 0, 0, 0, R ) (3.5) 

invariant. These transformations form a stability subgroup 
of the restricted 0(3,2) group, leaving the "angular variable" 
A defined by 

(3.6) 

invariant. 
The functions of interest to us have the following form: 

I[/(R, A, n) = R m4>n(A, m), (3.7) 

where n is a winding number. The function 1[/ satisfies Eq. 
(3.3) in the non-simply-connected domain R > 0 of five
space. In order to study its properties we introduce the gen
eralized angular momentum operator M MN 

M =i(~ ~-~ ~) (3.8) MN ~M aS N ~N aS M . 

Then, if the total angular momentum operator M 2 is defined 
as 

M2 = !MMNMMN, (3.9) 

we find that 1[/ satisfies the equation 

0 5 1[/= (~+.!~ _ M2)1[/= 0 (3.10) 
aR 2 R aR R2 ' 

as an eigenstate of the M2 operator. From (3.7) we obtain 

Os4>n(A, m) = - [m(m + 3)1R 2]4>n(A, m) 

(3.11) 

so that 

[M 2 
- m(m + 3)] 4>n (A, m) = O. (3.12) 

In the following we shall suppress the variable min 4>. The 
invariant functions in which we are interested have, just like 
in the Minkowski case, in general a singularity when A = O. 
In order to avoid this we look for a complex coordinate 
transformation which not only leaves the operator Os, but 
also R 2 and M2, invariant. The transformation which does 
the job is a complex rotation in (S 4, S 5) space. Let 

S4 = ~R Z + SZ sin (t /R) (3.13) 

and 

SS = ~R Z + SZ cos (t /R), 

where - 00 <t< 00. 

The parameter t is many valued in SM space and serves 
as a time variable. We make the replacement 

t-+t ± i€R /2, €>O. (3.14) 

This results into the following replacements for S 4 and S 5: 

S4-+t4 cosh(€/2) ± iSS sinh(€/2), 

(3.15) 

The transformation amounts to a complex rotation generat
ed by M4S which commutes with 05 and M 2. The quantity A 
transforms as follows: 
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A.-+A. ± E = 1 - -4(t 5 cosh~ =+= it 4 sinh~)2 (3.16) 
R 2 2 

;::;A. ± iEt 4t 5/R 2 _ [(S5' _ t 4')/4R 2] ~. 
(3.17) 

When for S2 = 0 the time variable t is changed from 
- 00 to + 00 along the real axis, we find that A. describes an 

ellipse in the complex plane, with the points 0 and 1 as foci. 
The upper sign in (3.14) corresponds to clockwise and the 
lower sign to anticlockwise motion (see Fig. 1). 

One revolution corresponds to.dt = 11'R. When S2 > 0, 
but kept fixed, the contour is an ellipse which lies around the 
ellipse mentioned above. The points 0 and 1 are always en
closed. 

Let us next work out Eq. (3.11). We find with suppres
sion of the index n 

[05 + m(m + 3)/R 2]<P(A.) 

= (4/R 2) [A. (1 - A. )<P H(A. ) + (2 - ¥i )<P '(A. ) 

+ [m(m + 3)/4]<P(A.)] = 0, (3.18) 

where a prime means differentiation with respect to A.. This 
equation is ofthe hypergeometric typel9 

A. (1 - A.)<P H(A. ) + [c - (a + b + 1),t ] <P'(A.) - ab<P (A. ) = 0, 
(3.19) 

so that we can identify 

a = - m/2, b = (m + 3)/2, and c = 2. (3.20) 

The regular solution is the hypergeometric function 

F(a, b; c; A.) = F( - m/2, (m + 3)12; 2; A.). (3.21) 

However, of special interest to us is the solution which con
verges to zero when A. goes to - 00. There are two candi
dates 

( - A. ) - a F(a + 1 - c, a; a + 1 - b; A. -I) 

= ( - A. )mI2F( - (m + 2)/2, - m/2; - m -!; A. -I), 
(3.22) 

which satisfies the condition when m < 0, m = -! except
ed,and 

(-A.)-bF(b+ l-c,b;b+ l-a;A. -I) 

= (-A. )-(m+3)12F((m + 1)/2, 

(m + 3)/2; m +~; A. -I), (3.23) 

which satisfies the condition when m > - 3, m = - ~ ex
cepted. In order to discriminate, we demand that the func
tion approaches zero faster than (- A. )-3/4 when 
A.-+ - 00. IS The exceptional points m = -!, -~, and - ~ 
will then be left out of consideration. 

Because m and - (m + 3) are interchangeable, we can 
limit ourselves to m > -~, which includes the important 

o 
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-- lower sign 

FIG. 1. Contour in complex ..t 
plane corresponding to real t. 
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special case m = - 1. We shall therefore limit ourselves to 
Eq. (3.23). 

The condition on the way functions must approach zero 
when A.-+ - 00 amounts to the specification of boundary 
conditions at infinity in configuration space S. This is less 
trivial than in Minkowski space. In a later stage of develop
ment we come back to this point. 

The function as defined by the analytic continuation of 

<P(A.) = (-A. )-(m+3)12F (m + 1 m + 3. m + 2.. A. -I) 
2 ' 2' 2' , 

IA. I> 1, (3.24) 

is singular in A. = 0 and A. = 1, so in order to avoid these 
singularities we replace A. by A. ± E as given by (3.16). When t is 
moved from to to to + 11' R with fixed S2, then A. ± E makes one 
complete turn along its ellipse and returns to the same value. 
The function <P (A. ) then undergoes a change of phase which is 
independent of the contour as long as this is continuously 
deformed without passing the points 0 and 1. Together with 
the point at infinity these are the only singularities. When the 
contour is deformed to a large circle, the change in phase can 
be read off from Eq. (3.24). In the limit oflarge IA. I we have 

<P(A. );::;( -A. )-(m+31/2. (3.25) 

For 

1T{n -!) <t /R <1T{n + !), n = 0, ± 1, ... , (3.26) 

we can now replace A. in (3.24) and (3.25) by A.e 'F 2
".in and 

indicate the corresponding analytic continuation of <P (A. ) by 
<Pn (A. ). Then we have 

<Pn(A. );::;(e'F21Tin) - (m + 31/2( _ A.) - (m + 3)12, 

so that 

<P n (A. ) = e ± ".i(m + Iln<po(A. ). (3.27) 

Next let us find out how the function <Po(A. ) looks when it is 
analytically continued to IA. I < 1. The appropriate expres
sions can be found using Ref. 20, page 63, formulas 18 and 
19: 

<Po(A. ) = c [ - ~ 

+ (m + l)(m + 2)F( _ m m + 3. 2' A.) 
4 2' 2 " 

X In( - A. ) + X (m, A. )], (3.28) 

where 

c = r (m + W r ((m + 3)12)F ((m + 4)/2), (3.29) 

and X (m, A. ) is a real analytic function of A., regular in the 
domain IA.I < 1, which vanishes for m = - 1. 

The following restriction must be observed: 

larg( - A.)I < 11'. (3.30) 

Note the similarity of this with the Minkowski case. 
The expression (3.28) shows a simple pole and logarith

mic singularity at A. = O. These are avoided by considering 
<Po(A. ± E) and its analytic continuations which are exact solu
tions of Eq. (3.12). The real and imaginary parts of <P (A. ± E) 
are exact solutions of (3.12) themselves. Since 
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lim [ . 145 2]=P(l/A)+hrE(S4s 5)8(A), 
E-oO A ± IES S / R 

(3.31) 

we obtain with the help of (3.17) in the limit of small E: 

and 

Re«Po(A±E)=C[ _p ~ +(m+l~m+2) 

X F( - m m + 3. 2, A) 
2' 2 " 

X In IA I + x(m, A )] (3.32) 

1m «Po (A ±E) = ± C1T'E(S4S5)[ 8(A) _ (m + l~m + 2) 

( 
m m+3 ) ] XF -"2'-2-;2;A O(A) . (3.33) 

The latter solution is zero for points which are spacelike 
separated from the origin, which in this context means that 
A <0 and n = 0 (Ref. 7). 

The condition IA I < 1 prevents S 5 from changing sign. 
Moreover, for the region n = 0, S 5 is positive and we could 
replace E(s 4S 5) by E (S 4). However, for odd n, we must insert 
negativevaluesfors 5 in «Po (A ) asitis used in expression (3.28) 
so it is better to leave E(S 4S 5) as it stands. 

Since Re «Po(A ± E) is an even function of S 4 and 
1m «Po(A ± E) vanishes for S i= 0 and S 4 = 0 in the limit E~, 
we find by direct calculation of the space integral over a S 4 
derivative at S 4 = 0 

[ a; 4 «Po(A ± E)] 15
4 

= 0 = ± 2riCR 28(3)(S)' (3.34) 

This enables us to define the propagators G;;;) and a;;;) on 
the principal sheet (n = 0) by 

Gm (SM) = _1_E(S4s 5)[8(A) _ (m + 1)(m + 2) 
(0) 21T'R 2 4 

XF( -;, m;3;2;A )O(A)] (3.35) 

and 

am(l"M)=_I_[p~_ (m + l)(m +2) 
(0) ~ 2rR 2 A 4 

XF( - ;, m; 3; 2;A) InlA l-x(m,A)). 

(3.36) 

With (3.27) we find the proper continuations of these func
tions 

G(::)(SM) = cos[1T(m + l)n]G;;;)(SM) 

- sin [1T'(m + l)n]a;;;)(SM) (3.37) 

and 

a (::)(SM) = sin[1T(m + l)n]G;;;)(sM) 

+ cos [1T'(m + l)n]a;;;)(sM). (3.38) 

All this is valid for IA I < 1. For A < - I we must use 
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«Pn(A ) = e± mlm + l)nlA 1- (m + 3)12 

XF(m+l m+3. m +2.. A - 1) (3.39) 
2 ' 2' 2' , 

giving 

G;;;)(SM) = 0 (3.40) 

and 

am (S M) = - 1 IA I - (m + 3)12 
(0) 2rCR 2 

XF(m+l m+3. m +2.. A - 1) 
2 ' 2' 2' , 

(3.41) 

while for G (::) and a (::) the relations (3.37) and (3.38) are still 
valid. 

Apparently no mixing takes place when m is an integer. 
When m is even, no sign change occurs, but when m is odd 
there is a change of sign due to E(S 5). 

As already remarked, the case m = - 1 is special. The 
expressions become particularly simple. We then have 

G (0) I(SM) = (l/21T'R 2)E(S4s 5)8(A) (3.42) 

and 

a (0) I(SM) = (l12rR 2)p(l/A). (3.43) 

Here we must come back to the question of boundary 
conditions at infinity. Since G (0) 1 never mixes with a (0) I, the 
expression G (0) 1 as given by (3.42) is valid for all n. However, 

G -I = (l/21T'R 2)E(S4)8(A) (3.44) 

is also a solution of the homogeneous equation, and there are 
many more. 16 It is therefore essential in the formulation of 
the boundary conditions at infinity that G -I be obtained 
from Gm by taking the limit m-. - 1. Then only expression 
(3.42) qualifies. 

The full analytic continuations Gm and am satisfy the 
homogeneous equations 

[M 2 
- m(m + 3)]G = O. (3.45) 

One can define the positive and negative frequency 
parts by 

G ~ = !(a m ± iG m). (3.46) 

Then 
G~(n) =e'F7Ti(m+l)nG~(Op 

where, for IA I < 1, in the limit E~ 

Gm _ 1 [1 (m+l)(m+2) 
±(O) - 4rR2 A- 4 

'FE 

XF( _ m m + 3. 2, A) 
2' 2 " 

X In( - A =F E) - x(m, A ) ]. 

For m = - 1 we obtain 

G ±(~) = G ± 1 = l/4rR 2A'FE' 

for all m we have, from (3.34) and (3.13), 

[!... G m] I = 8(3)(S)· at ,=0 
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Next we consider the inhomogeneous equation. For small 
a #0 we can calculate the space integral over the S 4 deriva
tive of fJ (S 4) G (c;) at the surface S 4 = a and we find 

Jd3S {-4[fJ(S4)G(C;d}I =fJ(a). (3.51) as 54
=0 

Then, by choosing the surfaces S4 = ± lal for the applica
tion of Gauss' theorem and by making use of the properties 
of G (c;) we find with the help of Eq. (3.11) 

[M 2 - m(m + 3)]fJ( ± t)Gm = =FR 28(4)(Sp~nO' (3.52) 

Thus we can now define the retarded and advanced Green's 
functions by 

The expressions valid in the whole region - 00 <A < ° 
are particularly simple. For - 1T/2 < t /R < 1T/2 we have20 

(3.59) 

and 

am(A) = ~ r((m + 3)/2)r((m + 4)12) 
2~R2 rIm +~) 

X (1 - A ) - (m + 3)/2 

XF(m+3 m+4'm ~._1_). 
2 ' 2 ' + 2' I-A 

(3.60) 

~gain, Eq. (3.39) and (3.40) can be used for finding Gm and 

G':et = ± fJ( ± t)G m, (3.53) Gm for other t values. 
adv 

which satisfy the equation 

[M 2 - m(m + 3)]G = - R 28(4)(SP)8no ' (3.54) 

Finally, the Feynman propagator is defined as 

GF'=(1I2ij[a m+i€(t)Gm], (3.55) 

and satisfies the same equation (3.54). It is an even function 
of t and analytic in the variable A. For m = - 1 the Feyn
man propagator assumes the simple form 

G F 1 = (1I4~iR 2)/(A - i€ts 4S 5
), €-o. (3.56) 

Before closing this section we have to consider two excep
tional points. The functions discussed so far are not defined 
by the given expressions when Ill. I = 1. The case A = 1 oc
curs when S 5 = ° and is a singularity, while the case 
A = - 1 lies in the range - 00 < A < ° and is a regular point. 
It is useful to have expressions at hand which are valid in 
regions containing these points. 

and 

For -1T<t /R <1T and A >0 (Le., Is51 <R) we have 

Gm(sM) _ E(s4) { .,fi 
- 21TR 2 r( - (m + 1)12)F((m + 2)/2) 

F( m m+3 l.sS2) 
X -T'-2-;T'ji2 

2.,fi 

r( - (m + 2)/2)r((m + 1)/2) 

XLF(_m+2 m+l.2..
SS2

)} 
R 2 ' 2 '2'R 2 

(3.57) 

am M _ 1 { .,fi cot[1T(m + 1)12] 
(s ) - 21TR 2 r( - (m + 1)12)r((m + 2)12) 

F( m m+3 1.sS2) 
x -T'-2-;T'ji2 

+ 2.,fi tan[1T(m + 1)12] 

r( - (m + 2)12)r((m + 1)/2) 

XLF(_m+2 m+l.2..
sS2

)}. 
R 2 ' 2 '2'R 2 

(3.58) 

The relations (3.37) and (3.38) can now be used for finding 
G m and G m for other t values. 
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IV. THE FORM OF THE ANTI-DE SITTER 
PROPAGATORS FOR AN ARBITRARY REFERENCE 
POINT 

So far all propagators have been written down for the 
case that the reference point S ~ has been specially chosen: 
s~ = (0, 0, 0, 0, R). We now choose the reference point arbi
trarily on the hypersurface S ~ SOM = R 2 and denote the 
propagators and Green's functions by 

G(SM; s~). (4.1) 

The quantities A, €(S 4S 5) and the winding number n must be 
written in invariant form. The following quantities are mani
festly invariant under general 0(3, 2): 

SMSM=S~SOM=R2 and SMSOM=Y' (4.2) 

If S is defined by 

S=S4S~ -S5S~, 

then 

sgnS 

(4.3) 

(4.4) 

is an invariant under orthochronous 0(3, 2) and so are the 
functions fJ (S ) and €(S ). 

Now, when S OM has the special form (0, 0, 0, 0, R ) we 
find 

s5=y/R and S4=S/R. (4.5) 

So we find the following invariant forms: 

A = 1 - [y/R 2]2 (4.6) 

and 

€(yS). (4.7) 

The definition of winding number n can be given as 
follows. 

(i) n = ° when S M can be obtained from S ~ by contin
uous displacement within the allowed domain, without 
changing the sign of y. 

(ii).:in = ± 1 wheneverychangessignand.:it~Owitht 
given by (3.13). 

With A defined by (4.6) we now have, for Ill. I < 1 

G(c;)(SM; S~) = 21T~ 2 E(YS)[8(A) _ (m + l~m + 2) 

( 
m m+3 ) ] XF -T'-2-;2;A fJ(A) , (4.8) 
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while G (0) (5M; S:) is given by (3.36). Moreover, we have 

G(::)(SM; S:) = cos[1T(m + l)n]GiO)(5M; S:) 
- sin [17'(m + l)n]GiO)(5M; S:) (4.9) 

and 

G (::)(5 M; S:) = sin[1T(m + l)n]GiO)(5M; S:) 

+ cos[1T(m + l)n]GiOM M; s:)· (4.10) 

When A < - 1 the functions G (0) (s M; s:) and 
G(0) (SM; s:) have the forms (3.40) and (3.41), respectively, 
while (4.9) and (4.10) are maintained. A similar discussion 
can be given for the expression (3.57)-(3.60). Similar replace
ments can be made for the positive and negative frequency 
parts. The retarded, advanced, and Feynman propagators 
need some extra attention. Let t be defined by (3.13) and to 
similarly by 

s~ = ~R 2 + ~ sin (tofR) 

and 

s~ = ~R 2 + ~ cos (tofR). (4.11) 

Then t - to can only change sign when A <::0 and n = O. In 
that case either Gm (SM; s:) = 0 or S M = s:, which makes 
(J (t - to) and E(t - to) effectively invariant functions under 
orthochronous transformations when they are used in com
bination with Gm 

• Thus we find 

G~et (5M; S:) = ± (J [ ± (t - to)]G m(5M; S:) (4.12) 
adv 

and 

G';(5M;S:) = (l/21)[Gm(SM;s:) + iE(t - to)Gm(SM;S:J]. 
(4.13) 

These functions satisfy the inhomogeneous equation 

[M 2 
- m(m + 3) ]G(SM; s:) = -Rs~84)(S/l- Sblt5"o, 

(4.14) 

where the right-hand side is an invariant function. 
To avoid the explicit use of n we may define for all 

propagators 

G(s, t; So, to) = G(n)(5M; s:). (4.15) 

It is perhaps expedient to remark that n is not just a function 
of t - to, so that a generalization of (3.26) is not possible. 

For G as defined by (4.15) we have the relation 

G (S, t; So, to) = G (S, t - to; So,O). (4.16) 

The generalization of Eq. (3.50) is 

[!.- G mIs, t; So, to)] I = R 2 ~ ~ 8(3)(S - So). at <=<0 R 
(4.17) 

Due to the fact that G mIs, t; So, to) is an odd function and its 
time derivative is an even function of t - to, one can now 
make use of expression (4.17) to find the general solution of 
the equation 

[M 2 
- m(m + 3)]X (S, t) = 0, (4.18) 

when X and its time derivative are given on a suitable space-
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like surface (for example, t = 0) and the implicit boundary 
conditions at infinity are satisfied. 

In terms ofG as defined by (4.15) we can rewrite (4.14) as 
follows: 

[M 2 
- m(m + 3)]G(s, t; So. to) 

(4.19) 

This enables one to use the advanced or retarded Green's 
functions for solving the inhomogeneous equation 

[M 2 - m(m + 3) ]X(s, t) = p (S, t). (4.20) 

v. CENTRAL PROJECTION COORDINATES 

Let us consider the following cylinder in S M space: 

(5.1) 

The intrinsic curvature of this non-simply-connected mani
fold is zero and the signature is that of ordinary Minkowski 
space. The covering space of this cylinder is simply connect
ed and could be identified with ordinary Minkowski space
time. The reason for introducing it is that by central projec
tion one can represent every point on the hyperboloid 
SMS M = R 2 by a point on the cylinder in such a way as to 
preserve the winding number. The time as it has been intro
duced in earlier sections now becomes a natural time vari
able in flat space. Infinity on the hyperboloid is represented 
by S2 = R 2 on the cylinder and any other point is represented 
by S2 <R 2. thus all points of the original hyperboloid are 
now represented by points inside a sphere of radius R. More
over, a timelike trajectory on the hyperboloid is represented 
by a timelike trajectory on the cylinder, confined to the 
sphere. A timelike geodesic on the hyperboloid is represent
ed by a timelike, confined oscillatory trajectory on the cylin
der. Note that points on the cylinder outside the sphere are 
not represented on the hyperboloid, so there is no one-to-one 
correspondence. 

LetxM represent a point on the cylinder. Then we have, 
when xM is obtained from SM on the hyperboloid by central 
projection 

(5.2) 

The "natural coordinates" x and t are then obtained by 

(5.3) 

and 

t = R arctan (54/s5) + mr (n = 0, ± 1, ... ). 

Let t be xo. When the SO(3,2) metric 'TJMN as it is present on 
the hyperboloid is projected on the cylinder then an effective 
metricg/lv(,u, v = 0,1,2,3) is generated which has the follow
ing analytic form: 

gkl = R~~~(8kl + R~:lr) (k= 1,2,3), 

gkO = gOk = 0, goo = R 2/(R 2 - r), (5.4) 

where r = xi + x~ + x~ <R 2. This metric is not defined 
for r>R 2. 

For finding the propagators in central projection co
ordinates, the only thing one has to do is to write the varia
blesA, y, etc., in terms ofx and t. We have 
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SM=(R/~R2_?)XM, x4 =Rsin(t/R), 

X S = R cos (t /R ), 

so that with (4.2) we obtain 

r = R 2[ - x· Xo + R 2 cos((t - to)/R )] . 

~(R 2 _ r)(R 2 - ro) 
Furthermore, with (4.6), 

A = 1 _ [ - x • Xo + R 2 cos((t - tol/R W 
(R 2 _ r)(R 2 - ro) , 

and finally 

sgn(S4S~ - SSS~) = sgn[sin(t - to)/R ]. 

(5.5) 

(5.6) 

(5.7) 

(5.8) 

With the help of (5.4H5.8), Eqs. (4.19) for the inhomogen
eous propagators can be rewritten in the form 

[M 2 - m(m + 3)]G(x, t; Xo, to) 

= - [(R 2 - r)3/2/R ]8(3)(x - Xo)B(t - to), (5.9) 

where it may be of use to reexpress M 2 by means of the La
place-Beltrami operator 

a,..~-gg,..vav= _(l/R2)-[=gM2, (5.10) 

with g'v the inverse of g,..v given by (5.4) and g the determi
nant ofg,..v' 
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In a recent paper we presented a vector model for the electroweak interactions which is similar to 
the Weinberg-Salam model but differs in the following features. (1) In the vector model all 
fermion wave functions are bispinors or equivalently isotropic Yang-Mills triplets (as opposed to 
a state vector composed of a spinor and bispinors in the Weinberg-Salam model). Particles are 
distinguished by their Higgs fields. (2) The vector model predicts that sin2 

() w =!, where () w is the 
Weinberg angle. (3) The vector model accounts for conservation oflepton number, electric charge, 
and baryon number. (4) In the vector model an antiparticle is characterized by opposite lepton 
number, electric charge, and baryon number; yet both particles and antiparticles propagate 
forward in time with positive energies. In this paper we extend the vector theory to include 
interactions between fermions and the gauge bosons mediating the electroweak force. We model 
the hosons as Yang-Mills fields with their own Higgs fields. We further propose a specific 
configuration of Higgs fields for the u,d,s, and c quarks. With these features, the model accounts 
for electroweak transitions of quarks and leptons and predicts that cos () c = 0.9744, where () c is 
the Cabibho angle. We further show that the vector model accounts for the intrinsic parity of 
particles and antiparticles, and parity violations and CPTinvariance for electroweak interactions. 

I. A SUMMARY OF THE VECTOR MODEL FOR 
ELECTROWEAK INTERACTIONS 

In a recent paper, I we presented a vector model for the 
electroweak interactions. We showed that the Cartan map 
gives an isomorphism between bispinors and an isotropic 
class of Yang-Mills vector fields. A bispinor ¢ = (S, 7]*) con
sists of a spinor S and a conjugated2 spinor 7]*. The Cartan 
map takes each bispinor ip to a triplet of Yang-Mills vector 
fields (FI, F2, F3)' These Yang-Mills vector fields 
(Fk = Ek + IHk' for k = 1,2,3) satisfy the isotropic condi
tion that the matrix of scalar invariants, (Fj • F k)' be a scalar 
multiple of the identity matrix. That is, by definition, 

Fj • Fk = p2/jjk' (1.1) 

withj, k = 1,2,3, andp is a complex scalar field3 determined 
by the F k • 

We showed that the Cartan map is locally one-to-one 
from C 4 onto the manifold of isotropic Yang-Mills vector 
fields. We also showed that the Cartan map commutes with 
all bispinor observables, and Lorentz and gauge transforma
tions.4 

The study of isotropic Yang-Mills vector fields reveals 
that bispinors have SL(2, C) gauge symmetry. The gauge 
group SL(2, C) acts on Yang-Mills triplets (FI, F2, F3) via 
the complex orthogonal matrices. The equivalent SL(2, C) 
action on the bispinors cannot be represented by complex 
matrices. Instead the equivalent SL(2, C) action on bispinors 
is noncomplex linear which obfuscates the SL(2, C) struc
ture. (See Appendix A.) 

In fact, isotropic Yang-Mills vector fields F k transform 
under the even big~er gauge symmetry group 
SL(2, C) X V( 1). The subgroup V( 1)' consists of the neutral 
(chiral) gauge transformations which map F k to F keiX, where 
X is a phase. \ 

Associated with each isotropic triplet of Yang-Mills 
vector fields (FI' F2, F3)' besides the unique complex scalar 
p, there is a unique quadruplet of orthogonal real Lorentz 
four-vectors (fg,,h,,h,.t:). By the Cartan map these are all 
SL(2, C) invariants associated with each bispinor ip. For the 
wave equation to be SL(2, C) X V( 1) gauge invariant, a qua
druplet of real Higgs scalars (<Po, <PI' <P2' <P3) as well as a sing
let complex Higgs scalar <Ps are also required.s That is, the 
<P K for K = 0,1,2,3, and 5 are scalars for Lorentz transforma
tions. The <Pa for a = 0,1,2,3 transform as a quadruplet un
der SL(2, C) gauge transformations, but as scalars under the 
neutral V( 1) gauge transformations. Similarly, the singlet <Ps 
is a scalar for SL(2, C) gauge transformations, but undergoes 
a phase change eix for the V( 1) gauge transformations. 

Both the Dirac equation for bispinors and the electric 
current are derived from a Lagrangian. In our previous pa
per,6 we extended this Lagrangian to incorporate these 
Higgs scalars and to derive seven conserved Noether cur
rents [one for each generator of SL(2, C)XV(l)), denoted 
(Jf ,J~,J~) andJ~, and given by the formulas 

ReJ% = <Poh - <P!cl'g, 

ImJ% = - Ekmn<Pml~, J~ = <P'1'P, 
(1.2) 

with k, m, n = 1,2,3 and a,/3= 0,1,2,3. The gauge-invar
iant vector equivalent of the Dirac equation derived from 
this extended Lagrangian is given for isotropic Yang-Mills 
triplets Fk by7 

(1.3) 

with SUbscripts (k m n) taken in cyclic order, and where the 
Da are the Yang-Mills covariant derivatives, the sa are the 
Proca spin-one matrices, and M is the mass. 

Because the mass M is given explicitly in Eq. (1.3), the 
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Higgs scalars must be normalized as follows: 

t/J'J,f,p = - 1, 1t/J51 = 1. (1.4) 

With J 1, J2, J3 and J5 as the electroweak currents, and 
with (t/Jo, t/JI' t/J2' t/J3) and t/J5 as the Higgs scalars, we have a 
vector model for the electroweak interactions different from 
the Weinberg-Salam model. In our previous paper, we 
showed that the electric current is given by Re( J 3) and the 
neutral current is J5• Equating these currents to those in the 
Weinberg-Salam model leads to the prediction that 

sin2 Ow =!, 
where Ow is the Weinberg angle. s 

Another prediction of the vector model is that the qua
druplet of Higgs scalars t/Jp = (t/Jo, t/JI, t/J2' t/J3) is additive in all 
electroweak interactions. This additivity was shown to be a 
consequence of conserving the Noether currents, given in 
formulas (1.2). Thus, the vector model predicts the existence 
offour additive "quantum numbers" consisting of the Higgs 
scalars t/J p . 

Actual assignment of Higgs scalars depends partly on 
historical convention, and partly on the condition of additi
vity. Conventionally we must represent the electron by the 
Higgs scalars, 

t/Ja(e) = (0, 0, 0, 1), t/J5(e) = 1. 

This makes Eq. (1.3) equivalent to the usual Dirac equation 
for electrons. Via the Cartan map the electromagnetic gauge 
action becomes the formal gauge rotation about t/Ja (e), i.e., 
the "three-axis." [This implies that the electric current is 
Re( J3).] Since currents must be reversed for antiparticles, we 
must have 

t/Ja(a) = - t/Ja(a), 

where a denotes a particle and a denotes its antiparticle. We 
define t/J5 as the intrinsic parity of the particle, which is also 
reversed for antifermions. Substituting t/Ja (a) by - t/Ja (a) and 
t/J5 (a) by - t/J5(a) in the plane wave solutions of Eq. (1.3), 
shows that antiparticles propagate forward in time with 
positive energies. 

With the electron assigned, the Higgs scalars t/Jp for the 
particles v, u, and d are almost uniquely determined.9 Since 
the electric current Re( J3 ) of the neutrino vanishes, we must 
have from (2) that t/J3(V) = O. Thus t/Jp(v) is any unit vector 
orthogonal to t/Jp(e), and we may as well designate it as 
t/Jp(v) = (0, 1,0,0), without any loss of generality. Then the 
unit vectors t/Jp(u) and t/Jp(d) are constrained by the electric 
charges t/J3(d) = ! and t/J3(U) = -~, and also by the formula 
for beta decay: 

(1.5) 

As a consequence of formula (1.5), t/Jp(u) and t/Jp(d) are or
thogonal unit vectors, as are t/Jp(e) and t/Jp(v). 

It is evident from formula (1.2) that t/Jo must vanish to 
make the vector part of the electric current vanish in the 
particle's rest frame (in which by definition jo vanishes but 
the jk do not). For this reason t/Jo will be omitted from further 
discussion (only the Higgs scalars t/Jk' t/J5 with k = 1,2,3 will 
be discussed). Also, we restrict the theory to thcrgauge tral}.s
formations in the subgroup SU(2)XU(I), which leave( t/Jo 
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invariant. Formulas (1.2) for the conserved Noether currents 
then reduce to 

J'k = - t/JJ'O, J~ = t/J "ftc, (1.6) 

i.e., four real conserved currents, one for each generator of 
SU(2)XU(I). Now the vector part of the electric current 
J 3 = - t/JJo vanishes in the particle's rest frame (i.e., when 
jo=O). 

With these restrictions there are two possible assign
ments for t/Jdu) and two corresponding assignments for 
t/Jdd), which are shown in Table I. We chose the first of these 
in our previous paper. 10 This choice of t/Jk (u) and t/Jk (d) along 
with the assignment of the electron and neutrino leads to the 
following definition of electric charge Q, lepton number L, 
and baryon number B: 

Q = - t/J3' L = t/JI - ~ t/J2 + t/J3' B = - ~ t/J2' (1.7) 

SinceB, L, and Q are linear functions of the t/Jk they must be 
additive also. Thus the vector model predicts the conserva
tion of baryon number and lepton number, as well as the 
electric charge. 

In this paper we extend the previous Lagrangian to in
clude the Wbosons. Although we have not yet modeled the 
Higgs field dynamics, the following assumptions allow anal
ysis of particle transitions. 

(1) The total Noether currents for fermions and the W 
bosons are conserved for an interaction of the type 
a-+b + W, where a and bare fermions and W is a gauge 
boson. This implies that the sum of the Wboson and fermion 
Higgs scalars are additive in the interaction; i.e., 
t/Jda) = t/Jk(b) + JldW), where the Jlk denote the boson 
Higgs scalars. 

(2) The transition currents, denoted by r(a-+b) have 
vector and axial components which are both SU(2)XU(I) 
gauge invariant. 

Using these assumptions, we argue in Sec. II that the 
transition matrix T for the four fermion interaction (a-+b ), 
(a' -+b ') has the following form: 

T= 2e2j(a-+b lia(a'-+b')¢k¢ kI(m~ - i), (1.8) 

where 

(¢k = ~ (t/Jk(a) + t/Jk(b )),mw is the Wboson mass, 

q2 = qaqa , and qa is the momentum transfer. 

In Sec. III we show the gauge-invariant transition cur
rents have the form 

(1.9) 

where Oah is the angle between Higgs formal vectors, t/Jk(a) 

TABLE I. Higgs scalars for quarks and leptons. 

Quark ftavors" 
U, Ct t 

d,s,b 

Lepton ftavors" 

" Antiparticles: replace ¢'a with - ¢'a' 

¢'a 
(O,!, ± ~, -~) 

(0, -i, ± id) 

¢'a 
(0,0,0,1) 
(0,1,0,0) 
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and ;k (b ), and where r(a-b ) is the linear combination of 
the usual bispinor vector and axial currents. 

By application of this transition current to Eq. (1.8) we 
further show in Sec. III that the mass of the Wboson is the 
same as that predicted by the Weinberg-Salam model. 

In Sec. IV we extend our assignment of fermion Higgs 
scalars to the charmed and strange quarks. A consequence of 
this assignment is the nonconservation of the fermion Higgs 
scalar;2 and the production of a more massive boson W' 
during strangeness changing interactions. A straightfor
ward extension offormula (1.8) leads to a prediction of the 
Cabibbo angle. 

Contrary to observation, in the standard bispinor model 
the charge conjugation, parity, and time reversal operations, 
denoted C, P, and T, should commute with weak interac
tions. Translation of the C, P, T bispinor operations into 
operators on isotropic triplets (FI' F2, F3) or equivalently 
spinor pairs ll reveals that these operators do not commute 
with general SU(2)XU(I) gauge transformations and conse
quently are not conserved across electroweak interactions in 
the vector model. However, the product, CPT, does com
mute with all the gauge transformations and hence with the 
transition matrices for electroweak interactions. Thus the 
vector model predicts CPT invariance for electroweak inter
actions. These results are stated formally in Appendix Band 
are summarized in Table II. 

We are still investigating a dynamical model for the 
Higgs fields. Such a model would include a Lagrangian for 
the Higgs fields which would support the conservation of 
fermion and boson Noether currents which we assume here. 
We will address the origin of the axial current in a forthcom
ing paper. The main achievements of this paper are the fol
lowing. 

(I) The establishment of the form of the transition ma
trix derived from conservation of Noether currents. 

(2) The derivation offormulas for gauge-invariant vec
tor and axial transition currents. 

(3) The extension of the vector model to strange and 
charmed quarks and a prediction of the Cabibbo angle. 

(4) The prediction of CPT invariance and parity viola
tion for electroweak interactions. 

TABLE II. C. P, T operations. R2 = 180" gauge rotation about the two
axis. R, = 180" neutral gauge rotation. F* = (E + IH)* = E -IH. xa 

= (t, x) = space-time coordinates. 

Charge conjugation C: 

Parity P: 

Time reversal T: 

CPT: 

Fk-+R,R2Fk 

~(J-+-~(J 

~s-+-~, 
Fk-+F1' 
x-+-x 
Fk-+R2F1' 
t-+-t 
Fk-+R,Fk 
~(J-+-~(J 

~s-+- ~, 
~-+_xa 
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II. ELECTROWEAK TRANSITIONS 

To describe the electroweak interactions, we must start 
from the interaction Lagrangian, which may be defined as 

L[ =J~Wka +J~Za' (2.1) 

where the WI: are the electroweak potentials, the Z a are the 
neutral potentials, and JI: and J~ are the Noether currents. 

We will not discuss the neutral potentials, denoted Z a, 

in this paper. The electroweak potentials, denoted WI: with 
k = 1,2,3, satisfy the linearized Yang-Mills equations which 
are written in the following form with the fermion Noether 
currents JI: as sources l2: 

DaDaW~+MknW~=J~, (2.2) 

where the Da are the Yang-Mills derivatives and M kn is the 
mass matrix. In the vector model the mass matrix Mkn will 
be composed of two parts: 

(2.3) 

The "weak" mass matrix component M ~~) is given in terms 
of the Higgs scalars of W, which will be denoted as fLk as 
follows: 

M~~) = Miv(llfLlI 28kn - fLkfLn) (2.4) 

with M w = const. (We will discuss the fLk presently.) The 
other mass matrix component M~~ is a constant matrix giv
en by 

[

Mo 0 

M~~ = ~ :0 
withMo = const. The matrixM~~ is used to break the SU(2) 
symmetry by inhibiting the propagation of Wf and W~ at 
long range. To do this Mo must be massive enough to allow 
only the long-range propagation of the electromagnetic 
waves W~. However, we assume that M~ is still much 
smaller than m~ (where mw is the mass of W) and hence may 
be neglected when M\!):fO. 

These restrictions on M 0 are easily satisfied in the vector 
model because of the huge mass of the W particle which is 
given by IIfLlIMw in formula (2.4). We show in Sec. IV that 
mw = 75 GeV. This prediction for mw agrees with that pre
dicted by the Weinberg-Salam model. 

Unlike the constant smaller mass matrix M~~, the 
"weak" mass matrix M~~) defined by (2.4), depends on the 
Higgs scalars fLk of W, which depend on the interaction. 
Like the fermion currents JI:, the W boson Noether cur
rents, denoted II:, depend on the Higgs scaiarsfLk' For nor
malized plane waves, we have II: = - fLkVa (where va de
notes a four-velocity), whereas JI: = - ;kVa. By the 
well-known method of integrating I~ + J~ over a large vol
ume of space and then applying the four-divergence and 
Gauss's theorem, we see that fLk + ;k are additive for inter
actions that conserve II: +JI:. For the decay, a-b + W, 
where a and b denote two fermions, it follows that 

(2.5) 

where ;k(a) and tPk(b) are Higgs scalars of the particles a 
and b and fLk (W) are Higgs scalars of the gauge boson W. 
Note that if a and b are the same particles, then from (2.5), 
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f1-k (W) = (0, 0, 0), so that, in particular, a photon is assigned 
zero electric charge, zero lepton number, and zero baryon 
number. Moreover, from (2.4) we see that f1-k = ° implies 
M~':) = 0, so that the mass matrix M kn reduces to M~~. 

We see that formula (2.5) defines the W-boson Higgs 
scalars f1-k in terms of the fermion Higgs scalars 
¢da) and ¢db). We assume that the conservation of 
Noether currents expressed by (2.5) for the transition, 
a"---+b + W, is generally valid, regardless of whether the tran
sition is real or vitual. Thus, always 

f1-k = ¢k(a) - ¢db), 

for the transition a-+b + W. 
Next, consider the transition Noether currents J'k in 

formula (2.1). In analogy with Eq. (1.6) we propose that these 
currents have the form 

A 

J'k = - e¢d"(a-+b), (2.6) 

where j(a-+b) denotes the SU(2)XU(I) gauge-invariant 
transition current for changing particle a into particle b, and 

A 

where the ¢a denotes the transition Higgs scalars, and e de-
notes the magnitude ofthe electron charge. We discuss the 
gauge-invariant currentj(a-+b) in Sec. III. To restrict the 
interaction to a short range, it is necessary thatJk be orthog
onal to the boson Higgs scalars f1-k' This implies from (2.6) 
that the~k must be orthogonal tothef1-k' Thus, from (2.5) we 
may set 

~da-+b) = H ¢da) + ¢db I], f1-k = ¢k(a) - ¢k b ), 
(2.7) 

which then satisfy all the requirements for leptons. 
However, if the particles a and bare hadrons and hence 

are composite of quarks, we define the transition Higgs sca
lars as 

A 1 
¢k(a-+b) ="2 "i.¢k (quarks in a and b). (2.8) 

Using (8) for hadrons removes a factor! which otherwise 
constantly appears in the following transition matrix (2.11) 

A 

for quarks. The ¢k and thef1-k are still orthogonal. 
Also, for four particle interactions, a-+b and a'-+b I, 

twice as many Higgs scalars must be defined; e.g., for lep
tons, 

~da-+b) = H ¢k(a) + ¢k(b I], 
A 

¢da'-+b') = ! [¢k (a') + ¢k (b ')], 

and also 

f1-k = ¢k(a) - ¢db), f1-k = ¢da') - ¢k(b '). (2.9) 

For the interactions which conserve the Noether cur
rents 

¢k(a) + ¢k(a') = ¢k(b) + ¢db '), 

and thus from (9),f1-k = - f1-k' For this case, the mass matrix 
M given by (3) and (4) is the same for both f1-k and f1-k and is 
therefore well defined. In Sec. IV we discuss the mass matrix 
for strangeness changing interactions which do not conserve 

¢2' 
For four particle interactions, a-+b and a' -+b " the tran-

sition matrix T is given by13 
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T= cJ'k(a-+b)(M - q2I)k-;' IJna(a'_b '), (2.10) 

where qa is the momentum transfer, M is the mass matrix, 
and c is a normalization factor which equals 2 when charged 
Wbosons are exchanged, and equals 1 otherwise. The factor 
c, which also occurs in the Weinberg-Salam transition ma
trix,14 normalizes the phasor representation of charged bo
sons W~ . The derivation of the transition matrix Tgiven by 
( 10), exactly parallels the same derivation of the Weinberg
Salam transition matrix. The only difference is the form of 
the mass matrix M and the currents J 'k. 

Substituting (2.4) and (2.6) into (2.10) and using the facts 
that J'k and J k" are orthogonal to f1-k and f1-k gives 

T= e2cj"(a-+b lia(a'-+b '~k~ k/(m~ - q2), (2.11) 

where 

mw = Mw II,u II = W-boson mass. 
In the familiar case of elastic electromagnetic scattering 

of two fermions by exchange of photons, for which 
f1-k = f1-k = 0, and for which the electric charges are given by 
e¢3 and etP i, formula (2.11) reduces to the following well
known expression for the electromagnetic interaction: 

T= e2¢3¢ irj~/ - q2. (2.12) 

In the next section we derive the gauge-invariant vector 
and axial transition currents j", and compare the resulting 
transition matrix with the Weinberg-Salam model. 

III. TRANSITION CURRENTS 

In this section we derive the SU(2)XU(I) gauge-invar
iant vector and axial transition currents used in the transi
tion matrix Tin Sec. II. As discussed in the Introduction, the 
SU(2) X U( 1) gauge action on bispinors is noncomplex linear. 
However, it may be represented linearly on isotropic Yang
Mills triplets (Fu F2• F3 ) or equivalently on spinor pairs, IS 

IF = (5, f1-). 

Since spinor pairs can be mapped bijectively to the bispinors, 

IP = (5, f1-*), 

we may express the usual nongauge invariant vector and 
axial currents in terms of spinor pairs, rather than bispinors. 
We shall generalize these currents to a form which is 
SU(2)XU(I) gauge invariant. 

Consider the usual bispinor vector and axial currents, 

J: = (IP' -t)y"IP, J~ = (IP' -t)ysy"IP, (3.1) 

where the -t, ... , Ys are Dirac matrices acting on bispinors IP 
and IP'. We see from (1) thatJ~ has the form 

J~ = IP'IP= 5'5 + f1-'*f1-*, (3.2) 

where IP = (5, f1- *) and IP' = (5', f1-'*). By the map IP-+IF, Eq. 
(3.2) becomes 

J~ = I' 5 + ii' f1- = (5',5) + (p', f1-), (3.3) 

where we have introduced the inner product notation ( , ). 
Introducing the electron projection operators Pe and 

(3.4) 

where 
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o ] = third gauge matrix, 
-12 

J~ becomes for the electron 

J~ = (Pe 1[/', Pe l/I) + (Qe 1[/', Qe 1[/). (3.5) 

To generalize (3.5), we write as general projections 

Pa = ! (I + tPda)'Td, Qa = ! (I - tPk(a)'Td, (3.6) 

where a denotes an arbitrary particle with Higgs scalars 
tPk(a). then, we generalize the inner product for spinor pairs 
as follows: 

< 1[/;', I[/a) = (Pb 1[/;', Pa I[/a) + (Qb 1[/;', Qa I[/a)' (3.7) 

where I[/a and 1[/;' are spinor pairs associated with two parti
cles, a and b, whose Higgs scalars are tPda) and tPdb). 

We show in Appendix C that the inner product (3.7) is 
SU(2) X U( 1) gauge invariant. The gauge invariant vector 
and axial transition currents for spinor pairs can then be 
defined as follows: 

.iv(a~b) = < 1[/;', if'l[/a)' fA (a~b) = < 1[/;', iif'l[/a)' 
(3.8) 

where 

if' = (I, a) = Pauli matrices acting on spinor pairs. 

The following theorem, which is a straightforward ap
plication of definitions (3.6) and (3.7), translates formulas 
(3.8) into bispinor notation. 

Theorem: Let I[/a and 1[/;' be spinor pairs associated with 
two particles a and b, whose Higgs scalars are 
tPk(a) and tPdb). Set 

tPk(a) = R3(8a)R2(Oa)tPde), 

tPk(b) = R 3(8b)R2(Ob)tPde), 

where R2(O ) is the formal gauge rotation through the angle ° 
about the two axis, R3(8) is the formal gauge rotation 
through the angle 8 about the three-axis, and tPk (e) = (0, 0, 1) 
are the electron Higgs scalars. Define 

1[/ = R2( - 0a)R 3( - 8a)l[/a' 

1[/' = R2( - 0b)R3( - 8b)I[/;'. 

Then, the SU(2) X U( 1) gauge-invariant vector and axial cur
rents (3.8) are equal to 

.iv(a~b) = COS(Oab/2)ei/)/2(W;' yxlfta) 
:a i/)/2 A , - (3.9) 
1A(a~b) = COS(Oab/2)e (1[/ bYSYXl[/a)' 

where Ifta and 1ft;, are the bispinors associated with the 

spinorpairs I[/and 1[/', W;' = 1ft;, 'f,8 = 8a - 8b, and 0ab is 

the angle between tPda) and tPdb). 

We see from (9) that 
A _ A_ 

J~(e~) = I[/;YXl[/e' J~(e~) = I[/;YSYXl[/e 

reduce to the usual vector and axial transition currents for 
electrons. Also we see that 

J~(a--+o) = fA (a--+o) = 0, 

where ii is the antiparticle of a, since 
cos(Oaa/2) = cos 90· = O. Thus, there are no transitions al
lowed between a particle a and its own antiparticle ii. 

Note that the phasor eil
; in formulas (3.9) which repre-
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sents a formal gauge rotation about the three-axis, is an ines
sential factor, and may be omitted without affecting the tran
sition matrix T. Thus we may define 

(3.10) 

where lZ(a~b) is the linear combination of the usual bi-A _ A _ 

spinor vector and axial currents I[/b YXl[/a and I[/b YSY'I[/a, 
thenj(a~b) is the SU(2)XU(I) gauge-invariant transition 
current describing electroweak interactions, and, using Eq .. 
(2.6), the SU(2) transition Noether currents are 

J a - "tPda) + tPdb) (Oab f( b) 
k - e £.. cos - a~ . 

a,b 2 2 
(3.11) 

In the Weinberg-Salam model, the transition matrix for 
the electromagnetic interactions is the same as the following 
vector model transition matrix: 

(3.12) 
_ A _ 

whereja = I[/bYa I[/a' qa is the momentum transfer, e is the 
magnitude of the electron charge, and tP3 is the third Higgs 
scalar. On the other hand, when charged Wbosons are ex
changed, the Weinberg-Salam transition matrix is given 
byl6 

T = (g2 /8)[.rJ~/(m~ - q2)], (3.13) 

where g2 = e2/sin 2 Ow = 4e2
, Ow is the Weinberg angle, 

Ja = Wb(1 + Ys)Yalfta,andm w = W-bosonmass. 
In the vector model, for ordinary beta decay which is 

represented by the transitions d~u and V~, 

cos(OdJ2) = cos(Ove/2) = 1I{i, ¢k¢ Ie = !, and so, in the 
vector model, 

(3.14) 

which agrees with (3.13) for the Weinberg-Salam model. 
From (3.14) we obtain Fermi's constant G F as follows: 

GF/{i = e2/2m~ 

so that the W-boson mass is given by 

mw = e/2!G~ = 75 GeV. 

IV. PREDICTION OF THE CABIBBO ANGLE 

As previously mentioned in Sec. I, there are two equiva
lent ways for representing the Higgs scalars for the up and 
down quarks. Namely, 

tPk(U) = (! - j, - j), tPdd) = (- j, - j,!), (4.1) 

and also, 

tPk(U) = (!d, - j), tPdd) = (- ~,jd)· (4.2) 

To extend the vector model to the charmed and strange 
quarks, we arbitrarily chose one set of Higgs scalars for the 
up and down quarks, and the other set for the charmed and 
strange quarks. 

However, this assignment of Higgs scalars to the 
strange and charmed quarks leads to the nonconservation of 
the Higgs scalar tP2 during transitions between quark fam
ilies. A look at the strangeness changing beta decay, 
s~u + e + ii, shows that 

(4.3) 

Thus the Higgs scalar tP2 is not conserved during strangeness 
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changing interactions (whereas t/JI and t/J3 are still conserved) 
and the Lagrangian describing the strangeness changing in
teractions, is not invariant under formal gauge rotations 
about the two-axis. As a consequence the strangeness chang
ing beta decay s-+u + e + ii requires a mixed state of Wand 
W' bosons having different Higgs scalars,uk =/=,uk' (See Fig. 
1.) For transitions within the same family (e.g., d-+u), 
,uk =,uk and the mass matrix M for the Wbosons is unique 
[see formula (2.4)]. However we propose that in the mixed 
state, the masses of Wand W' are mixed in the usual way for 
bosons 17 which implies that the mass matrix equals the aver
age of the mass matrices, i.e., !(M + M '). Using this mass 
matrix, leads to the following transition matrix [see formula 
(2.1)]: 

T= 2eJ""(s-+u)ja(V-e(¢k¢ kI[~ (miv + miv.) _ q2], 
(4.4) 

with 

mw = Mwll,ull· 

Thus, the squared mass miv has become the average squared 
mass of Wand W', which agrees with Feynman's rule for 
mixing boson masses. 

In formula (4), let us replace the particles s, u, v, and e 
with arbitrary fermion particles a, b, a', and b " and consider 
the four fermion interactions a-+b and a'-+b'. The Higgs 
scalars of a, ... ,b' are denoted by t/Jda), ... ,t/Jk(b') as before. 
Formula (4.4) can be put in a form that explicitly shows the 
Higgs scalars. Since from formula (2.9), 

,uk = t/Jda) - t/Jdb ), 

Iit/J (a)1I = 1It/J (b )11 = 1, 

we derive that 

1I,u1l = 2 sin(O /2), 

where 0 is the angle between the formal vectors t/Jda) and 
t/Jkb). Similarly, we have 

1I,u'1i = 2 sin(O '/2), 

where 0' is the angle between the formal vectors t/Jda') and 
t/Jdb '). Using the gauge-invariant currents from Sec. III, 

ja = cosIO /211a, j~ = cos(O' /211~, 
we get the result 

cosIO /2)cos(O '/2)¢k¢ ;fJ~ 
T = 4e2 

• (4.5) 
miv[sin2(0 /2) + sin2(O'/2)] _ q2 

, u + W' 

I MI XED STATE OF 
W AND W' 

W • e, " 

Ilk (W) ( -1, 0, 1) 

Ilk (W') = (-1, 4/3, 1) 

FIG. 1. Strangeness changing beta decay. 
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Neglecting the momentum transfer qa gives 
A A 

T = cosIO /2)cos(0 '/2)t/Jkt/J k 
sin2(0 /2) + sin2(0 '/2) 

X factors that do not depend on Higgs scalars. 
(4.6) 

The ratio of the transition matrices T for the strange and 
nonstrange beta decay is defined to be tan Oe; i.e., the tangent 
of the Cabibbo angle. 

We now show how formula (6) predicts the Cabibbo an
gle. Consider first the ordinary beta decay d-+u + e + ii. 

A A 

From Table I, we derive t/Jkt/J k = - A, 
cosIO /2) = cosIO '/2) = 1Ji,. Consequently, from (4.6), 

T-::::; - n. (4.7) 

Similarly, for the strange beta decay s-+u + e + ii, we 
get 

¢k¢ k = - A, cosIO /2) = 1I~, cos(O' /2) = 1IJi" 
and consequently, from (4.6), 

(4.8) 

The ratio of (4.8) and (4.7) shows that the Cabibbo angle Oe 
satisifies 

tan Oe =-13, 
or equivalently, cos Oe = 0.9744 which is very close to the 
measured valuel8 cos Oe = 0.9737. 

APPENDIX A: SL(2, C) X U(1) GAUGE INVARIANT 
LAGRANGIAN, DIRAC EQUATION, AND NOETHER 
CURRENTS 

In Fig. 2 we depict the bijection between bispinors ijI 
and spinor pairs 1[/, as well as the Cartan map isomorphisms 
of ijI and 1[/ with isotropic Yang-Mills vector triplets 
(F 19 F 2, F 3)' These three isomorphisms were discussed in our 
previous paper. 1 We use spinor pairs rather than the equiva
lent bispinors in writing the fermion Lagrangian, which is 

DIRAC 
BISPINOR ~ 

CARTAN 
MAP 
ISOMORPHISM 

BIJECTION 

+ 

F3 

YANG-MILLS 
TRIPLET 

(I SOTROP I C) 

FIG. 2. Isomorphisms. 

SPINOR 
PAIR 'I' 

[ : ] 
CARTAN 
MAP 
ISOMORPHISM 
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given in formula (A5) below. Whereas,SL(2, C)XU(I)gauge 
transformations act on the spinor pairs (and also on the iso
tropic Yang-Mills triplets) via complex matrices, they are 
not complex linear on the bispinors, which obfuscates the 
SL(2, C) X U( 1) structure of the bispinors. Let 

s= [::1 EC
2 

denote a spinor. The conjugate spinor associated with S is 
defined to be 

s * = [ t:.. ] E C 2
, 

-Sl 
where the bar denotes complex conjugation. The map S-.5 * 
is a bijection, since S = - s **. 

A bispinor ip = (S, 7]*) E C 4 consists of a spinor SEC 2 

and a conjugated spinor 7]* E C 2. The generators of the elec
tromagnetic and neutral gauge transformations acting on 
bispinors are, respectively, 1 and Ys, where 1 is a 4 X 4 identi
ty matrix and 

Ys = [~ ~ 1 ]. 

Associated with each bispinor ip = (5, 7]*) is a spinor 
pair If/ = (5, 7]), where now both sand 7] are spinors. The 
conju~te spinor ,Eairis defined to be If/ * = (7]*, - s *). The 
maps If/ __ If/ and If/ __ If/ * are well-defined bijections because, 
as noted above, the maps S-.5 * and 7]--7]* are bijections. 

Electromagnetic gauge transformations become part of 
a larger SL(2, C) gauge group as follows: Define 4 X 4 matri
ces 'T = (1"1' 1"2' 1"3)' 

1"1 = [~ ~], 1"2 = [ i~ -oil], 1"3 = [ ~ ~ 1]' 
where 1"1,1"2' and 1"3 are the generators of the gauge subgroup 
SU(2). By the map ip--If/, the electromagnetic gauge gener
ator becomes 1"3' so that electromagnetic gauge transforma
tions become the formal "rotations" about the three-axis. 
Whereas for bispinors, the gauge group is restricted to just 
U( 1) X U( 1), the gauge group for spinor pairs is the much 
larger group SL(2, C)XU(I). 

The Dirac equation 

Daif'lf/= -M¢Js¢J,/;lJIf/* (AI) 

is invariant under both Lorentz and SL(2, C) X U( 1) gauge 
transformations, where the Da are the Yang-Mills deriva
tives, if' = (1, a) are the Pauli spin-half matrices, fP 
= (1, -'T)arethegaugematrices[notethatfP = (1, 'T)l,Mis 

the mass, ¢Ja and ¢Js are the Higgs scalars, If/ = (s, 7]) is a 
spinor pair, If/ * = (7]*, - s *) is the conjugate of If/, and the 
Higgs scalars are normalized as follows: 

¢JP¢Jp = - 1, l¢Jsl = 1. (A2) 

Solutions of Eq. (A 1) also satisfy the Klein-Gordon equa
tion, which, in the case of free particles, is given by 

DaDa If/ = M21f/. (A3) 

Equation (AI) is equivalent to the usual Dirac equation 
when ¢JP and ¢Js are chosen by convention to be 

¢JP = (0, 0, 0, 1), ¢Js = 1. (A4) 
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Equation (AI) is the Euler-Lagrange equation for the fol
lowing Lagrangian: 

L = Re [¢JP rPlf/ • Daif'1f/ + ¢JsMW* • If/]. (A5) 

The Lagrangian (A5) is a scalar invariant under both Lorentz 
and SL(2, C) X U( 1) gauge transformations. Furthermore 
(A5) reduces to the usual (non-gauge-invariant) fermion La
grangian when the Higgs scalars ¢JP and ¢Js assume the con
ventional values given in (A4). From (A5) one easily derives 
the seven real Noether currents [one for each generator of 
SL(2, C)XU(l)], which are given as follows: 

J~ =¢JPjp, ReJk =¢Joh -¢JJJ-g, 

ImJk = - Ekmn¢J"J":" 
(A6) 

with a,p= 0,1,2,3 and k, m, n = 1,2,3, and 

jp = 1" P If/ • if' If/. (A7) 

APPENDIX B: CPT INVARIANCE 

To define the operators C, P, and T for bispinors, we first 
define the 4 X 4 Dirac matrices, 

Yo = [~ ~]. Yk = [ ~k - ~k ]. 
for k = 1,2,3. Then for a bispinor field ip(x, t), we define 

cip(x, t) = Y2ip(X t), 

pip(x, t) = Yoip( - x, t ), 

Tip(x, t) = YIY3ip(X, - t), (B1) 

and 

CPTip(x, t) = iysip( - x, - t). (B2) 

Other definitions can be given for C, P, and T, but they differ 
from (B 1) by an electromagnetic gauge transformation; i.e., 
they differ by a formal "rotation" about the three-axis. 

The role of C, P, T in the vector model is summarized in 
the following lemma and corollary. The proof of the lemma 
is a straightforward application of(B 1) across the map ip--If/ 
(see Sec. III). 

Lemma 1: Let If/ be a spinor pair. The C, P, T operators 
acting on If/ are given by 

CIf/(x, t) = Uclf/(x, t), 

PIf/(x, t) = Uplf/*( - x, t), 

TIf/(x, t) = UTIf/*(x, - t), 

where 

U - - i'1'2"'/2. - i",/2 U - I U _ i'1'2",/2 c-e e, p-, T-e , (B3) 

with e - i'1'2",12, the formal "rotation" of 180· about the two
axis, and e - i",12, the 180· neutral gauge transformation. 

Corollary: The CPT operator acting on a spinor pair If/ is 
given by 

CPTIf/ (x, t) = e - i",/21f/ ( - x, - t). (B4) 

We see from (B3) that neither C nor T commute with all 
SL(2, C) gauge transformations. Neither P nor T commute 
with neutral gauge transformations. However, the operator 
CPT commutes with all SL(2, C) X U( 1) gauge transforma
tions. Consequently, the theory is invariant under CPT, but 
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not invariant under C, P, or Tindividually, or in the combi
nations CP, CT, or PT. 

APPENDIX C: AN SU(2) X U(1) GAUGE-INVARIANT 
INNER PRODUCT 

In Sec. III we defined an inner product, denoted ( , ), 
as follows: 

(1JI;',lJIa)=(PblJl;',PalJla)+ (Qb lJl ;', QalJla), (CI) 

where lJIa and IJI;' are spinor pairs associated with two parti
cles, a and b, whose Higgs scalars are ~k(a) and ~db). Also, 
Pa, Pb, Qa' and Qb denote the four projection operators 

Pa = ! (I + A), Pb = ! (I + B ), 

Qa = ! (I - A), Qb = ! (I - B ), 

with 
A = ~k(a)1"k' B = ~k(b )1"k' 

(C2) 

(C3) 
where 1" k are the three gauge matrices acing on spinor pairs, 
and I is the identity matrix, i.e., 

1= [12 0] o 12 ' 

1"1 = [~2 I~], 1"2 = i[~2 - I~], 1"3 = [~2 _ I~]. 
Moreover, we denote by ( , ) the usual inner product, 

(lJI,x) = Vi·x, 

where IJI, X are spinor pairs and Vi is the complex conjugate 
of IJI. 

In this Appendix, we show that the inner product ( , ) 
given by formula (C I) is invariant (i.e., transforms as a scalar) 
under SU(2) X U( I) gauge transformations. The gauge invar
iant properties of the inner product (C I) will be summarized 
in the final lemma at the end of the Appendix. 

The inner product (CI) is defined on two Hilbert spaces 
Ka andKb of solutions (e.g., lJIa and IJIb)toapairofDirac 
equations. These are two different Hilbert spaces if the parti
cles a and b have different Higgs scalars. The Hilbert space 
Ka contains the solutions of the Dirac equation 

DaualJl=m~5~k(a)1"klJl*, (C4) 

whereas the Hilbert space Kb contains the solutions of the 
Dirac equation 

DaualJl=m~5~k(b)1"klJl*, (C5) 

which are distinct from the solutions of (C4). An important 
difference between the Hilbert spaces Ka and Kb is that 
the solutions in Ka are transformed into other solutions in 
Ka by formal gauge rotations about the ~da) axis; whereas 
the solutions in Kb are transformed by formal gauge rota
tions about the ~k (b) axis. Thus, we may define two genera
tors of SU(2), denoted A and B as in formulas (3): 
A = ~da)1"k' which is the generator of formal gauge rota
tions about the ~k(a) axis; and B = ~db )1"k' which is the 
generator of formal gauge rotations about the ~k(b) axis. 
The Hilbert space Ka is invariant under the formal gauge 
rotations [about the ~ k (a) axis] generated by the generator A; 
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whereas Kb is invariant under B. Ordinary multiplication 
by complex scalars, however, is the neutral U( I) gauge action 
which does not leave Ka and Kb invariant. Therefore, 
complex scalar multiplication for the Hilbert spaces 
Ka and Kb must differ from ordinary complex scalar mul
tiplication. Indeed, let c = s + it be a complex number, then 

c· lJIa = (sI + itA ) lJIa , c· IJIb = (sI + itB )lJIb (C6) 

defines the scalar multiplications for the Hilbert spaces 
Ka and K b. For example, if the scalar c = s is real, then 
s· lJIa = slJl, i.e., Ka is a vector space over the reals in the 
usual way. However,ifc = eillisaphasor, then from (C6), the 
scalar multiplication 

eill • lJIa = eiAlIlJla 

acts by a formal gauge rotation about the ~ da) axis, which as 
we have seen leaves Ka invariant. Whereas, ordinary com
plex scalar multiplication by eill will not map solutions in Ka 
to other solutions in Ka. 

One may show then that with the scalar multiplications 
on Ka and Kb defined by (C6), the inner product (CI) satis
fies the usual axioms of invariant Hermitian bilinear forms 
from Ka XKb into C. 

Lemma: The inner product ( , ) defined in (I) satisfies 
the following: (a) ( , ) is a Hermitian bilinear form on 
Ka XKb; (b) if R is a gauge transformation in SU(2) (i.e., a 
formal gauge rotation), then 

(R IJI;', R lJIa ) = (IJI;', lJIa), 

(c) if eix denotes a neutral U(l) gauge transformation, then 

(eiXIJI;', eiXlJla) = (IJI;', lJIa). 

IP. Reifter, "A vector model for electroweak interactions," J. Math. Phys. 
26,542 (1985). A partial summary is given in Appendix A. 

2If t = (tl' t2) E C 2 is a spinor, its conjugate is defined by t * = (t2' - tl)' 
Note that t = - t * *, so that the conjugation operation has an inverse. 

3The scalar p is uniquely defined by setting p = (FIX F 2 0 F 3)1 A, where 
Fj oFk =)..OJ,' 

4See Ref. 1. See also, F. Reifter, "A vector wave equation for Neutrinos," J. 
Math. Phys. 25, 1088 (1984). 

s¢Js, which multiplies the mass term, is an addition to the model previously 
presented to make both the wave equation and Lagrangian invariant un
der neutral gauge transformations. (See Appendix A.) 

6Reference 1, Sec. I, Eq. (8). See also Appendix A. 
7Reference 1, Sec. I, Eq. (3). 
8K. Huang, Quarks, Leptons, and Gauge Fields (World Scientific, Singa
pore, 1982), p. 109. 

9Jne symbols e, v, u, and d denote the electron, neutrino, up, and down 
quarks. Their antiparticles are denoted bye, ii, u, and d. 

IOSee Ref. 1. See also (1) and (2) in Sec. IV. 
IISee Appendix A. 
12See Ref. 8, p. 84. 
131. Aitchison and A. Hey, Gauge Theories in Particle Physics (Adam Hilger, 

Bristol, Great Britain, 1983), p. 115. 
14See Ref. 13, p. 244. 
ISSee Appendix A. 
16See Ref. 13, p. 252. 
I7W. M. Gibson and B. R. Pollard, Symmetry Principles in Elementary Par

ticle Physics (Cambridge U.P., New York, 1980), pp. 29~294. 
18C. Quigg, Gauge Theories of the Strong, Weak, and Electromagnetic Inter

actions (Benjamin, Reading, MA, 1983), p. 150. 
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The boson basis for the fermion shell-model problem has been realized over a representation space 
V .. (n _ 1)/2 of the unitary group U(n(n - 1 )12). A contraction of this space was found to yield the 
generator algebra ofU(n). Based on this result it is shown that the transformations induced by the 
Dyson-mapped boson Hamiltonian on the Dyson boson basis are identical to the corresponding 
transformations by the fermion Hamiltonian on the shell-model basis. 

I. INTRODUCTION 

Group theoretic approaches to physical problems de
pend mainly on the fact that the Hamiltonian of the system 
can be expressed as a polynomial in the generators of the 
invariance group of the Hamiltonian. This is exemplified. for 
example. by the many recent unitary group approaches 
(UGA) to single-particle shell-model studies in atoms. 1 mol
ecules.2

,3 and nuclei. 4 In recent years many nuclear structure 
studies have been undertaken in which a bosonlike character 
has been attributed to paired fermion states5

-8 through a 
suitable mapping procedure. The need for such a mapping 
arises because of the fact that the paired fermion creation 
c/ c t and destruction c/c j operators do not exhibit a boson
like character but are particle nonconserving operators of 
the rotation group SO(2n). Both unitary5,9 and nonunitary6,9 
mappings have been used. The unitary mappings are infinite 
boson expansions while nonunitary mappings are finite ones. 
The nonunitary mapping ofbifermion operators is achieved 
through the generalized Dyson boson mapping (DBM).6 

Hence this mapping leads to a nonunitary basis and does not 
retain the Hermiticity properties of the original fermion 
problem. This then raises the question whether a breakdown 
of the unitary symmetry of the system has taken place during 
the mapping or whether this aspect is contained in the for
mulation based on the use of unitary group generators. We 
have attempted to analyze this problem in the present note. 
starting with a group U(n(n - 1)/2) defined over a basis set 
of n(n - 1)12 skew-symmetric second-rank boson operators. 
A contraction of the generators of this group is found to yield 
the Lie algebra ofU(n). Using these operators and the boson 
operator realization of the antisymmetrized physical states. 
it is shown that the effects of these generators on the states 
are identical to the ones obtained using DBM. It has also 
been shown that the DBM matrix elements of the boson
mapped Hamiltonian (Ho) are identical. to within a multi
plicative factor. to the corresponding matrix elements of the 
fermion Hamiltonian (HF ). This multiplicative factor has 
been found 10,11 to depend solely on the prescription used for 
normalizing the basis states. The present studies along with 
the normalization prescription have been found identical to 
solving the original shell-model problem. 

The general algebra of the method is developed in Sec. 
II and a brief discussion is presented in Sec. III. 

II. BOSON OPERATOR METHOD AND THE UNITARY 
GROUP 

Consider the ordered set of n(n - 1 )/2 second-rank ten
sors defined as 

{t!J/j;t!J/j = -t!Jj/li.j= I ..... n}. 

spanning the space V .. (n _ 1)/2 and admitting the metric 

(t!J/jlt!Jpq) =..::1/P;jq' 
where 

..::1/P;jq = tJ/ptJ jq - tJ/qtJ jp' 

We now realize this tensor basis as 

It!Jij) =B S 10). 

where 

(1) 

(2) 

(3) 

{B/j.BS.Bij= -Bj /. BS = -Bj;. li.j=I ..... n} 

are simple boson operators satisfying 

[B/j.Bpq] = [BS.B~] =0. 

[B/j• B ~ ] = ..::1/P;jq. 

subject to 

Bij 10) = (OIB S = O. 

(4) 

(5) 

(6) 

(7) 

Using this realization it is now possible to define a set of shift 
operators on V .. ( .. _ 1)/2 as 

E/j;pq = B;j Bpq. (8) 

Using the commutation relations ofEqs. (5) and (6) it readily 
follows that 

(9) 

so that they act as shift operators on V .. (n _ 1)/2' It can also be 
seen that these operators define a Lie algebra ofU(n(n - 1)1 
2) since 

and 

(11) 

Consider now the rth-rank tensor space V .. ( .. _ 1)/2 ® r 

spanned by 
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{ ""N"""NIl ••• ""Nn_In 
'f' 12 'f' ~IJ 'f' n - I n 

=(B 11 )N" ••• (B n+-I n(n-InIO)}, 
where 

(12) 

(13) 

In view of Eq. (9) we find that only double excitations are 
permitted on this space of rth-rank products in which an 
index pair (pq) (for Npq #0) is replaced symmetrically by an
other pair (i J)' Since configurations differing by single-index 
permutations such as B ;j B ~ ++ B it B j: cannot be related 
by these generators, the only representation possible on this 
space is the totally symmetric one, which is of rank r in these 
boson operators. This representation is possible because the 
monomials defined by Eq. (12) are completely symmetric 
under all interchanges of paired indices. The above group 
space is too large and irreducible to be of any practical uti
lity.1t is thus necessary to use a subgroup restriction to U(n) 
in order to be able to reduce this space further. We define this 
restriction through the n2 generators {Eij li,j = 1, ... ,n) of 
U(n) defined using Eq. (8) as 

n n 

Eij = L Eip;jp = L Bit B jp . (14) 
p=1 p=1 

Combining the results ofEqs. (to) and (14) now leads to 

[Eij> Epq] = {j jpEiq - {jiqEpj . (15) 

We also find that 

(16) 

ThusEij ofEq. (14) define a Lie algebra ofU(n). Their action 
on the space Vn(n _ 1)12 follows readily on using the commuta
tion relations of the boson operators as 

[Eij,Bptl = {jjpB i: + {jjqBit· (17) 

For all n > 3, Eq. (14) defines a nontrivial restriction of 
U(n(n - 1)/2) to the subgroup U(n). A consequence of this 
brought out by Eq. (17) is that all tensor monomials of the set 
defined by Eq. (12) and differing by a single index interpair 
permutation can now be linked using the generators Eij' 
Thus, for example, we have 

E13B I1B 3410) = - E13B 14B 2110) = B I1B 14 10), 

where the antisymmetry and the boson character of the B + 's 
have been used to obtain the above result. Thus, if we consid
er a subset of distinct boson monomials of Eq. (12) differing 
from each other by single index interpair permutations of 
indices, they could also be linked through the action of poly
nomials of the generators Eij ofU(n). This distinct subset is 
generated by applying the permutationsP e S 2, IS, ® (S2)' of 
S 2, with respect to the subgroup of symmetric interpair in
terchanges (due to the boson character) and antisymmetric 
intrapair interchanges (due to skew symmetry) ofthe defin
ing boson operators. This implies that linear combinations of 
such monomials have to be chosen spanning irreducible sub
spaces under U(n). A first step in this process of reduction is 
to define a reference monomial among the set related by 
single index interpair permutations. This is done by intro
ducing an ordering on the monomials of Eq. (12) by assum-
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ing that, for any index pairs a = (ij), /3 = (pq) such that i <j 
and p < q, respectively, we have 

a </3, for all i <p, 

a </3, for all i = p, ifj < q. 

Using the above ordering and neglecting explicit mention of 
all those index pairs a for which No = Owe reexpress Eq. 
(12) as 

Vn(n _ 1)12 ® '; { I t/J :~,t/J :;, ••• t/J :'a,) 

=(B a~ (a'(B:' (a, ... (B a~ (a'IO)I, 

... , (i,j,)e(l, 2, ... ,n); ~Nak = + (18) 

For a given distribution of Na the above sets are chosen as 
the linearly independent ones among those related by the set 
of coset permutations PeS 2JS, ® (S2)' . A reduction of ten
sor spaces into irreducible subspaces [A ]=[,.1.1,.1.2 •• 'An ] of 
U(n) using symmetrized Wigner operators of the permuta
tion group is a well-studied problem. 12.13 We can adapt the 
same procedure to the monomials ofEq. (18) to obtain the 
basis spanning the irreducible representations ofU(n). In the 
present context we restrict ourselves to a system of 2r identi
cal fermions so that we need only generate a totally antisym
metric representation of the group. This can be done by ap
plying the antisymmetrizer 

A = (l/~(2r)!) L (- Y'P (19) 
PeS2,. 

on all possible index locations in the monomials on the right 
of Eq. (18). In view of the antisymmetric nature of the boson 
operators we need only apply the normalized form 

A = ~2'r!/(2r)! L ( - )PP (20) 
IPE S2,.1S, .. (S,)'J 

to the monomials on the right side of Eq. (18) in order to 
generate antisymmetric linear combinations. It is to be noted 
that if any Naj > 1 in Eq. (18), the antisymmetrizer annihi
lates the monomial. This follows since any such pair of in
dices implies symmetry while the antisymmetrizer is totally 
antisymmetric under all index location permutations. Thus, 
only Naj = 1 is allowed for all a i and, in addition, no two 

distinct pairs ak = (ik,jk) and am = (im' jm) can have any 
common index. The possible linearly independent configu
rations as restricted above can be visualized using the exam
ple n = 5, r = 2, for which (a l ) = (12) => (a2) = (34), (35), 
(45); (ad = (13) => (a2 ) = (45); and (a l ) = (23) => (a2 ) = (45). 
Starting with these (~)Ir monomials, which are not related 
by any interpair or intrapair permutations, and applying A as 
defined in Eq. (20) to them we can readily generate a com
plete set of paired boson states. In applying A to those mono
mials, it is convenient to use a form for this operator ex
pressed in terms of products of transpositions as 

Gambhir et at 2068 



                                                                                                                                    

,-I 

A= ll(2r-2k+l)-1/2 
k=1 

x {Uk,jk) - ~t~ [Uk' im+ I) + Uk,jm+ I)]}' 
(21) 

whereUk,jd = e for all k = 1, ... , r. As an illustration of this 
I 

We now consider the effect ofEij as defined by Eq. (14) on 
the antisymmetrized states obtained from Eq. (18) by apply
ing the normalized operator of Eq. (21). Such an operator 
only permutes the index locations of a given set ik,jk 
(k = 1, ... ,r) whereas Eij replaces aj = im orjm by a corre
sponding i = im orjm at the same location and with the same 
sign. This follows from the result ofEq. (17). Hence Eij is just 
a replacement operator which does not disturb the ordering 
in the set and commutes with A. This can be readily illustrat
ed using a simple example of EI~ B I-t;.B 3110). We have 

AB I-t;.B 3110) = (lI~)(B I-t;.B 31 - B 11B 21 

+ B 11B 21 )10) 

so that 

EI~B I-t;.B 3110) = (lI~)(B I-t;.B 3i - B 11B 2i 

+B liB 21)10) 

= (11~)( -B I-t;.B 11 +B 11B 1-t;.)10) 

and 

=0 

AEI4B I-t;.B 3110) = -AB I-t;.B 1110) 

=AB liB 2110) = O. 

One of the important consequences of this commutati
vity of the unitary group generators with the antisymme
trizer is that these generators either map the physical space 
of antisymmetric tensors into itself or annihilate it. 

It has been shown by earlier workers6
•
8 that the anti

symmetric combinations of boson operator states obtained 
as above are, in fact, the DBM states 

B +. B + . ... B ·+·10) 
'Ill '212 ,,.},. 

= AB .+. B .+. • •• B .+. 10), (22) 
'tll '212 I,.),. 

where a normalized form results on the right side of Eq. (22) 
if the A ofEq. (21) is used. The modified boson operators on 
the left side ofEq. (22) are defined as 

BS =BS - 'LBiJB j;Bpq (23) 
P.q 

and 
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form of the operator consider the case r = 3, for which Eq. 
(21) reduces to 

A = (lIJ5.3He - UI' i2) - UI' i3) - UI,j2) 
- UI,j3)] [e - U2, i3) - U2,j3)]' 

This operator acting on B iJ,B i~2B i-:J, 10) can be readily 
shown to yield a 15-term normalized antisymmetrized linear 
combination as 

(24) 

wheretheB + andBontherightsidesofEqs. (23) and (24) are 
ordinary boson operators satisfying Eqs. (4H7). The Dyson 
mapping from the bifermion to the boson space is generated 
using6.8 

+ + B-+ B ai aj - ij' aia j - ij' 

a/aj-'LBi;Bjp , 
p 

(25) 

where {a/ , ai Ii = 1, ... ,n} are the usual shell-model fermion 
creation and destruction operators. The mapping ofEq. (25) 
implies that a/ a j _Eij, defined by Eq. (14) so that the one
body term of the Hamiltonian 

HI = 'L!ijai+ a j = 'LhjEij (26) 
i,j i.j 

is not affected so far as its Hermiticity, etc., are concerned by 
this mapping. We thus need to consider only the two-body 
term in the Hamiltonian which can be expressed in terms of 
shell-model fermion operators as 

(27) 

where V(iJl;lkl) is defined over antisymmetrized pair orbitals 

<Pij = 1I{2 (<Pi<P j - <P j<Pi)' etc. Using the anticommutation 
relations of the fermion operators we can readily establish 
the resu1t4 

(28) 

where the fermion operator realization of the generators 

(29) 

ofU(n) has been used. Since the elements of a Lie algebra are 
independent of their mode of realization, we use the defini
tion ofEq. (14) to reexpress Eq. (28) as 
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1 
Hn = -2 L L Vi;Jl;(kl) 

i<j k<1 

X{ LB;-:BkpB ;B1q -6jk LB;-:Blp}, 
p.q p 

(30) 

Using the commutation relations of Eq. (6), the right 
side of Eq. (30) can be transformed into 

1 
Hn = -2 L L Vi;Jl;(kl) 

i<j k<1 

X(B;jBkl + LB;-:B ; BkPB1q ) 
P.q 

=H:I +Hil' 

We now consider the effect of 

(31) 

HiI = ~ L L Viij);(kl) LB;-: B j: BkpB1q (32) 
2 ;<jkd P.q 

on the Dyson mapped ket ofEq. (22). The presence of BkpB1q 
on the right side of Eq. (32) and the result of Eq. (17) ensure 
that all terms in the multiple summations yield zero when 
acting on the state defined by Eq. (22), except those for which 
minimally k,p, I, q E {ik,jk I k = 1, ... ,r}. Neglecting those 
terms in the summations ofEq. (32) for which this does not 
happen, the antisymmetrizer ensures that one term exists in 
the linear combinations on the right ofEq. (22) with B k~B I: 
occurring in it with the signature ( - t. If this occurs, the 
antisymmetrizer ensures also that there is another term in 
the linear combination on the right side of Eq. (22) with 
B ki B ~ occurring in it with the signature - ( - (. This 
change of sign occurs since B k~ B I: and B ki B ~ just differ 
by an index location transposition. Thus, insofar as the 
transformations induced by Hil of Eq. (32) acting on the 
states ofEq. (22) are concerned, we have the result 

This result combined with that ofEq. (31) leads to 

HII(B.+ ... B.+ )10) 
'Ill '"i,. 

= ~ ~. Vi;J1;(kl) [B;j - LB;-: B j: Bpq] 
2 I<J P.q 

k<1 
XBw4 (B iJ, ... B ;~)IO) 

1 -
= '2 ~. Vi;Jl;(kl) B;t Bkl 

I<J 

x (B .+'. ... B.+'. ) 10 
'Ill ',.},. 

=HII(B + . ... B +. )10, I,lt l,j, (34) 

where the definitions of Eqs. (22), (23), and (24) have been 
used to obtain the last equality. 

Comparing the results ofEqs. (28) and (34) we thus find 
the equivalence 
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HilA (B.+ ... B.+' )10) 
'Ill I,.),. 

= HII(B + .... B +. )10) 'll. ',.l,. 
= HilA (B.+ ..• B .+ )10 

'.11 'I'll" (35) 

for the two-body part of H. The difference between the left 
and right sides of Eq. (35) is that H jt = H n , whereas 
HIt ¥=Hn· Also, Hn being defined in terms of E;j com
mutes with every permutation P E S2r, whereas Hn does not. 
The need to use expanded forms of B +. operators could be a 
disadvantage when the number of pairs is large. This aspect 
of non commutativity and the identity ofEq. (35) can be read
ily illustrated using a simple example of two boson states. 
Let 

B liB 3110) = (1/~)(B liB 31 -B I1B 21 

+ B I1B 21)10). (36) 

For a particular term of H n , say, 

VS6;(13)B S~B13 

= ViS6);(13)(Bs~ - LBs~B~Bpq)BI3' (37) 
P.q 

we have 

ViS6); (13)B S~B13 (B Ii B 31 )10) 

=_1_ ViS6);(13)(Bs~ - LBs;B~Bpq) 
~ P.q 

XB13(BI1B31-BI1B21 +B I1B 21)IO) 

= - ViS6); (13)B 21B s~ 10). (38) 

On the other hand, the Hermitian form ofEq. (28) leads to 

Hn B liB 3110) = ViS6);(13)EsI E63 A B liB 3110) 

= ViS6); (13)AB s1 B ~ 10) 

= - ViS6);(13) AB 21B s~ 10). (39) 

III. DISCUSSION AND CONCLUSION 

The main content of the analysis presented in Sec. II is 
the restriction of the group U(n(n - 1)/2) defined on the 
symmetric representation space of Vn(n _ 1)/2 ® r to yield the 
representations (A.) of U(n). The representation (1 2P 

on - 2
p

) of U(n) was used to generate the antisymmetric 
physical boson states of rank p. The fermion Hamiltonian of 
Eq. (27) was then expressed in the conventional manner in 
terms of generators ofU(n) as in Eq. (28). Reexpressing this 
Hamiltonian in terms of the boson operators, it was found 
that, insofar as its action on physical states was concerned, it 
was identical to the action of the DBM Hamiltonian. This 
result is of considerable importance since it provides corre
spondence between fermion and DBM Hamiltonian matrix 
elements with the corresponding boson states. This can be 
readily demonstrated as follows. 

Consider the DBM biorthonormal basis states Ii) and 
UI defined as 

Ii) = N;N; IAI/I;(B +')), (40) 

(il = N; (1/1; (B )1, (41) 

where 1/1; (B), 1/1; (B +.) are polynomials in Band B +. , respec-
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tively, and N j and Nj are normalization constants such that 

(Nj )2(Al/lj IAl/lj ) = 1 (42) 

and 

VI = (Nj(l/Ij IAl/lj))-1/2(l/Ij I· 

These results lead to 

(ilHo 1;1 = (NjINj(l/Ij IAl/lj}(l/Ij IAl/ljW/2 

x(l/Ij IHo IA"I/Ij ) 
- -. J J . J J 1/2 

= (N / Nj (J'll/Ij IJ'lI/I;)(J'lI/I j IJ'lI/I j )) 

X (Al/lj IHF IAl/lj)' 

(43) 

(44) 

(45) 

(46) 

where we have replaced Al/lj by A" 21/1j using the essential 
idempotency of A and used the commutativity of H with all 
PES 2r' A similar procedure also yields 

(19UIHo Ii) = (N;!Nj(l/Ij IAl/lj}(l/Ij IAl/ljW/2 

X (I/Ij IHo IA 1/1;) 
- - . J J J J 1/2 = (N;! N j (J'll/Ij IJ'lI/I;)(J'lI/I j IJ'lI/I j )) 

X (Al/lj IHF IAl/lj ). (47) 

It is to be noted that the normalization condition (iii) = 1 is 
preserved even if one multiplies Ii) by rj and (il by 1/rj' This 
r ambiguity in the normalization of the DBM basis states 
may yield different off-diagonal matrix elements of the Ha
miltonian depending upon the choice of r. This ambiguity 
can amicably be resolved by using the Hermitization proce
dure of Gambhir and Basavaraju (GB)IO also advocated re
cently by other authors. II The GB procedure yields a Hermi
tian matrix h through 

2071 J. Math. Phys., Vol. 26, No.8, August 1985 

h jj = ((ilHo 1;IUIHo Ii)) 1/2. 

The results ofEqs. (46) and (47) yield 

hij = ((A I/Ij IA I/Ij}(A I/Ij IA 1/1 j ))-1/2 

X (Al/lj IHo IAl/lj ). 

(48) 

(49) 

For the present problem the matrix h as seen from Eq. (48) is 
identical to the corresponding Hamiltonian matrix of the 
original fermion problem. Therefore, DBM along with the 
GB hermitization procedure is identical to solving the origi
nal shell-model problem in fermion space. These observa
tions are consistent with the earlier investigations,6.7.9 
though here it is made explicitly transparent and in addition 
gives a deeper insight into the understanding of this problem. 
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The electrohydrodynamic stability of two cylindrical interfaces influenced by a periodic 
tangential field is studied. The model allows for general forms of deformations of the interfaces. 
Two simultaneous ordinary differential equations of the Mathieu type are obtained. The coupled 
equations are solved by the method of multiple scales and stability conditions are discussed. It is 
found that the constant tangential field has a stabilizing effect while the tangential periodic field 
has a stabilizing influence except at resonance points. Graphs are drawn to illustrate the 
resonance regions in a parameter space. It is also found that the thickness of the jet plays a role in 
the stability criterion. The frequency of the modulated field can be used to control the position of 
the resonance regions. The special cases of large modulation and small modulation are also 
examined. It is found that for large modulation the electric field exhibits an enhanced 
destabilizing influence. 

I. INTRODUCTION 

The stability of jets was the concern of many investiga
tors in fluid mechanics. Early experiments by Bassat l and 
theoretical analysis by Rayleigh2 showed that the jet breaks 
up for deformations having x less than unity (x = ka, k being 
the wave number and a the radius of the jet). If the fluid is 
bounded by two cylindrical interfaces with radii a,b (a < b), 
then the fluid is again stable if both ka,kb are greater than 
unity3 and thus Rayleigh's criterion for a single interface is 
still true for two cylindrical interfaces. 

It was shown by Nayyar and Murty4 that the inclusion 
of a constant axial electric field improves the stability of a jet. 
For a suitable choice of the electric field, the insulating jet 
can be stable for x < 1. 

The effect of a tangential periodic field was examined by 
Mohamed and Nayyar.5 They introduced an axial periodic 
field to the jet and found that although the jet may be stable 
for x < 1, it may be unstable at some values of x> 1 when the 
system is brought to a state of resonance. The studies were 
later carried out to two concentric cylindrical surfaces 
bounding the fluid. It was found that the constant axial elec
tric field leads to a stable state for some values of ka and kb 
less than unity. 6 

In this work, we extend our previous studies to examine 
the stability of two cylindrical interfaces separating dielec
tric fluids which are acted upon by a periodic field. 

II. THE SYSTEM IN EQUILIBRIUM STATE 

The system considered here consists of three infinite 
homogeneous dielectric inviscid fluids of densities Pi> Pbe' 
and Po and dielectric constants ~, ~, and E", where the sub
scripts or superscripts i, be, and 0 refer to quantities inside 
the inner cylinder, between the two cylinders, and outside 
the outer cylinder. The three fluids are separated by two 
coaxial cylindrical interfaces whose radii are r = a and 

0) Present address: Department of Mathematics, Faculty of Science, Univer
sity of Qatar, POB 2713, Doha, Qatar. 

r = b. No volume charges are assumed to be present in the 
bulk of the fluids. Also, because of the continuity of the elec
tric field, no surface charges are present at the interfaces in 
the equilibrium state and will therefore vanish during the 
perturbation.7 In order to produce a parametric excitation in 
this system, we superimpose a modulated electric field 
(E * cos wt ) in thez direction on the already existing constant 
field Eo . It is also assumed that the axis of the cylinder is the z 
axis [using the cylindrical polar coordinates (r,e,z)]. We as
sume that the quasistatic approximationS is valid for the 
problem and hence the electric field can be determined from 
a scalar function t/J. 

In each of the fluids, the equations governing the mo
tion ares 

V-EE =0, (1) 

V AE =0, (2) 

P [~ + (V-V)V] = - VII, (3) 

and 

V-V =0, (4) 

where II = P - (E/2)E 2, Pis the hydrostatic pressure, Eis the 
permittivity, E is the electric field, and V is the fluid velocity. 

III. PERTURBATION EQUATIONS 
Consider the effect of small wave disturbances to the 

interfaces r = a and r = b, propagating in the positive z di
rection. The surfaces deflections are assumed to be of the 
form 

rQ = a + YI(t )exp[i(kz + me)], 

(5) 
rb = b + Y2(t )exp[i(kz + me )], 

where YI(t) and Y2(t) are arbitrary functions of time which 
determine the behavior of the amplitude of the disturbances 
of the interfaces and k is the wave number and is assumed to 
be positive. 
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For a small departure from the equilibrium state, the 
quantities E, V, andll receive the increments E I, V I' and III 
to yield 

E=Eo+EI' V=VO+VI, ll=llo+lll' 

The subscript "0" refers to quantities in the equilibrium 
state. The linearization of Eqs. (1 H4) leads to the following: 

V2t/J1 =0, 

EI= -Vt/JI' 
(6) 

where 
V2ll1 =0. (7) 

As a result of the perturbation t/JI and lll' in view of the 
dependence given by Eq. (5) may have the form 

<p \j) = ~ U1(r,t )exp[i(kz + mO)], (8) 

II \J1 = it (j)(r,t )exp [i(kz + mO )], 

j = i, be, o. (9) 
Substituting from Eqs. (8) and (9) into Eqs. (6) and (7), the 
solutions of the resulting differential equations are 

t/J~=A1m(kr)exp[i(kz+mO)], r<a, (10) 

t/J~= [C1m(kr)+DKm(kr)]exp[i(kz+mO)], a<r<b, 
(11) 

t/J~ = BKm(kr)exp[i(kz + mO)], r>b, (12) 

and 

ll~ = F(t)/m(kr)exp[i(kz + mO I], r<a, (13) 

ll~ = [G(t)/m(kr) + H(t)Km(kr)]exp[i(kz + mO I], 
a<r<b (14) 

ll~ =M(t)/m(kr)exp[i(kz+mO)], r>b, (15) 

where 1m and Km are modified Bessel functions, A, B, C, D, 
F, G, H, and M are time-dependent constants which are to be 
evaluated by making use of the appropriate boundary condi
tions, and the overdot denotes the time derivative. 

Substituting from Eqs. (13 HIS) into the rth component 
of the linearized equation of motion, and integrating with 
respect to time, we get 

pj V~ = -kF(t)/:,,(kr)exp[i(kz+mO)], r<a, (16) 

Pbe V~ = - k [G(t)/:"(kr) + H(t)K:,,(kr)] 

xexp[i(kz+mO)], a<r<b, (17) 

Po V~ = -kM(t)K:,,(kr)exp[i(kz+mO)], r>b, (18) 

where VI stands now for the radial velocity and the prime 
denotes differentiation with respect to the argument. 

IV. BOUNDARY CONDITIONS 

The determination of A, B, C, D, F, G, H, and M can be 
obtained by applying the following boundary conditions. 

(i) The electric potential t/J is continuous at the interfaces 

ra =a+YI(t)exp[i(kz+mO)], 

rb = b + Y2(t)exp[i(kz + mO)]. 

(ii) The normal electric displacement is continuous 
across the interfaces. 

(iii) The surface displacements at the perturbed inter-
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faces ra and rb should be uniquely determined by the equa
tions of motion. 

(iv) The normal component of the stress tensor llij 
should be discontinuous at the interfaces by the surface ten· 
sion, where 

llij = - (ll + (E/2)Ek Edl)ij + EEj Ej • 

Applying the above boundary conditions and using the 
properties of the Bessel functions,9 we find after some 
lengthy but straightforward calculations that Y I and Y 2 must 
be governed by the following coupled equations: 

YI + [a l +4bl(Eo +E*coswtf]YI 

+ [a2 + 4b2(Eo + E * cos wt )2] Y2 = 0, (19) 

Y2+ [a3+4b3(Eo +E*coswt)2]Y2 

+ [a4 + 4b4(Eo + E* coswt)2]YI = 0, (20) 

where the af _ and bfs are constants given in Appendix A. 
The solutions of the simultaneous differential equations 

(19) and (20) determine the behavior of the amplitUdes of the 
disturbances of the interfaces. Therefore the stability discus
sion will be based on the study of these two equations. 
V. STABILITY ANALYSIS 

The case where E *-+0 corresponds to the case of a con
stant axial electric field which has been extensively discussed 
elsewhere3 and will not be discussed here. 

Although the solutions and the properties of a single 
Mathieu equation are well known, 10 there is no general ana
lytical available solution of coupled Mathieu equations (19) 
and (20). Therefore we shall discuss the stability of the sys
tem by using an asymptotic expansion treatment. The meth
od of multiple scales has been successfully used to treat simi
lar systemsll,I2 and it will be adopted here to study the 
stabilities of the system. In order to apply the method of 
mUltiple scales, we shall make use of a smallness parameter 
I). The definition of I) depends on which case of interest is 
required. For the general case when Eo and E * are of the 
same weight, we define I) such that 

Eo=~e and E* =~ e, 

where e, e are the magnitudes of the electric fields Eo, E *, 
respectively, and I) is small dimensionless parameter. Thus 

(Eo + E * cos wt)2 = I)(e + e cos wt )2, 
and therefore Eqs. (19) and (20) become 

YI + [a l +~bl(e+ecoswt)2]YI 

+ [a2 + ~b2(e + e cos wt )2]Y2 = 0, 

Y2 + [a3 + ~b3(e + e cos wt )2]Y2 

+ [a4 + ~b4(e + e cos wt )2]YI = O. 

(21) 

(22) 

According to the Floquet theory of linear differential 
equations with periodic coefficients lO the w-I) plane is divid
ed into regions of stability and instability which are separat
ed by transition curves along which Yj(t) is periodic with a 
period of either II or 2ll (see Refs. 10 and 11). 

VI. STABILITY OF THE GENERAL CASE 

We seek a uniformly first-order expansion of the solu
tion ofEqs. (21) and (22) for a small dimensionless parameter 
I) in the form 
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rj = rp(To.T.) + 8rJ. (To.T.) + .... j = 1.2. 

where To and T. are time scales variables defined as 

(23) 

To = t and T. = &. 

Substituting from Eqs. (23) into Eqs. (21) and (22). trans
forming the derivatives. and equating coefficients of like 
powers of 8. we obtain. for order 8 o. 

a 
D.= • 

J aT 
J 

(24) 

(25) 

and for order 8 •• 

D~ rll + a. rll + a2 r2J 

= - 2DoD. rIO - 4(b. rIO + b2 r20)(e + e cos WTO)2. 

(26) 

= - 2DoD. r20 - 4(b4 rIO + b3 r20)(e + e cos wTof 

(27) 

The solutions ofEqs. (24) and (25) may be represented in 
the form 

rlO=a~j(T.)exp[iwjTo] +c.c .• j= 1.2. (28) 

r2o=(wJ-a.)Aj(T.)exp[iwjTo] +c.c .• j= 1.2. (29) 

where c.c. represents the complex conjugate ofthe preceding 
terms. A.(T.). A2(T.) are unknown complex functions. and 
each of W. and W 2 satisfies the following equation: 

(30) 

which is a quadratic equation in (w~) having the real distinct 
roots (see Appendix B) wi and w~ (wi > w~) and they are 
given by 

Wt2 =H(a. +a3)± [(a.-a3 f+4a2a4 ]·/21· (31) 

It is easy to show that if wr and w~ are both real and positive. 
then the system is statically stable in the absence of the elec
tric field. while if wi and w~ have different signs. this means 
that the system statically has two different modes. one stable 
and the other is unstable. i.e .• the system is unstable in the 
absence of the electric field. Again. if wi and w~ are both 
negative then the system will also be unstable in the absence 
of the electric field. 

Substituting from Eqs. (28) and (29) into Eqs. (26) and 
(27). we obtain 

D~ rll + a. rll + a2 r2. 

2074 

= - 2ia#jD.Aj exp [iwj To] - (b.a2 - b2a. + b2wJ) 

X {(2e2 + 4e2)Aj exp[ iWjTo] 

+ e2Aj(exp[ i(wj + 2w)To] 

+ exp[i(wj - w)To])l + C.c. (32) 

J. Math. Phys., Vol. 26, No.8, August 1985 

and 

D~ rn + a3 r2. + a4 rll 
= - 2iwj(w; - a.)D.Aj exp[iwjTo] 

- (b4a2 - b3a. + b3w]){ (2e2 + 4e2)Aj exp [iwj To] 

+ e2Aj(exp[i(wj + 2w)To] 

+ exp[i(wj - 2w)To]) + 4eeAj(exp[i(wj + w)To] 

+ exp[ i(wj - w)To)) I + C.c. (33) 

The analysis will be divided into two sections. In the 
first. the system is statically stable in the absence of the elec
tric field. The second section is concerned with the case 
where the system is unstable in the absence of the electric 
field. 

If wi and w~ are both real and positive we are in need to 
distinguish between several possible combinations of w. W •• 

and W2 in analyzing the particular solutions of Eqs. (33) and 
(34). These include the resonance cases and the nonreson
ance cases. 

A. The general state 

We have (1) W away from W •• W2• !(w. ± ( 2) and away 
from 2w •• 2w2• (w. ± ( 2); (2) W near W. and near 2w.; (3) W 
near W2 and near 2w2; (4) W near !(w. + ( 2) and near 
(w. + (2); and (5) W near !(w. - (2) and near (w. - (2)' 

B.Nonresonantcase 

Because Eqs. (33) and (32) are linear. we can obtain par
ticular solutions for each of the terms on the right-hand sides 
independently. To determine the solvability conditions. we 
seek particular solutions corresponding to the terms con
taining the factor exp(i Wj To) in the form 

rll = P,(T.)exp(iw,To) + Q.(T.)exp(iw2TO)' 

(34) 
r2. = P2(T.)exp(iw.To) + Q2(T.)exp(iw2T). 

Substituting from Eqs. (34) into Eqs. (32) and (33) and equat
ing the coefficients of exp(iwJ To) on both sides. using Eq. (30). 
we obtain 

D,Aj - iVj(e2 + 2e2)Aj = O. j = 1.2. 

where 

(35) 

(a2b4 + a4b2) - (a.b3 + a3b.) + (b. + b3 Jw; 
Vj = 2' (36) 

wj (2wj - a. - a3 ) 

The solution ofEq. (35) is given directly by 

(37) 

where the a j are the integration constants. Clearly the Vj are 
real and hence the system. in the case of nonresonance. is 
stable. 

Moreover. ifthe w;.j = 1.2. are real and negative. then 
the vJ are imaginary (Vj = ± iV;. V; real) and hence the two 
modes are possible. one of which has an amplitude of the 
form exp( - V;& ). which is a damped mode. while the other 
is of amplitude exp(V;&). which generates a growing unsta
ble state. The system is then unstable. 
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Again if w~ and w~ are real and have different signs (w~ 
is positive, say, and w~ is negative), then VI is real while V2 is 
imaginary, and hence VI results in a stable mode while V 2 

yields an unstable mode and the system is therefore unstable. 
The above discussion shows that if the system is stati

cally unstable in the absence ofthe electric field, it cannot be 
stabilized by a periodic field. A result proved valid for a 
single interface.13 Note that the constant tangential field 
plays a stabilizing role. 

c. Internal resonance 
(a) The case of W near 2w1. In this case we introduce a 

detuning parameter 0' defined by 

W = 2w1 + 80', 
then we write 

(w - wdTo = (W2TO + O'Td. (38) 

In this case we seek particular solutions which correspond to 
the terms containing the factor exp(iwj To) and have the form 
ofEqs. (34). Instead ofEq. (35) we get 

DIAl - iVI[(e2 + 2(2)AI + 2eeAI exp (iO'Tdl = O. (39) 

Let the solution ofEq. (39) be 

Al = (U + iV)exp(iO'TI)' (40) 

where U,Vare two real functions of T I • Substituting from 
Eq. (40) into Eq. (39) and separating the real and imaginary 
parts we obtain 

U = a exp(nTd, V = P exp(nTd, 

where a and P are constants, and n is given by 

n2 = [v l(e
2 - 2ee + 2(2) - ~] [~ - v l(e

2 + 2ee + 2(?2)] . 

(41) 

It follows that A I is bounded and hence the motion is 
bounded if, and only if, n2 ..:;;0. 

Consequently, the transition from stability to instabil
ity corresponds to 

v l (e
2 - 2ee + 2(2) - 0'/2 = 0, 

0'/2 - vI(e2 + 2ee + 2(?2) = O. 

The transition curves are given by 

W = 2w1 + 82vl(e
2 - 2ee + 2e2) + 0 W), 

W = 2w1 + 82vl(e
2 + 2ee + 2(?2) + 0 W). 

(42) 

(b) The case of W near W2' Similar arguments may be 
used when W near 2w2, W near WI and W near W2 by simply 
replacing WI by W 2• 

(c) The case of W near (WI + ( 2). We express the near
ness of W to (WI + ( 2) by introducing the detuning parameter 
0'*, that is defined by 

W = (WI + ( 2) + 80'*, 
and hence we can write 

(w - wl)To = W2TO + O'*TI, (w - ( 2)To = wlTo + O'*TI. 

(43) 

We continue to seek particular solutions ofEqs. (32) and (33) 
in a pattern similar to that applied to the case of W near 2w I' 
Therefore the details of the analysis will be eliminated. We 
finally obtain 
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Aj = ± Pjs exp ;(!!.... + Ao.)TI' j = 1,2, (44) 
s= I 2 

where the ~·s are complex constants, and each of Ao. satisfies 
the following equation: 

A~ - IIA~ + Ii = 0, (45) 
where/l and); are given in Appendix A. 

The restriction for stability implies that/l > 0, provided 
that the discriminant ofEq. (45) is positive. 

The transition curves separating stability from instabil
ity correspond toll = 0; which gives a quadratic equation in 
q* having the roots 

01,1 = H (e2 + 2(?2)(VI + v2 ) 

± [4e4JlJIL2 - (e2 + 2(?2)(VI - V2)2P/2J. (46) 

The transition curves are 

W = (WI + ( 2) + 801' + 0 W), 
(47) 

W = (WI + (2) + 801 + 0 W)· 
(d) The case of W near WI - W 2• Similar results can also 

be obtained for the case of 8 near (WI - (2) by changing the 
sign of W 2' and also for the case of W near ~(w I ± (2)' 

From the numerical calculations it is found that o1,r are 
complex conjugates and this contradicts Eqs. (47) since W, 

WI' and W 2 are real. Therefore, no transition curves can be 
obtained in the 8-lJ) plane, for the case of wS!!!!(w l ± (2)' No 
resonance modes are therefore predicted for the present 
case. 

It is well known that the system,3 in the absence ofthe 
electric field, is stable for all deformations having 
(x = ka) > 1, where k is the wave number and a is the radius 
of the jet. In what follows we discuss the stability of the 
system under a periodic electric field by drawing the transi
tion curves in the 8-k plane. 

The 8-k diagram is partitioned into two regions R and Q 
separated by the dotted line at x = 1. The region R is charac
terized by x < 1 while Q represents the region x > 1. The let
ter (S) stands for stable regions and (U) for unstable regions in 
the 8-k plane. 

Figure 1 represents the 8-k plane for a system having 
Pi = 0.001 293 glcm3,Pbe = 0.879 glcm3,po = 0.99823 gI 
cm3

, ~ = 1.000 59, ~ = 80.37, ~ = 2.284, TI = 72.75 dyn/ 
cm, T2 = 35.0 dyn/cm, a = 12.0 cm, b = 15.0 cm, W = 3.0 
Hz, e = 3.0 V /cm, and e = 2.0 V /cm. 

The system is statically stable in the absence of the elec
tric field and w~ , wi are both greater than zero for every k. 
The graph indicates stable Q regions except at W near WI' W 

near W2' W near 2w1, and W near 2w2 where the resonance 
modes exist. Thus the effect of the periodicity is to produce 
resonance (unstable) regions. The 8"" curves start from 
k = 0.485 on the k axis, the 8", start from k = 0.795, the82,w 
curves start from k = 0.3, ~d the 82"'2 curves start fro~ 
k = 0.515. The 8w{ corresponds to resonance regions for W 

near Wi' 

Near wS!!!2w1> there is a narrow unstable region. The 
region gets narrower at wS!!!2w2, but wider for WS!!!W I. The 
last two regions intersect to form a bigger region of instabil
ity. The combined region resulting from the intersection rep
resents the most dangerous modes of instability over a rela-
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FIG. 1. For a system having P, = 0.001 293 glem3

, P .. = 0.879 glem3
, Po = 0.996 23 glem3

, E' = 1.000 59, €'" = 80.37, £' = 2.284, T. = 72.75 dynlem, 
T2 = 35.0 dynfem, a = 12.0 em, b = 15.0 em, {J) = 3.0 Hz, e = 3.0 V!em, and e = 2.0 V fem. (U) denotes unstable regions and (S) refer to stable regions. 

tively larger band of values of k for a given 8. The region 
corresponding to W~W2 represents a thin region ofinstabil
ity. 

Figure 2 represents the same system as in Fig. I, but 
w = 2.0 Hz. We remark that the increase of w makes the 
transition curves shift to the right. This can be used to con
trol a system at a given wave number by suitable choice of w. 

In Fig. 3 we plotted the transition curves 8"" ' 8"'2' 82"" ' 

and 82c»2 for the same system considered in Fig. 2, but here 
a = 2.0 cm and b = 3.0 cm. The 8-k plane is partitioned into 
two regions R and Q as defined earlier. 

The transition curves 8"",8"", and 82c»2 are drawn. The 
resonance regions are unstable. These regions may lie in the 
region R or Q according to the value of w. For example, if 
w = 2.0 Hz the transition curves 82c», lie in the R region (Fig. 
4). This saves an unstable region from being in the Q region. 

If w = 3.0 Hz, the curve 8 2w1 lies in both regions R and Q 
(Fig. 5). 

On the other hand, if we reduce the magnitude of the 
constant field with respect toe[e = 2.0 V fcm, e = 1.5 V fcm 
in Fig. 4,e = 2.0Vfcmande = 6.0 Vfcm in Fig. 6], keeping 
the other parameters as in Fig. I, we observe that the transi
tion curves separate unstable regions larger than that in Fig. 
1 which ensure again the stabilizing role of the constant axial 
field. 

VII. STABILITY OF THE LARGE MODULATION 

For the special case E *>Eo, we set E * = ,f8 e. Thus, 
(Eo + E * cos wt)2 becomes &2 cos2 wt, the corresponding 
coupled equations are 

YI + [a l + 48bl(e cos wt )21rl 

+ [a2 + 48b2(e cos wt flr2 = 0, (48) 

0.01 r-----.....,~~------_r,...,..-----------.....,......,.---__, 

u 

5 I ~O" 
0.005 5 

0.0025 

0.1 0.2 0.3 

FIG. 2. For the system considered in Fig. 1, but {J) = 2.0 Hz. 
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FIG. 4. A representation ofthe same system as in Fig. 2, but a = 2.0 em, b = 3.0 cm, and e = 1.5 V /cm. 
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FIG. 3. A representation of the 
same system as in Fig. I, but 
a = 2.0 cm, b = 3.0 cm, and 
DJ = 2.0 Hz. 
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FIG. 6. For the system considered in Fig. 1, but a = 2.0 em and e = 6.0 V fern. 

r2+ [a3+~b3(eCOswt)2lY2 
+ [a4 + ~b4(e cos wt )2l YI = O. (49) 

This case can be treated in the same manner as those above, 
but the resonances (instability) are here w near WI' w near (d2, 

and w near !(w l + (2)' 

Figure 7 is for the same system considered in Fig. 1 but 
with e = 0.0 V fern, e = 4.0 V fern, a = 2.0 em, and b = 3.0 
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R t~'l1ion 

u 

O.l 0.4 

Q "'9ion 

0.6 0.7 0.8 0.9 

---+-.K 

FIG. 7. For the same system in Fig. 1, but a = 2.0 em, b = 3.0 em, e = 0.0 
V fern, and e = 4.0 V fern. 
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em. The {j-k diagram is partitioned into two regions R, Q 
separated by the dotted line at k = 0.5, the R region is unsta
ble and the Q region indicates a stable region except at w ~(dl 
and W~W2 where the resonance mode exists. The resonance 
regions are plotted. The transition curves {jw, and {jw, sepa
rate the stable regions (S) from the unstable regions (U). 

Figure 8 is for the same system considered in Fig. 7, but 
here e = 2.0 V fern. 
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FIG. 8. For the same system as in Fig. 1, but a = 2.0em,b = 3.0em,e = 0.0 
V fern, and e = 2.0 V fern. 
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FIG. 10. For the system considered in Fig. 9, but Eo = 3.0 V fern. 

FIG. 9. A representation of the same system as in Fig. I, but e = 0.0 V fern, 
and (j) = 8.0 Hz. Here Eo = 5.0 V fern. 

near ((j); ± (j)i), where the (j);~2 are the roots of the equation 

(j)~ - (a; + ai)ro~ + (a; ai - ai a4) = O. (53) 

If the special case of small modulation is the characteris
tic of the system, then the resonance curves for the present 
system are lJ~_." lJ2 " and lJ '+ ,only. 

VIII. STABILITY OF THE SMALL MODULATION 

This special case means that Eo >E r. We set E· = lJe 
and hence 

(Eo + E· cos (j)t )2 = E ~ + 2lJe cos (j)t. 

So, the corresponding coupled equations are reduced to 

rl + [a; + 2lJb; (e cos (j)t )]rl 
+ [ai + 2lJb i (e cos (j)t)] r2 = 0, 

r2 + [ai + 2lJb i(e cos (j)t)]r2 

+ [a4 + 2lJb 4 (e cos (j)t )] r I = 0, 

where 

(50) 

(51) 

a; = aj + 4bjE~, b; = 4Eobj , j = 1,2,3,4, (52) 

and aj, bj are as defined in Appendix A. Noting that, the 
resonance here corresponds to (j) near 2ro; , (j) near 2roi and (j) 

I 

'""1 CtJ2 OJI CQ2 

Figure 9 represents the lJ-k plane for a system having 
Pi = 0.001 293 g/cm3'Pbe = 0.998 23 g/cm3,po = 0.879 g/ 
cm3

, ~ = 1.000 59, ~ = 80.37, E" = 2.284, TI = 72.75 dynl 
cm, T2 = 35.0 dyn/cm, a = 2.0 cm, b = 3.0 cm, Eo 
= 5.0 V /cm, and (j) = 8.0 Hz. The system here is different 
from the other cases, where initially we have a constant tan
gential field and its influence is observed here when the criti
cal value for (x = ka) is less than unity. The lJ-k plane indi
cates stable regions except at (j) near 2ro; , (j) near 2roi, and (j) 
near (j); + (j)i . All the regions are very thin. This means that 
the unstable effect of the periodicity is greatly reduced. 

Figure 10 is similar to Fig. 9, but with Eo = 3.0 V /cm. 
The resonance regions for the case of large modulation are 
relatively wider than those of small modulation. This illus
trates the destabilizing role of periodicity. The role is en
hanced by the domination of the modulation term. 

APPENDIX A: THE VALUES OF THE COEFFICIENTS all bll ~ 

The values of the a/s appearing in Eqs. (19) and (20) are 

a
l 
=.IJ... (1 _ m2 _ x2 ) Pbe L '; K ;"(y) - PoKm(y}L;, a

2 
= bT; (T + m2 - 1) APbe.x, 

a2 A.K;"(y) 

TI ( 2 2 1) Pbe a4 =- x +m - --, 
a2 A.y 

where 
A = (11k L;) [p~/xy (PbeL '; K;"(y) -PoKm(y}L;) (pJm(x}L; -PbeL ';I;"(x)/(K;"(y)I;"(x)))]. 

The values of the b/s involved in Eqs. (19) and (20) are 

k {Pbe [ ..be'..be 1m (x) ..be ..be'..be b l = -- - E" to(E' - to )Km(Y) --- E~(E" - E~)(E' - to )/m(y)Km(Y)/m{x)K ;"{y) 
t/!{x,y) x y 

2079 

+ ~(~ _ ~)(E"K;"{Y)/m{Y) - EbeKm{Y)/;" (y))Km{y)/m (X)] _ (Pbe
L 

'; K;"~~7~oKm(y}L ;) 

X [~(E" - ~)(~ -~)/!.{x)Km{y)K;"{y) - ~(~ - ~)(E"K;"{Y)/m{Y) - ~Km{y)/;"(y))Km{x)/m{x) 

- ~(~ - ~)(~L ;'Km{Y) - E"L mK;" (Y))/m (x)] }A -I, 
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b2 = .p(~;) {IPbe
L

;' K:"~~~;oKmly)L:) [~I~ -E")(tKm(x)l:"(x) - ~K:,,(x)lm(x))lm(x)Km(Y) 

+ ~(t - ~)(E" - ~)Km(x)lm(x)Km(y)l:"(x) + t~(E" -~) Im(X)Km(y)] - Pbe [- E"(E" - ~)(tL mI:"(x) 
x x 

-~L;'Im(x))Km(Y) + ~(E" -~)ltKm(x)l:"lx) - ~Imlx)K:,,(x))lm(y)KmIY) 

- ~It - ~)IE" - ~)K~IY)ImIX)l:"(X)]}.d -I, 

b3 = _k_ {Pbe [_ ~IE" - ~)ltKmlx)l:"lx) - ~K:"lx)lmlx))lm(x)KmIY) 
.p(x.y) y 

+ [~It - ~)IE" - ~)Kmlx)lmlx)Kmly)l:"(x) + t~lE" -~) ImIX~mIY)] - rJmIX)L: I~:~ L;' I:" IX)) 

x [E"(~ - E")ltL mI:"lx) - ~L ;'Imlx))KmIY) + ~IE" - ~)(tKmlx)l:"lx) 

- ~Imlx)K:" (x))lm I y)Km (y) - ~It - ~)(E" - ~)K~ (y)lm (x)l :"(X)]}.d -I, 

b4 = .p(~;) {(PJmIX)L:I~:)beL;' I:" Ix)) [E"~lt _~) Kml~mIX) - ~(~ - E")lt - ~)lmly)Km(y)l:"lx)K:"IY) 

+ ~It - ~)IE"K:,,(y)lmIY) - ~Kmly)l:..(y))Km(y)lmIX)] - P; [~(E" - ~)It - ~)l~(x)Kmly)K:"(y) 

+ ~I~ - t)IE"K:"(y)lmly) - ~Kmly)l:"ly))Kmlx)lmlx) 

+ ([ t(~ - E')I~ L ;'KmIY) - E"L ;(y)K :,,(y))lm(x)]}.d -1, 
where 

and 

L m = 1m (y)Km Ix) -Imlx)KmIY), L: =I:..ly)K:"lx) -I:"lx)K:"ly), 

L;' = I:" I y)Km Ix) -Imlx)K:"(y), L;' = Im(y)K:"lx) - I:" Ix)KmIy), 

.p(x.y) = tE"I:"lx)K:"ly)L m - [E"Imlx)K:,,(y)L;' + tKm (y)l:" Ix)L ;']~ + 1m Ix)Kml y)L :(~)2. 

The values of thelj's appearing in Eq.14S) are 

It = {[O"* - v21r + 2e2)F + [0"* - vl(e
2 + 2e2)F - 2j.t1 1l2e

4
}, 

and 

h = ([O"* - vllr + 2e2)] [0"* - v21e2 + 2e2
)) - III 1l2e4

}, 

where 

Ilj = [a21b4a2 - b3al) + a3(b~1 - bla2) + b2(a la3 - a2a4) + (a2b3 - a3b2laJJ + (b la3 - b3allaJJ+ I] 

X {2a:z4'J+ I [2tvJ+1 -ala3]}-I. 

APPENDIX B: PROOF OF il)~,2 REAL 

We show that the ",t2' in Eq. (31), are real [we consider the case ofthe axisymmetric mode 1m = 0) which is the most 
unstable one]. The radical in Eq.131) is 

la l - a3)2 + 4a~4 = 0, 

by using the values of the aj's that are given in Appendix A, the above equation can be rewritten as follows: 

( 
PbeL:KI(x) +PoKoIY)L:y) [TI(I_x2)b 2]2 + 2{P~ _ [PbeL:Kllx) +PoKoly)L:y] 

Klly) T211 - y2)a2 xy Klly) 

X [p,lo(x)L:y +PbeL ;II(X)]} [TIIl-x2)b 2] + [p,lolx)L:y + PbeL ;Illx)h = 0, 
II Ix) T211 - y)a2 II Ix) 

which gives a quadratic in [TIll - x2)b 21T211 - y)2b 2], with the discriminant 

D = - (16p~/xy) {p~L °L:y + (Pbe p,L: L :yKI(y)lo(x) 

+Po p,Koly)lo(x)(L :y)2 + Po Pbe Koly)lllx)L:y L ;)IIllx)KIIY)} <0. 

Since the coefficient of [TI(1 - r)b 21T211 - yja2]2 is positive definite, the result follows. 
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Note that 

It follows directly from the above relations that 

L ~ L ~ = L 0 L ~y + l/xy. 
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ERRATA 

Erratum: A novel class of Bessel function integrals [J. Math. Phys. 25, 2933 
(1984)] 

M. L. Glasser 
Department of Mathematics and Computer Science, Clarkson College of Technology, Potsdam, New York 
13676 

(Received 29 October 1984; accepted for pUblication 16 November 1984) 

(1) a and{3 are reversed in Eq. (12). right-hand side of (20). 

(2) The exponent - 1 should be deleted from a in the second (5) "be" should be replaced by "give" on the line above (24), 
line of (17). which should read 

(3) The argument ofsi should be doubled in (18) and (19). Bo = 2[A -1 cos(U) + sitU I]. 
(4) A plus sign should be inserted between a and {3 on the 

Erratum: Triality principle and G2 group in spinor language 
[J. Math. Phys. 26,6 (1985)] 

z. Hasiewicz and A. K. Kwasniewski 
Institute of Theoretical Physics, University of wrocfaw, ul. Cybulskiego 36, 50-205 Wrocf'aw, Poland 

(Received 22 January 1985; accepted for publication 22 January 1985) 

The 12th line from the bottom, left column, p. 8 should 
read 
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