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#### Abstract

The Young supertableaux of the superunitary groups are studied. We give the conditions on the size of legal supertableaux, the type of atypicity for tensor representations which are irreducible, making the link between the Kac-Dynkin parameters and those of the supertableau. A discussion is given on nonfully reducible representations and generalized atypical supertableaux.


## I. GENERAL CONSIDERATIONS

The Young tableaux play a key role in the study of the irreducible representations of the classical Lie groups. They offer a simple graphical description of the tensor representations of these groups and, in particular, they allow a quick reduction of the product of two irreducible representations into its irreducible components. This aspect of the Young tableaux theory is particularly appreciated by physicists.

The extension of the notion of Young tableaux to $Z_{2}$ graded Lie algebras is due to Balantekin and Bars. ${ }^{1}$ These authors have defined the Young supertableaux for the superunitary and the orthosymplectic groups and they have given very elegant and compact formulas for computing characters, dimensions, and superdimensions. The important case of the superunitary groups $\mathrm{SU}(n \mid m)$ has been considered by Bars, Morel, and Ruegg ${ }^{2}$ who built the bridge between the Kac-Dynkin parameters of a representation ${ }^{3,4}$ and the supertableau parameters. In particular a complete description of the fully covariant or fully contravariant supertableaux of $\mathrm{SU}(n \mid m)$ can be found in Ref. 2. However, we know that mixed supertableaux with covariant boxes are present and the aim of our study is a complete analysis of these supertableaux. A first set of results concerning the supergroups $\mathrm{SU}(n \mid 1)$ or $\mathrm{SU}(1 \mid m)$ has already been published and we shall refer to this publication ${ }^{5}$ as I.

Before going into details let us make a comparison between the $\operatorname{SU}(n)$ and $\operatorname{SU}(n \mid m)$ cases on three specific points where the differences are nontrivial.
(1) For the unitary group $\mathrm{SU}(n)$ the covariant tensors describe all the finite-dimensional irreducible representations. Because of the unimodular character of the $\operatorname{SU}(n)$ transformations purely contravariant tensors and mixed tensors are equivalent to purely covariant ones.

For the superunitary groups $\operatorname{SU}(n \mid m)$ such an equivalence between covariant and contravariant indices is no longer true. In particular, purely covariant and purely contravariant supertensors are unrelated. In the description of irreducible representations of $\operatorname{SU}(n \mid m)$ we must use the two types of supertensors and, in addition, supertensors with both types of indices. Moreover the irreducible representations of the superunitary groups $\mathrm{SU}(n \mid m)$ cannot all be described with supertensors when $n \neq 1$ and $m \neq 1$.

[^0](2) The Young tableaux of $\operatorname{SU}(n)$ have, at most, $n$ rows of arbitrary length, the highest rank of a fully skew symmetric tensor in an $n$-dimensional vector space being precisely $n$.

The same argument cannot be used for the Young supertableaux of $\mathrm{SU}(n \mid m)$ because of the existence of bosonic and fermionic indices due to the grading of the space of representation. In fact a legal supertableau of $\mathrm{SU}(n \mid m)$ has, at most, $n$ rows and $m$ columns of arbitrary length and the precise mathematical condition is given in Sec. IV.
(3) For the unitary group $\operatorname{SU}(n)$ all the finite-dimensional representations are fully reducible and each Young tableau is associated to one irreducible representation of $\mathrm{SU}(n)$.

For the superunitary group $\operatorname{SU}(n \mid m)$ the same property extends to the typical representations, not to the atypical ones. ${ }^{3}$ There exist nonfully reducible atypical representations and some of them can be associated to generalized atypical supertableaux which are collections of atypical supertableaux which cannot be divided.

The main original results of our study are the following: (1) a definition of the degeneracy of the atypicity of an irreducible representation of $\operatorname{SU}(n \mid m)$ and of its minimal realization (Sec. II); (2) a definition of the legality of a Young supertableau of $\operatorname{SU}(n \mid m)$ and a measure of its size (Sec. III); (3) a computation of the Kac-Dynkin parameters of a supertableau of $\operatorname{SU}(n \mid m)$ (Sec. IV); (4) a relation between the size of a legal supertableau and the degeneracy of the atypicity of its highest weight (Sec. V); (5) a characterization of which irreducible representation of $\mathrm{SU}(n \mid m)$ can be represented with a legal supertableau (Sec. VI); and (6) a description of the structure of the generalized atypical supertableaux (Sec. VII).

Our results contain, in particular, those obtained by Bars, Morel, and Ruegg for purely covariant and for purely contravariant supertableaux of $\mathrm{SU}(n \mid m)$. $^{2}$

## II. KAC-DYNKIN PARAMETERS FOR SUPERUNITARY GROUPS

The graded Lie algebra of the superunitary group $\mathrm{SU}(n \mid m)$ with $n \neq m$ is simple and its Bose sector is the ordinary Lie algebra of the group $G_{0} \equiv \mathrm{SU}(n) \otimes \mathrm{SU}(m) \otimes \mathrm{U}(1)$. We have $n+m-1$ Cartan operators $H_{l}$ interpreted as follows:
$H_{1}, \ldots, H_{n-1}, \quad n-1$ Cartan generators for $\operatorname{SU}(n)$;
$H_{n+1}, \ldots, H_{n+m-1}, \quad m-1$ Cartan generators for $\mathrm{SU}(m)$.
The infinitesimal generator $Q$ of the $\mathrm{U}(1)$ part of $G_{0}$ is defined by

$$
\begin{equation*}
Q=\frac{1}{n} \sum_{i}^{n-1} s H_{s}+H_{n}-\frac{1}{m} \sum_{1}^{m-1}(m-t) H_{n+t} \tag{1}
\end{equation*}
$$

An irreducible representation of $\operatorname{SU}(n \mid m)$ is determined by $n+m-1 \mathrm{Kac}-$ Dynkin parameters $a_{l}$ which are the eigenvalues of the Cartan operators $H_{l}$ for the highest weight $\Lambda$ of the representation. This highest weight corresponds to the smallest eigenvalue of $Q$ if $n>m$ and to the largest one if $n<m$ (see Refs. 3 and 4). The following notation will be used for an irreducible representation of $\operatorname{SU}(n \mid m)$ :

$$
\Lambda \Rightarrow\left\{a_{1}, a_{2}, \ldots, a_{n-1}\left|a_{n}\right| a_{n+1}, \ldots, a_{n+m-1}\right\} .
$$

The Kac-Dynkin parameters except $a_{n}$ are non-negative integers and a priori $a_{n}$ is any real number. In the supertableau approach considered here $a_{n}$ is restricted to be an algebraic integer. ${ }^{2}$ The eigenvalue of the operator $Q$ for the highest weight $\Lambda$ is given from Eq. (1) by

$$
\begin{equation*}
Q_{\mathrm{Hw}}=\frac{1}{n} \sum_{1}^{n-1} s a_{s}+a_{n}-\frac{1}{m} \sum_{i}^{m-1}(m-t) a_{n+t} \tag{2}
\end{equation*}
$$

The highest weight $\Lambda$ of an irreducible representation of $\operatorname{SU}(n \mid m)$ is also the highest weight of an irreducible representation of the ordinary Lie group $G_{0}$. As a consequence $\Lambda$ can be described by pairs of ordinary Young tableaux $(X, Y)$ and the explicit construction of these pairs is given in Appendix A.

An irreducible representation of $\mathrm{SU}(n \mid m)$ is atypical when $a_{n}$ takes one of the values $A_{j k}$ defined by ${ }^{2,3}$

$$
\begin{equation*}
A_{j k}=\left(k+\sum_{i}^{k} a_{n+r}\right)-\left(j+\sum_{1}^{j} a_{n-r}\right), \tag{3}
\end{equation*}
$$

with $0<j<n-1$ and $0 \leqslant k \leqslant m-1$. For all the other values of $a_{n}$ the representation is typical.

Because of the positivity of the $\mathrm{SU}(n)$ and $\mathrm{SU}(m) \mathrm{Kac}-$ Dynkin parameters the discrete spectrum of the atypical values $A_{j k}$ is located within the following bounds:

$$
\begin{equation*}
-\sum_{1}^{n-1}\left(1+a_{n-r}\right) \leqslant A_{j k} \leqslant+\sum_{1}^{m-1}\left(1+a_{n+r}\right) . \tag{4}
\end{equation*}
$$

For a given set of $\mathrm{SU}(n)$ and $\mathrm{SU}(m) \mathrm{Kac}-D y n k i n$ parameters we construct the $n \times m$ tableau of the atypical values $A_{j k}$ defined in Eq. (3). The degree of degeneracy of the parameter $a_{n}, \delta\left(a_{n}\right)$, is the number of times $a_{n}$ enters in this tableau. For a typical representation $\delta\left(a_{n}\right)=0$ and for an atypical one $\delta\left(a_{n}\right) \geqslant 1$. Using again the positivity of the $\mathrm{SU}(n)$ and $\mathrm{SU}(m) \mathrm{Kac}-$ Dynkin parameters we find an upper bound for the function $\delta\left(a_{n}\right)$. Defining $L$ as the minimum of the two integers $n$ and $m$,

$$
\begin{equation*}
L=\min [n, m], \tag{5}
\end{equation*}
$$

we easily get

$$
\begin{equation*}
0 \leqslant \delta\left(a_{n}\right) \leqslant L . \tag{6}
\end{equation*}
$$

Let us consider an atypical irreducible representation with $\delta\left(a_{n}\right)=2$. By definition we have two pairs of indices $(j, k),\left(j^{\prime}, k^{\prime}\right)$, and two pairs only such that

$$
\begin{equation*}
A_{j k}=A_{j^{\prime} k^{\prime}} \tag{7}
\end{equation*}
$$

Again by positivity if $j^{\prime}>j$ then $k^{\prime}>k$ and the equality (7) implies a linear relation between $\mathrm{SU}(n)$ and $\mathrm{SU}(m) \mathrm{Kac}-$ Dynkin parameters,
$\left(j^{\prime}-j-1\right)+\sum_{j+1}^{\prime} a_{n-r}=\left(k^{\prime}-k-1\right)+\sum_{k+1}^{k^{\prime}} a_{n+r}$.
The particular solutions of this equality

$$
\begin{equation*}
\sum_{j+1}^{j} a_{n-r}=k^{\prime}-k-1, \quad \sum_{k+1}^{k^{\prime}} a_{n+r}=j^{\prime}-j-1 \tag{9}
\end{equation*}
$$

are called, by definition, minimal realizations of the degree of degeneracy $\delta\left(a_{n}\right)=2$ exhibited by Eq. (7). The solution of Eq. (9) is, in general, not unique; but we must pay attention, in solving Eqs. (9), to avoid the appearance of unwanted degeneracies.

When $\delta\left(a_{n}\right)>2$ we have $\delta-1$ linear relations of the type ( 8 ) and these relations are independent because they involve different $\mathrm{SU}(n)$ and $\mathrm{SU}(m) \mathrm{Kac}-$ Dynkin parameters. As a consequence a degree of degeneracy $\delta>2$ can equivalently be viewed as a set of $\delta-1$ degeneracies of order 2 . In particular a minimal realization of a degeneracy $\delta>2$ is nothing but a simultaneous minimal realization of $\delta-1$ degeneracies of degree 2.

The reduction of an irreducible representation of $\mathrm{SU}(n \mid m)$ with respect to the subgroup $G_{0}$ is the description of the $\mathrm{SU}(n) \otimes \mathrm{SU}(m)$ content of the various levels associated to the possible eigenvalues of the $U(1)$ operator $Q$. These levels can be labeled by a non-negative integer $v$,

$$
\begin{equation*}
O_{v}=Q_{\mathrm{Hw}}+v[1 / m-1 / n], \quad v=0,1, \ldots, v_{M} \tag{10}
\end{equation*}
$$

the maximal value $v_{M}$ is bounded by the product $n m$ and for typical representations we have $v_{M}=n m$.

For the two extreme levels $\nu=0$ and $v=v_{M}$ we have only one $\mathrm{SU}(n) \otimes \mathrm{SU}(m)$ component defining, respectively, the highest weight and the lowest weight of the considered representation. For typical representations the highest weight and the lowest weight have the same $\mathrm{SU}(n) \otimes \mathrm{SU}(m)$ component and the eigenvalues of the operator $Q$ are related by

$$
\begin{equation*}
Q_{\mathrm{LW}}=Q_{\mathrm{HW}}+n-m \tag{11}
\end{equation*}
$$

To our knowledge for an atypical representation the explicit relation between the Kac-Dynkin parameters of the highest and lowest weights and the formula giving the dimension of the representation in terms of Kac-Dynkin parameters are not known.

Two irreducible representations $R$ and $\bar{R}$ of $\operatorname{SU}(n \mid m)$ are contragradient representations if their reduction with respect to the subgroup $G_{0}$ produces contragradient $\mathrm{SU}(n) \otimes \mathrm{SU}(m)$ components with opposite eigenvalues of the operator $Q$. In particular the highest weight $\Lambda$ of $\bar{R}$ is the contragradient weight of the lowest weight $\Lambda_{0}$ of $R$. If $R$ is typical then $\bar{R}$ is also typical with a highest weight $\bar{\Lambda}$ related to $\Lambda$ by

$$
\bar{\Lambda} \Rightarrow\left\{a_{n-1}, a_{n-2}, \ldots, a_{1}\left|\bar{a}_{n}\right| a_{n+m-1}, \ldots, a_{n+1}\right\}
$$

with

$$
\bar{a}_{n}=-a_{n}+\sum_{1}^{\mid n-1}\left(1+a_{n+r}\right)-\sum_{1}^{n-1}\left(1+a_{n-r}\right)
$$

This last equality is just a consequence of Eqs. (2) and (11). If $R$ is atypical then $\bar{R}$ is also atypical and the following properties will become obvious in the supertableau approach of the coming sections.
(i) The degree of degeneracy of the atypicity is the same for $R$ and $\bar{R} \delta\left(a_{n}\right)=\delta\left(\bar{a}_{n}\right)$.
(ii) If $R$ is a minimal realization of the degeneracy $\delta\left(a_{n}\right)$ then $\bar{R}$ is also a minimal realization of the atypicity $\delta\left(\bar{a}_{n}\right)$.

However, the determination of the Kac-Dynkin parameters of $\bar{\Lambda}$ in terms of those of $\Lambda$ is still an open problem for atypical representations. Obviously this problem is identical, by contragradience, to that pointed out at the end of the previous paragraph.

## III. CLASSIFICATION OF SU( $n \mid m$ ) SUPERTABLEAUX

For a measure of the number of boxes of a Young supertableau we introduce the usual notations ${ }^{2}$
$\left|\begin{array}{l}b_{j} \\ \vec{b}_{j}\end{array}\right|$ counts the $\left|\begin{array}{c}\text { covariant } \\ \text { contravariant }\end{array}\right|$ boxes of the row $j$,
$\left|\begin{array}{c}c_{k} \\ \bar{c}_{k}\end{array}\right|$ counts the $\left|\begin{array}{c}\text { covariant } \\ \text { contravariant }\end{array}\right|$ boxes of the column $k$,
with the positivity constraints

$$
\begin{align*}
& b_{1} \geqslant b_{2} \geqslant \cdots \geqslant b_{j} \geqslant \cdots \geqslant 0, \quad c_{1} \geqslant c_{2} \geqslant \cdots \geqslant c_{k} \geqslant \cdots \geqslant 0, \\
& \bar{b}_{1} \geqslant \bar{b}_{2} \geqslant \cdots \geqslant \bar{b}_{j} \geqslant \cdots \geqslant 0, \quad \bar{c}_{1} \geqslant \bar{c}_{2} \geqslant \cdots \geqslant \bar{c}_{k} \geqslant \cdots \geqslant 0 . \tag{12}
\end{align*}
$$

We introduce two sets of constraints $B_{l}$ and $C_{l}$, where $l$ is a non-negative integer: (i) $n-l+1$ constraints $B_{l}$,

$$
\begin{equation*}
\bar{b}_{\alpha+1}+b_{n-l-\alpha+1}<m-l, \quad \alpha=0,1, \ldots, n-l ; \tag{13}
\end{equation*}
$$

(ii) $m-l+1$ constraints $C_{l}$,

$$
\begin{equation*}
c_{\beta+1}+\bar{c}_{m-l-\beta+1}<n-l, \quad \beta=0,1, \ldots, m-l . \tag{14}
\end{equation*}
$$

Such a construction is possible as long as $n-l$ and $m-l$ are non-negative. Using the minimal value $L$ of $n$ and $m$ already defined in Eq. (5) we introduce a family $J$ of indices $J=\{0,1, \ldots, L\}$. The sets $B_{l}$ and $C_{l}$ are defined provided $l \in J$.

By definition a Young supertableau belongs to the set $S_{t}$ if and only if at least one of the constraints $B_{l}$ is satisfied. It is straightforward to check that equivalently $S_{l}$ can be defined as the set of supertableaux satisfying at least one of the constraints $C_{l}$.

As a consequence of the structure of the constraints $B_{l}$ and $C_{l}$ we get the following relations of inclusion:

$$
\begin{equation*}
S_{0} \supset S_{1} \supset S_{2} \supset \cdots \supset S_{l} \supset \cdots \supset S_{L} \tag{15}
\end{equation*}
$$

As pointed out in I the set $S_{0}$ is the set of the legal supertableaux of class one of $\operatorname{SU}(n \mid m)$ and for that reason we have limited $l$ to non-negative values. The cleanest proof of this result lies on the possibility for the supertableaux of $S_{0}$ and for these supertableaux only to perform a reduction with respect to the subgroup $\mathrm{SU}(n) \otimes \mathrm{SU}(m) \otimes \mathrm{U}(1)$ as explained in Ref. 2. This aspect will be discussed in the next section. A different argument based on the computation of the dimension of illegal supertableaux is proposed in the Appendix B.

The subset $\Delta_{l}$ of the set $S_{l}$ is defined as the complement of $S_{l+1}$. By extension we put $\Delta_{L} \equiv S_{L}$. The classes of supertableaux $\Delta_{i}$ realize a partition of the set $S_{0}$ of legal supertableaux in nonempty disjoint subsets whose union is $S_{0}$ and where $l$ belongs to the family $J$ of indices. For instance, in the cases of $\operatorname{SU}(n \mid 1)$ or $\operatorname{SU}(1 \mid m), L=1$, and we only have two classes $\Delta_{0}$ and $\Delta_{1}$ as discussed in I.

The size $\sigma$ of a supertableau belonging to the class $\Delta_{l}$ is simply defined by

$$
\begin{equation*}
\sigma(l)=L-l . \tag{16}
\end{equation*}
$$

As a consequence
$0 \leqslant \sigma \leqslant L$.
The structure of the two sets of constraints $B_{l}$ and $C_{l}$ and the general positivity constraints (12) imply two Lemmas.

Lemma I: if the constraint $\alpha$ in $B_{l}$ is not satisfied or simply saturated then the constraint $\alpha$ in $B_{l+\delta_{1}}$ for $0<\delta_{1} \leqslant n-l-\alpha$ and the constraint $\alpha-\delta_{2}$ in $B_{l+\delta_{2}}$ for $0<\delta_{2} \leqslant \alpha$ are not satisfied.

Proof: By assumption,

$$
\bar{b}_{\alpha+1}+b_{n-1-\alpha+1} \geqslant m-l .
$$

We use the positivity requirements (12)

$$
\begin{array}{ll}
b_{n+l-\alpha+1} \leqslant b_{n-l-\alpha+1}-\delta_{1}, & \text { for } 0<\delta_{1} \leqslant n-l-\alpha, \\
\bar{b}_{\alpha+1} \leqslant \bar{b}_{\alpha+1}-\delta_{2}, & \text { for } 0<\delta_{2} \leqslant \alpha,
\end{array}
$$

and we get

$$
\begin{aligned}
\bar{b}_{\alpha+1}+b_{n-l-\alpha+1-\delta_{1}} & >\bar{b}_{\alpha+1}+b_{n-l-\alpha+1} \\
& \geqslant m-l>m-l-\delta_{1}, \\
\bar{b}_{\alpha+1-\delta_{2}}+b_{n-l-\alpha+1} & >\bar{b}_{\alpha+1}+b_{n-l-\alpha+1} \\
& >m-l>m-l-\delta_{2} .
\end{aligned}
$$

These inequalities are the content of the Lemma I.
Lemma II: If the constraint $\beta$ in $C_{l}$ is not satisfied or simply saturated then the constraint $\beta$ in $C_{l+\delta_{1}}$ for $0<\delta_{1} \leqslant m-l-\beta$ and the constraint $\beta-\delta_{2}$ in $C_{l+\delta_{2}}$ for $0<\delta_{2} \leqslant \beta$ are not satisfied.

The proof of Lemma II is entirely similar to that of Lemma I. As a consequence of these lemmas we get the following interesting result.

Result: If the supertableau $T$ satisfies only one constraint $B_{l}$ or only one constraint $C_{l}$ then it belongs to the class $\Delta_{l}$.

Let us point out that this sufficient condition is not a necessary one.

The operation of contragradience for supertableaux is defined as the exchange of covariant and contravariant boxes

$$
b \leftrightarrow \bar{b}, \quad c \leftrightarrow \bar{c} .
$$

In such a transformation the sets of contraints $B_{l}$ and $C_{l}$ remain globally invariant. As a consequence a supertableau $T$ and its contragradient $\bar{T}$ have the same size and they belong to the same class $\Delta$.

## IV. highest weight of a supertableau of $\mathbf{S U}(n \mid m)$

A legal supertableau is entirely determined by the lengths $b$ and $\bar{b}$ of its rows satisfying at least one constraint $B_{0}$. Equivalently it is entirely defined by the lengths $c$ and $\bar{c}$ of its columns satisfying at least one constraint $C_{0}$. However the determination of the highest weight of a representation $A$ refers to the subgroup $\mathrm{SU}(n) \otimes \mathrm{SU}(m) \otimes \mathrm{U}(1)$ and it is more
convenient to use a description of the supertableau with both row and column parameters. In order to avoid a double counting we must decide if a given box belongs to a row or to a column. A third description of a legal supertableau of $\mathrm{SU}(n \mid m)$ is then given by $n$ parameters $b$ and $\bar{b}$ and $m$ column parameters $c$ and $\bar{c}$.

Let us define as $J$ the smallest value of $\alpha$ for which one constraint $B_{0}$ is satisfied and by $K$ the smallest value of $\beta$ for which one constraint $C_{0}$ is satisfied. We obviously have

$$
\begin{equation*}
0 \leqslant J \leqslant n, \quad 0 \leqslant K \leqslant m . \tag{18}
\end{equation*}
$$

The considered tableau $T$ belongs to the class $T_{J}^{K}$ and we have realized another partition of the set $S_{0}$ of legal supertableaux of class one of $\operatorname{SU}(n \mid m)$. From Eq. (18) the total number of these classes is $(n+1)(m+1)$. A supertableau of $T_{J}^{K}$ is then described by
$J$ row parameters $\bar{b} \quad K$ column parameters $c$ $n-J$ row parameters $b \quad m-K$ column parameters $\bar{c}$.
Necessary conditions of existence of such a supertableau are

$$
\begin{array}{ll}
\bar{b}_{1} \geqslant \cdots \geqslant \bar{b}_{j} \geqslant m-K, & c_{1} \geqslant \cdots \geqslant c_{K} \geqslant n-J, \\
b_{1} \geqslant \cdots \geqslant b_{n-J} \geqslant K, & \bar{c}_{1} \geqslant \cdots \geqslant \bar{c}_{m-K} \geqslant J . \tag{19}
\end{array}
$$

Let us point out that other nontrivial positivity restrictions for the parameters of a supertableau of the class $T_{J}^{K}$ originate in the fact that, by definition of $J$ and $K$, the constraints $B_{0}$ for $0 \leqslant \alpha<J$ and the constraints $C_{0}$ for $0 \leqslant \beta<K$ are not satisfied. We shall come back to this point later.

The method of determination of the highest weight $\Lambda$ of a supertableau $T$ has been introduced in $I$. We have to make a reduction of the supertableau $T$ with respect to the subgroup $G_{0} \equiv \mathrm{SU}(n) \otimes \mathrm{SU}(m) \otimes \mathrm{U}(1)$ and the highest weight $\Lambda$ is associated to a pair of Young tableaux $(X, Y)$ which describes an irreducible representation of $G_{0}$ as explained in Sec. II and Appendix A. In the language of $I$ we associate to the supertableau $T$ a point $P(T)$ in a $n+m$ dimensional lattice space and the coordinates $x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{m}$ of $P$ define the Young tableau $X$ and $Y$. The Kac-Dynkin parameters are then computed from the coordinates of $P$ by the formulas given in Appendix A. The relation between the coordinates of $P(T)$ and the supertableau parameters $b, \bar{b}, c$, and $\bar{c}$ is discussed in Appendix C.

We first consider the case $0<J<n, 0<K<m$ where the four types of parameters $b, \bar{b}, c$, and $\bar{c}$ are present. By definition of $J$ and $K$ the constraints $\alpha=J-1$ of $B_{0}$ and $\beta=K-1$ of $C_{0}$ are not satisfied:

$$
\begin{equation*}
\bar{b}_{J}+b_{n-J+2} \geqslant m+1, \quad c_{K}+\bar{c}_{m-K+2} \geqslant n+1 . \tag{20}
\end{equation*}
$$

Using conditions (19) we also have

$$
\begin{equation*}
b_{n-J+2} \leqslant b_{n-J+1} \leqslant K, \quad \bar{c}_{m-K+2} \leqslant \bar{c}_{m-K+1} \leqslant J, \tag{21}
\end{equation*}
$$

and therefore we obtain for $\bar{b}_{j}$ and $c_{K}$ positivity constraints which are more restrictive than conditions (19):

$$
\begin{equation*}
\bar{b}_{J} \geqslant m-K+1, \quad c_{K} \geqslant n-J+1 . \tag{22}
\end{equation*}
$$

The simultaneous lower limit for $\bar{b}_{J}$ and $c_{K}$ is also excluded. The coordinates of the point $P(T)$ are given in terms of the row and column parameters by the expressions derived in Appendix C:

$$
\begin{array}{ll}
x_{s}=b_{s}, & s=1,2, \ldots, n-J \\
x_{s}=m-\bar{b}_{n+1-s}, & s=n-J+1, \ldots, n ; \\
y_{t}=c_{t}-n, & t=1,2 \ldots, K,  \tag{23}\\
y_{t}=-\bar{c}_{m+1-t}, & t=K+1, \ldots, m .
\end{array}
$$

The $\operatorname{SU}(n) \mathrm{Kac}-$ Dynkin parameters are computed by using Eq. (A2)

$$
\begin{array}{ll}
a_{s}=b_{s}-b_{s+1}, & s=1,2, \ldots, n-J-1, \\
a_{n-J}=b_{n-s}+\bar{b}_{J}-m, &  \tag{24}\\
a_{s}=\bar{b}_{n-s}-\bar{b}_{n-s+1}, & s=n-J+1, \ldots, n-1 ;
\end{array}
$$

and the $\mathrm{SU}(m) \mathrm{Kac}-$ Dynkin parameters by using Eq. (A6)

$$
\begin{array}{ll}
a_{n+t}=c_{t}-c_{t+1}, & t=1,2, \ldots, K-1 \\
a_{n+K}=c_{k}+\bar{c}_{m-K}-n, &  \tag{25}\\
a_{n+t}=\bar{c}_{m-t}-\bar{c}_{m-t+1}, & t=K+1, \ldots, m-1
\end{array}
$$

Using the inequalities (19) and (22) we obtain positivity constraints on the Kac-Dynkin parameters $a_{n-J}$ and $a_{n+K}$ entering in the highest weight of a supertableau of the class $T_{J}^{K}$

$$
\begin{equation*}
a_{n-J} \geqslant 1, \quad a_{n+K} \geqslant 1 \tag{26}
\end{equation*}
$$

Inverting the formulas (24) we compute the $n$ row parameters $b$ and $\bar{b}$ in terms of the $n-1 \mathrm{SU}(n)$ Kac-Dynkin parameters $a_{s}$ and one free parameter it is convenient to choose as the coordinate $x_{n}$

$$
\begin{gather*}
b_{s}=x_{n}+\sum_{1}^{n-s} a_{n-r}, \quad s=1,2, \ldots, n-J  \tag{27}\\
\bar{b}_{s}=m-x_{n}-\sum_{1}^{s-1} a_{n-r}, \quad s=1,2, \ldots, J
\end{gather*}
$$

Inverting the formulas (25) we compute the $m$ column parameters $c$ and $\bar{c}$ in terms of the $m-1 \mathrm{SU}(m)$ Kac-Dynkin parameters $a_{n+t}$ and one free parameter, it is convenient to choose as the coordinate $y_{1}$ :

$$
\begin{align*}
& c_{t}=n+y_{1}-\sum_{1}^{t-1} a_{n+r}, \quad t=1,2, \ldots, K \\
& \bar{c}_{t}=-y_{1}+\sum_{1}^{m-t} a_{n+r}, \quad t=1,2, \ldots, m-K \tag{28}
\end{align*}
$$

The ranges of variation of the parameters $x_{n}$ and $y_{1}$ are governed by the positivity constraints (19) and (22) on $b_{n-J}, \bar{b}_{j}, c_{K}$ and $\bar{c}_{m-K}$. We get

$$
\begin{align*}
& K-\sum_{1}^{J} a_{n-r} \leqslant x_{n} \leqslant K-1-\sum_{1}^{J-1} a_{n-r} \\
& -J+1+\sum_{i}^{K-1} a_{n+r} \leqslant y_{1} \leqslant-J+\sum_{i}^{K} a_{n+r} \tag{29}
\end{align*}
$$

Let us point out that the ranges of variation (29) are not empty as soon as the constraints (26) are satisfied.

Finally the last Kac-Dynkin parameter $a_{n}$ is given by Eq. (A11)

$$
a_{n}=x_{n}+y_{1}
$$

As a consequence of the inequalities (29) we immediately compute a lower bound and an upper bound for the possible values of the Kac-Dynkin parameter $a_{n}$ of the supertableau of the class $T_{J}^{K}$. Using Eq. (3) we get

$$
\begin{equation*}
A_{J K-1}+2 \leqslant a_{n} \leqslant A_{J_{-1 K}}-2 . \tag{30}
\end{equation*}
$$

TABLE I. Positivity constraints for the row and column parameters of a supertableau of class $T_{j}^{K}$.

| $J=0$ |  |  | $0<J<n$ |  | $J=n$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | - | $b_{n} \geqslant 0$ | $\bar{b}_{j}>m+1$ | $b_{n-j}>0$ | $\bar{b}_{n}>m+1$ | - |
| $K=0$ | - | $\bar{c}_{m} \geqslant 0$ | ${ }^{\text {b }}$ | $\bar{c}_{m} \geqslant J$ | $-$ | $\bar{c}_{m} \geqslant n$ |
|  | - | $b_{n} \geqslant K$ | $\bar{b}_{j}>m-K+1$ | $b_{n-J} \geqslant K$ | $b_{n}>m-K+1$ | - |
| $0<K<m$ | $c_{K} \geqslant n+1$ | $\bar{c}_{m-K} \geqslant 0$ | $c_{K} \geqslant n-J+1$ | $\bar{c}_{m-K} \geqslant J$ | $c_{K} \geqslant 1$ | $\bar{c}_{m-K} \geqslant n$ |
|  | - | $b_{n} \geqslant m$ | $\bar{b}_{j} \geqslant 1$ | $b_{n-j} \geqslant m$ | $b_{n} \geqslant 1$ | - |
| $\boldsymbol{K}=\boldsymbol{m}$ | $c_{m} \geqslant n+1$ | - | $c_{m} \geqslant n-J+1$ | - | $c_{m} \geqslant 1$ | - |

The limiting cases $J=0, J=n, K=0, K=m$ can be discussed in an analogous way. We only give here the main results collected in the tables. The positivity constraints on the length of the row and column parameters are given in the Table I. The positivity constraints (26) on the $\operatorname{SU}(n)$ and $\mathrm{SU}(m) \mathrm{Kac}-\mathrm{Dynkin}$ parameters extend trivially. They are indicated on the Table II with the range of variation of the Kac-Dynkin parameter $a_{n}$. We observe that for the supertableaux of the classes $T_{0}^{0}$ and $T_{n}^{m}$ no restriction occurs on the Kac-Dynkin parameters. Finally, by using the bounds (4) we easily see that the supertableaux of the classes $T_{n}^{0}$ and $T_{0}^{m}$ are all typical.

## V. SIZE AND ATYPICITY OF SUPERTABLEAUX

We consider a supertableau $T$ of the set $S_{l}$ defined in Sec. III. Because of the inclusion property (15) the supertableau $T$ belongs also to the sets $S_{\lambda}$ with the integer $\lambda$ in the range

$$
\begin{equation*}
0 \leqslant \lambda \leqslant l . \tag{31}
\end{equation*}
$$

We then define as $j_{\lambda}\left(k_{\lambda}\right)$ the smallest value of $\alpha(\beta)$ for which one constraint $B_{\lambda}\left(C_{\lambda}\right)$ is satisfied. Of course $J=j_{0}$ and $K=k_{0}$. Using Lemmas I and II we easily see that the two sets of integers $j_{\lambda}$ and $k_{\lambda}$ are ordered as follows:

$$
\begin{align*}
& 0 \leqslant J \leqslant j_{1} \leqslant \cdots \leqslant j_{\lambda} \leqslant \cdots \leqslant j_{l} \leqslant n-l, \\
& 0 \leqslant K \leqslant k_{1} \leqslant \cdots \leqslant k_{\lambda} \leqslant \cdots \leqslant k_{l} \leqslant m-l . \tag{32}
\end{align*}
$$

The supertableau $T$ belongs to the class $T_{J}^{K}$ with $J$ and $K$ constrained by the inequalities (32). Conversely a supertableau $T$ of the class $T_{J}^{k}$ can belong only to sets $S_{l}$ for which

$$
\begin{equation*}
0 \leqslant l \leqslant L(J, K) \tag{33}
\end{equation*}
$$

where

$$
\begin{equation*}
L(J, K)=\min [n-J, m-K] \tag{34}
\end{equation*}
$$

In particular when $J=n$ or when $K=m$ we have $L(n, K)=L(J, m)=0$ and the supertableaux of the classes $T_{n}^{K}$ with $0 \leqslant K \leqslant m$ and $T_{J}^{m}$ with $0 \leqslant J \leqslant n$ cannot belong to the set $S_{1}$. Therefore they have the maximal size $\sigma=L$ and they all are in the class $\Delta_{0}$.

Theorem I: If a supertableau $T$ belongs to the set $S_{1}$ then its highest weight is atypical with $a_{n}=A_{j_{1} k_{1}}$.

Let us simply, in the text, give the proof in the case $j_{1}=J$ and $k_{1}=K$. By assumption the supertableau $T$ satisfies the additional constraints of $B_{1}$ and $C_{1}$ :

$$
\begin{align*}
& \bar{b}_{J+1}+b_{n-J} \leqslant m-1,  \tag{35}\\
& c_{K+1}+\bar{c}_{m-K} \leqslant n-1 . \tag{36}
\end{align*}
$$

On the other hand, the supertableau $T$ being in the class $T_{J}^{K}$, we have the relations of positivity

$$
b_{n-J} \geqslant K, \quad \bar{c}_{m-K} \geqslant J, \quad \bar{b}_{J+1} \leqslant m-K, \quad c_{K+1} \leqslant n-J,
$$ and the only possible solution of the constraints (35) and (36) turns out to be

$$
\begin{equation*}
b_{n-J}=K, \quad \bar{c}_{m-K}=J . \tag{37}
\end{equation*}
$$

The equalities (37) determine the parameters $x_{n}$ and $y_{1}$. But using Eqs. (27) and (28) we get

$$
\begin{equation*}
x_{n}=K-\sum_{1}^{J} a_{n-r}, \quad y_{1}=-J+\sum_{i}^{K} a_{n+r}, \tag{38}
\end{equation*}
$$

and for the Kac-Dynkin parameter $a_{n}$ we obtain an atypical value

$$
\begin{equation*}
a_{n}=x_{n}+y_{1}=A_{J K} \tag{39}
\end{equation*}
$$

The general proof of Theorem $I$ is given in Appendix $D$.
Corollary I: A typical supertableau has $\delta\left(a_{n}\right)=0$. From Theorem I, a typical supertableau cannot belong to the set $S_{1}$ and therefore it belongs to the class $\Delta_{0}$.

Theorem II: If a supertableau $T$ belongs to the set $S_{l}$ with $2 \leqslant l \leqslant L$ then it is atypical from Theorem I with

TABLE II. Constraints on the Kac-Dynkin parameters for a supertableau of class $T_{J}^{K}$.

|  | $J=0$ | $0<J<n$ | $J=n$ |
| :---: | :---: | :---: | :---: |
| $K=0$ |  | $\begin{aligned} & a_{n-J} \geqslant 1 \\ & a_{n} \leqslant A_{J-10}-2 \end{aligned}$ | $a_{n} \leqslant A_{n-10}-2$ |
| $0<K<m$ | $\begin{aligned} & a_{n+K} \geqslant 1 \\ & A_{0 K-1}+2 \leqslant a_{n} \end{aligned}$ | $\begin{aligned} & a_{n-J} \geqslant 1 \quad a_{n+K} \geqslant 1 \\ & A_{J K-1}+2 \leqslant a_{n} \leqslant A_{J-1 K}-2 \end{aligned}$ | $\begin{aligned} & a_{n+K} \geqslant 1 \\ & a_{n} \leqslant A_{n-1 K}-2 \end{aligned}$ |
| $K=m$ | $A_{0 m-1}+2 \leqslant a_{n}$ | $\begin{aligned} & a_{n-} \geqslant 1 \\ & A_{J m-1}+2 \leqslant a_{n} \end{aligned}$ |  |

$a_{n}=A_{j_{1} k_{1}}$ and the degeneracy $\delta\left(a_{n}\right)$ is lower bounded by $l$.
We only give, in the next, the proof for $l=2$ with $j_{2}=j_{1}=J$ and $k_{2}=k_{1}=K$. In addition to the constraints (35) and (36) of $B_{1}$ and $C_{1}$ we have the two constraints due to $B_{2}$ and $C_{2}$

$$
\begin{align*}
& \bar{b}_{J+1}+b_{n-J-1} \leqslant m-2,  \tag{40}\\
& c_{K+1}+\bar{c}_{m-K-1} \leqslant n-2 . \tag{41}
\end{align*}
$$

The supertableau $T$ being in the class $T_{J}^{K}$ we also have the inequalities

$$
b_{n-J-1} \geqslant K, \quad \bar{c}_{m-K-1} \geqslant J,
$$

and the only possible solution of the constraints (35), (36), (40), and (41) is

$$
\begin{align*}
& b_{n-J}=b_{n-J-1}=K  \tag{42}\\
& \bar{c}_{m-K}=\bar{c}_{m-K-1}=J . \tag{43}
\end{align*}
$$

As previously, the Kac-Dynkin parameter $a_{n}$ is atypical,

$$
\begin{equation*}
a_{n}=A_{J K}, \tag{44}
\end{equation*}
$$

and the equalities (42) and (43) imply the vanishing of two Kac-Dynkin parameters

$$
\begin{equation*}
a_{n-J-1}=0, \quad a_{n+K+1}=0 \tag{45}
\end{equation*}
$$

We have the equality of two atypical values

$$
\begin{equation*}
A_{J K}=A_{J_{+1 K+1}} \tag{46}
\end{equation*}
$$

and we get $\delta\left(a_{n}\right) \geqslant 2$. It must be noticed that the relations (45) provide a minimal realization of the degeneracy $\delta=2$ associated to Eq. (46). The general proof of Theorem II is given in Appendix E.

Corollary II: The supertableaux of the class $\Delta_{i}$ for $1 \leqslant l \leqslant L$ are atypical and the degeneracy $\delta\left(a_{n}\right)$ is restricted by a double inequality

$$
\begin{equation*}
l \leqslant \delta\left(a_{n}\right) \leqslant L . \tag{47}
\end{equation*}
$$

In particular the atypical supertableaux of the class $\Delta_{L}$ have the degeneracy $\delta\left(a_{n}\right)=\mathrm{L}$. This result is a trivial consequence of the two theorems and of the inequality (6).

Corollary III: If a supertableau of the set $S_{l}$ has a degeneracy $\delta\left(a_{n}\right)=l$ then it belongs to the class $\Delta_{l}$ and for $2 \leqslant l \leqslant L$ it is a minimal realization of the degeneracy $\delta\left(a_{n}\right)=L$.

Again, Corollary III is an immediate consequence of the two theorems. In particular the supertableau $T$ cannot be in the set $S_{l+1}$ because in $S_{l+1}, \delta\left(a_{n}\right) \geqslant l+1$ which contradicts the assumption $\delta\left(a_{n}\right)=l$. Being in $S_{l}$ the supertableau $T$ must belong to $\Delta_{l}$.

## VI. IRREDUCIBILITY OF SUPERTABLEAUX

As a result (obtained in Ref. 2) the purely covariant and the purely contravariant legal supertableaux are associated to irreducible representations of $\operatorname{SU}(n \mid m)$ and they will be called irreducible supertableaux. The situation is different for mixed supertableaux because of the existence of traces between the covariant part $\mathscr{T}_{1}$ and the contravariant part $\mathscr{T}_{2}$ of a mixed supertableau $T$. Both $\mathscr{T}_{1}$ and $\mathscr{T}_{2}$ are legal irreducible supertableaux and their tensor product is symbolically written as

$$
\begin{equation*}
\mathscr{T}_{1} \otimes \mathscr{T}_{2}=T \oplus \text { trace terms. } \tag{48}
\end{equation*}
$$

The supertableau $T$ is irreducible if and only if the trace terms in $\mathscr{T}_{1} \otimes \mathscr{T}_{2}$ can be isolated. If not the representation $\mathscr{T}_{1} \otimes \mathscr{T}_{2}$ is not fully reducible. As an illustration we discuss the simple example of the supertableaux $T_{+}$and $T_{-}$represented below:


The covariant part $\mathscr{T}_{1+}\left(\mathscr{T}_{1-}\right)$ is the second rank supersymmetric (superantisymmetric) tensor and the contravariant part $\mathscr{T}_{2}$ is the fundamental supertableau $\bar{F}$. In the graded vector spaces of the fundamental representations $F$ and $\bar{F}$, we define the basis

$$
F:\left|A g_{A}\right\rangle, \quad \bar{F}:\left\langle A g_{A}\right|,
$$

where $g_{A}$ is the degree of the index $A\left(g_{A}=0\right.$ or 1 modulo 2$)$. In the vector space $\mathscr{T}_{1} \otimes \mathscr{T}_{2}$ the induced basis is ${ }^{6}$

$$
\begin{equation*}
\left(\left.W_{ \pm}\right|_{A B} ^{C}=\left|A g_{A}\right\rangle\left|B g_{B}\right\rangle\left\langle C g_{C}\right| \pm \epsilon\left(g_{A}, g_{B}\right)\left|B g_{B}\right\rangle\left|A g_{A}\right\rangle\left\langle C g_{C}\right|,\right. \tag{49}
\end{equation*}
$$

where the commutation factor is defined as usual by

$$
\epsilon\left(g_{A}, g_{B}\right)=(-1)^{g_{A} g_{B}}
$$

It is now straightforward to check that $\mathscr{T}_{1} \otimes \mathscr{T}_{2}$ contains one invariant subspace $X$ transforming like a fundamental representation $F$

$$
\begin{equation*}
\left(X_{ \pm}\right)_{A}=\sum_{B, C} \delta_{C}^{B} \in\left(g_{B}, g_{C}\right)\left(W_{ \pm}\right)_{A B}^{C} \tag{50}
\end{equation*}
$$

The traceless part of $W_{ \pm}$has then the general form

$$
\begin{align*}
\left(\bar{W}_{ \pm}\right)_{A B}^{C}= & \left(W_{ \pm}\right)_{A B}^{C}-\alpha_{ \pm}\left[\delta_{B}^{C}\left(X_{ \pm}\right)_{A}\right. \\
& \left. \pm \delta_{A}^{C} \in\left(g_{A}, g_{B}\right)\left(-X_{ \pm}\right)_{B}\right] \tag{51}
\end{align*}
$$

The constants $\alpha_{ \pm}$are such that the trace operation (50) applied on $\bar{W}$ gives zero. The result is ${ }^{6}$

$$
\begin{equation*}
\left(\alpha_{ \pm}\right)^{-1}=S \operatorname{Tr} I+1 \tag{52}
\end{equation*}
$$

where the supertrace of the unit matrix is given for class one representations by

$$
\begin{equation*}
S \operatorname{Tr} I=\sum_{A} \epsilon\left(g_{A}, g_{A}\right)=n-m \tag{53}
\end{equation*}
$$

The trace term in $\mathscr{T}_{1} \otimes \mathscr{T}_{2}$ can be separated in Eq. (48) as long as the constant $\alpha^{-1}$ is not vanishing. In that case the supertableau $T$ is irreducible. We then have
$T_{1}$ irreducible, when $n-m \neq-1$,
$T_{-}$irreducible, when $n-m \neq+1$,
and the tensor product $\mathscr{T}_{1} \otimes \mathscr{T}_{2}$ has the form


When the trace cannot be separated we obtain a nonfully reducible representation of $\operatorname{SU}(n \mid m)$ and the supertableau $T$
is part of a generalized atypical supertableau already introduced in I:


This example can also be analyzed in the language of supertableaux presented in this paper. The highest weights $\Lambda_{ \pm}$of the supertableaux $T_{ \pm}$are given by

$$
\begin{aligned}
& \Lambda_{ \pm} \Rightarrow\{2,0, \ldots, 0|0| 0, \ldots, 0,1\} \\
& \Lambda_{-} \Rightarrow\{(0,1,0, \ldots 0|0| 0, \ldots, 0,1\}
\end{aligned}
$$

The size $\sigma_{ \pm}$of the supertableaux $T_{ \pm}$and the degeneracies $\delta_{ \pm}$of the atypical value $a_{n}=0$ depend only on the difference $n-m$ as shown in Tables III and IV. When $\delta+\sigma=L$ the supertableaux $T_{+}$and $T_{-}$are irreducible and they describe the irreducible atypical representations of $\operatorname{SU}(n \mid m)$ of highest weights $\Lambda_{+}$and $\Lambda_{-}$. When $\delta+\sigma=L+1$ the supertableaux $T_{+}$and $T_{-}$have no individual meaning and they form, with the trace, a two-generalized atypical supertableau describing a nonfully reducible representation of $\mathrm{SU}(n \mid m)$.

The method of separation of the trace is extremely general but its practice becomes rapidly very complicated. The result expressed in terms of size and degeneracy of the atypicity is extremely simple and we get the following theorem.

Theorem III: The supertableaux of the class $\Delta_{l}$ whose highest weight has a degeneracy of the atypicity $\delta\left(a_{n}\right)=l$ are irreducible supertableaux associated to irreducible representations of $\mathrm{SU}(n \mid m)$.

The discussion of the supertableaux of the class $\Delta_{l}$ having $\delta\left(a_{n}\right)>l$ is postponed to the next section and we successively study here the three cases $l=0, l=1$, and $l \geqslant 2$ for $\delta=l$.

Let us first consider the typical supertableaux of the class $\Delta_{0}$. They correspond to irreducible typical representations of $\operatorname{SU}(n \mid m)$ but the correspondence between supertableau and representation is not one to one. In general we have an one-parameter family $F(\Lambda$ ) of equivalent typical supertableaux describing the same typical representation of $\operatorname{SU}(n \mid m)$ of highest weight $\Lambda$. Such a situation has been discussed in detail in I. A typical supertableau of the class $T_{J}^{K}$ belongs to $F(\Lambda)$ if the positivity constraints of Table II are fulfilled. Then the length of its rows and columns is given by Eqs. (27) and (28) in terms of two parameters $x_{n}$ and $y_{1}$ whose sum is fixed by $a_{n}$.

The supertableaux of the class $\Delta_{1}$ with $\delta=1$ are atypical nondegenerate and they correspond to irreducible atypical

TABLE III. For $T_{+}, \Lambda_{+}: n \geqslant 2, m \geqslant 2$.

| $n-m$ | $<-3$ | -2 | -1 | 0 | +1 | $\geqslant+2$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\sigma_{+}$ | 0 | 1 | 1 | 1 | 1 | 0 |
| $\delta_{+}$ | $L$ | $L-1$ | $L$ | $L-1$ | $L-1$ | $L$ |

TABLE IV. For $T_{-}, \Lambda_{-}: n>3, m>2$.

| $n-m$ | $<-2$ | -1 | 0 | +1 | +2 | $>+3$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\sigma_{-}$ | 0 | 1 | 1 | 1 | 1 | 0 |
| $\delta_{-}$ | $L$ | $L-1$ | $L-1$ | $L$ | $L-1$ | $L$ |

representations of $\mathrm{SU}(\boldsymbol{n} \mid m)$. Conversely, to an atypical highest weight $\Lambda$ with the degeneracy $\delta\left(a_{n}\right)=1$ we can associate one unique supertableau of $\Delta_{1}$. The knowledge of the atypical value $a_{n}$ determines the quantities $j_{1}$ and $k_{1}$,

$$
a_{n}=A_{j_{1} k_{1}},
$$

and the length of one row and one column,

$$
b_{n-j_{1}}=k_{1}, \quad \bar{c}_{m-k_{1}}=j_{1} .
$$

The other rows and columns parameters are then given by expressions analogous to (27) and (28):

$$
\begin{array}{ll}
b_{s}=k_{1}+\sum_{j_{1}+1}^{n-s} a_{n-r}, & s=1, \ldots, n-j_{1}-1, \\
\bar{b}_{s}=m-k_{1}+\sum_{s}^{j_{1}} a_{n-r}, & s=1, \ldots, j_{1}, \\
c_{t}=n-j_{1}+\sum_{t}^{k_{1}} a_{n+r}, & t=1, \ldots, k_{1},  \tag{54}\\
\bar{c}_{t}=j_{1}+\sum_{k_{1}+1}^{m-k} a_{n+r}, & t=1, \ldots, m-k_{1}+1 .
\end{array}
$$

The irreducibility of these atypical supertableaux is discussed in Appendix F.

The supertableaux of the class $\Delta_{l}, 2 \leqslant l \leqslant L$, with $\delta=l$ are atypical and they correspond to irreducible atypical representations of $\mathrm{SU}(n \mid m)$ which are minimal relations of the degeneracy $\delta=l$. Conversely to an arbitrary irreducible atypical representation of $\operatorname{SU}(n \mid m)$ with a degeneracy $\delta>1$ we cannot, in general, associate an irreducible atypical supertableau. The only case where such a supertableau exists and is unique is when the irreducible atypical representation is a minimal realization of the degeneracy $\delta>1$. Then the supertableau belongs to the class $\Delta_{\delta}$ and its construction is made by using Eq. (54).

## VII. GENERALIZED ATYPICAL SUPERTABLEAUX

The necessity of introducing generalized supertableaux associated to nonfully reducible representations of $\operatorname{SU}(n \mid 1)$ has been discussed in I for the atypical supertableaux of the class $\Delta_{0}$. In the two examples of the supertableaux $T_{+}$and $T_{-}$studied in Sec. V we have recognized that the crucial parameter is the sum $\sigma+\delta$ of the size $\sigma$ of the supertableau and of the degeneracy $\delta$ of the atypicity of its highest weight. We are then lead to the following theorem.

Theorem IV: The supertableaux of the class $\Delta_{l}$ with $0 \leqslant l \leqslant L-1$, whose highest weight has a degeneracy of atypicity $\delta>l$, have no individual existence. They participate to a $\rho$-generalized supertableau which is a collection of $\rho$ atypical supertableaux describing globally a nonfully reducible representation of $\operatorname{SU}(n \mid m)$ with $\rho$ given by

$$
\begin{equation*}
\rho=2^{(\delta-l)}=2^{(\sigma+\delta-L)} . \tag{55}
\end{equation*}
$$

The origin of formula (55) is discussed in the Appendix G.
The case $l=0$ has already been discussed in I. In the class $\Delta_{0}$ we have a one-parameter family of equivalent generalized supertableaux describing the same nonfully reducible representation of $\mathrm{SU}(n \mid m)$. This equivalence property disappears for $l \geqslant 1$. In particular the various atypical supertableaux of the class $\Delta_{1}$, whose common highest weight $\Lambda$ has a degeneracy of atypicity $\delta \geqslant 2$, are inequivalent. Their dimensions are different and they are parts of different generalized supertableaux associated to different nonfully reducible representations.

The $\rho$-generalized supertableau is a collection of $\rho$ atypical supertableaux $T_{a}$ whose dimension $d_{a}$ can be comput-ed-at least formally-by the determinant method of Balentekin and Bars. ${ }^{1}$. For the dimension of the $\rho$-generalized supertableau we get

$$
\begin{equation*}
D_{T}=\sum_{a=1}^{a=\rho} d_{a} \tag{56}
\end{equation*}
$$

The nonfully reducible representation described by this $\rho$ generalized supertableau has $N_{\rho}$ atypical components $A_{\alpha}$. In general we simply have $N_{\rho}=2^{\rho}$ but this number may fluctuate in particular situations. The dimension $d_{\alpha}$ of the atypical component $A_{\alpha}$ is known by counting its $\mathrm{SU}(n)$ $\otimes \mathrm{SU}(m) \otimes \mathrm{U}(1)$ components and the dimension of the nonfully reducible representation is given by

$$
\begin{equation*}
D_{R}=\sum_{\alpha=1}^{\alpha=N_{\rho}} d_{\alpha} . \tag{57}
\end{equation*}
$$

As a result $D_{T}=D_{R}$ but the matching between the typical supertableaux $T_{a}$ and the atypical components $A_{\alpha}$ is not uniquely well-defined essentially because these supertableaux $T_{a}$ have no individual existence, in general.

## VIII. CONCLUDING REMARKS

The results of our previous paper I are particular cases of those obtained here. For the supergroup $\operatorname{SU}(n \mid 1), L=1$, and the set $S_{0}$ of legal supertableaux contains only two classes $\Delta_{1}$ and $\Delta_{0}$.
(a) The class $\Delta_{1}$ of minimal size $\sigma=0$ has $c_{1}+\bar{c}_{1} \leqslant n-1$ and it contains the irreducible atypical supertableaux describing the irreducible atypical representations of $\mathrm{SU}(n \mid 1)$.
(b) The class $\Delta_{0}$ of maximal size $\sigma=1$ has $c_{1}+\bar{c}_{1} \geqslant n$ and it contains two types of supertableaux: (i) the typical super-

TABLE V. Structure of the supertableaux of $\operatorname{SU}(3 \mid 2)$.

| $\sigma=0$ | $\delta=2$ | Irreducible atypical supertableau <br> Irreducible atypical representation |
| :--- | :--- | :--- |
| $\sigma=1$ | $\delta=1$ | Irreducible atypical supertableau <br> Irreducible atypical representation |
|  | $\delta=2$ | Two-generalized supertableau <br> Nonfully reducible representation |
| $\sigma=2$ | $\delta=0$ | Irreducible typical supertableau <br> Irreducible typical representation <br> Two-generalized supertableau <br> Nonfully reducible representation <br> Four-generalized supertableau <br> Nonfully reducible representation |
|  | $\delta=1$ |  |
|  |  |  |

tableaux describing the irreducible typical representations of $\operatorname{SU}(n \mid 1)$; and (ii) the atypical supertableaux which participate to two-generalized supertableaux associated to nonfully reducible representations of $\operatorname{SU}(n \mid 1)$ with four atypical components.

The supergroups $\operatorname{SU}(n \mid 2)$ and $\operatorname{SU}(2 \mid m)$ offer the simplest examples of a degeneracy of atypicity $\delta\left(a_{n}\right) \geqslant 2$. The set $S_{0}$ of legal supertableaux has now three classes $\Delta_{2}, \Delta_{1}$, and $\Delta_{0}$ with a structure represented on Table V.

The supertableaux of the supergroup $\operatorname{SU}(3 \mid 2)$ have been extensively studied by us as a laboratory for the general case presented here. ${ }^{7}$.

As found in I and in our study of the supergroup $\mathrm{SU}(3 \mid 2)$ for a two- generalized supertableau with four atypical components a structure of the type

is certainly present for the associated nonfully reducible representation. However the general case of a $\rho$-generalized supertableau with $N_{\rho}$ atypical components has not yet been investigated, nor the precise value of the number of components $N_{\rho}$ as a function of the highest weight $\Lambda$.
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## APPENDIX A: PAIRS OF YOUNG TABLEAUX (X, Y) DESCRIBING THE HIGHEST WEIGHT $\Lambda$

We call as $X$ the Young tableau of the $\mathrm{U}(n)$ irreducible representation $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, where the $x$ 's are algebraic integers in the order

$$
\begin{equation*}
x_{1} \geqslant x_{2} \geqslant \cdots \geqslant x_{n} . \tag{A1}
\end{equation*}
$$

The positive (negative) parameters $x$ measure the length of the covariant (contravariant) rows of the tableau $X$. The differences of two successive $x$ 's give the Dynkin parameters of the representation

$$
\begin{equation*}
x_{s}-x_{s+1}=a_{s}, \quad s=1,2, \ldots, n-1 \tag{A2}
\end{equation*}
$$

and the sum of all $x$ 's is the eigenvalue of the operator $Q_{1}$ commuting with the $n^{2}$ operators of the $\mathrm{U}(n)$ Lie algebra. We use the normalization

$$
\begin{equation*}
Q_{1}=\frac{1}{n} \sum_{1}^{n} x_{s} \tag{A3}
\end{equation*}
$$

The $\mathrm{U}(n)$ unequivalent irreducible representations $\left\{x_{1}+x, x_{2}+x, \ldots, x_{n}+x\right\}$, where $x$ is any algebraic integer are equivalent irreducible representations of $\mathrm{SU}(n)$ because of the unimodular character of these transformations. However the value of $Q_{1}$ depends linearly on $x$,

$$
\begin{equation*}
Q_{1}(x)=Q_{1}(0)+x \tag{A4}
\end{equation*}
$$

We then proceed in the same way for the $\mathrm{SU}(m)$ part. We call as $Y$ the Young tableau of the $U(m)$ irreducible representation $\left\{y_{1}, y_{2}, \ldots, y_{m}\right\}$, where the $y$ 's are algebraic integers in the order

$$
\begin{equation*}
y_{1}>y_{2}>\cdots>y_{m} . \tag{A5}
\end{equation*}
$$

The differences of two successive $y$ 's determine the Dynkin parameters

$$
\begin{equation*}
y_{t}-y_{t+1}=a_{n+t}, \quad t=1,2, \ldots, m-1 \tag{A6}
\end{equation*}
$$

and the sum of all $y$ 's is the eigenvalue of the generator $Q_{2}$ commuting with the $m^{2}$ generator of the $\mathrm{U}(m)$ Lie algebra. We choose the normalization

$$
\begin{equation*}
Q_{2}=\frac{1}{m} \sum_{1}^{m} y_{t} \tag{A7}
\end{equation*}
$$

The $\mathrm{U}(m)$ unequivalent irreducible representation $\left\{y_{1}+y, y_{2}+y, \ldots, y_{m}+y\right\}$ where $y$ is any algebraic integer are equivalent irreducible representations of $\mathrm{SU}(n)$ and the eigenvalue of $Q_{2}$ depends linearly on $y$ :

$$
\begin{equation*}
Q_{2}(y)=Q_{2}(0)+y \tag{A8}
\end{equation*}
$$

The $\mathrm{U}(1)$ operator $Q$ defined in Eq. (1) is simply related to the operator $Q_{1}$ and $Q_{2}$ by

$$
\begin{equation*}
Q=Q_{1}+Q_{2} \tag{A9}
\end{equation*}
$$

Its eigenvalue $Q_{\text {Hw }}$ for the highest weight $\Lambda$ represented by the pair of Young tableaux $(X, Y)$ is then given from (A3), (A7), and (A9) by

$$
\begin{equation*}
Q_{\mathrm{Hw}}=\frac{1}{n} \sum_{1}^{n} x_{s}+\frac{1}{m} \sum_{i}^{m} y_{t} \tag{A10}
\end{equation*}
$$

This expression allows us to compute the last Kac-Dynkin parameter $a_{n}$ using Eqs. (2), (A2), (A6), and (A10) we get

$$
\begin{equation*}
a_{n}=x_{n}+y_{1} \tag{A11}
\end{equation*}
$$

Taking into account the relations (A4), (A8), and (A9) we immediately see that the unequivalent irreducible representations of $\mathrm{U}(n) \otimes \mathrm{U}(m)$
$\left\{x_{1}+a, x_{2}+a, \ldots, x_{n}+a\right\} \times\left\{y_{1}-a, y_{2}-a, \ldots, y_{m}-a\right\}$,
where $a$ is any algebraic integer are equivalent irreducible representations of $\mathrm{SU}(n) \otimes \mathrm{SU}(m) \otimes \mathrm{U}(1)$. Therefore, the pairs of Young tableaux $(X, Y)$ for which the parameters $x$ 's and $y$ 's satisfy the relations (A2), (A6), and (A11) are all associated to the same highest weight $\Lambda$ and we get a one-parameter family $\mathscr{F}_{\Lambda}$ of equivalent pairs of Young tableaux.

The problem of determining which pair of this family is associated to a supertableau $T$ of highest weight $\Lambda$ is then solved by reducing the supertableau $T$ with respect to the subgroup $\mathrm{SU}(n) \otimes \mathrm{SU}(m) \otimes \mathrm{U}(1)$. For details concerning the Young tableaux of unitary groups see Ref. 8.

## APPENDIX B: LIMITS ON THE SIZE OF SUPERTABLEAUX

Let us first consider as in I the simple case of the supergroup $\mathrm{SU}(n \mid 1)$. The constraints $C_{0}$ of Eq. (14) reduce to

$$
\begin{equation*}
c_{1}+\bar{c}_{2} \leqslant n, \quad c_{2}+\bar{c}_{1} \leqslant n . \tag{B1}
\end{equation*}
$$

We want to show that the dimension of the supertableau vanishes when the constraint (B1) are just violated and for that purpose we consider a four-column supertableau $T$ as follows:

$$
\begin{array}{ll}
c_{1}=J_{1}, & \bar{c}_{2}=n+1-J_{1} \\
c_{2}=J_{2}, & \bar{c}_{1}=n+1-J_{2} \tag{B2}
\end{array}
$$

with $1 \leqslant J_{1} \leqslant n, 1 \leqslant J_{2} \leqslant n$. The dimension of $T$ is given by a $4 \times 4$ determinant (see Ref. 6):

$$
D=\left|\begin{array}{llll}
a_{n+1}-J_{1} & a_{n+2-J_{2}} & a_{J_{1}-2} & a_{J_{2}-3}  \tag{B3}\\
a_{n-J_{1}} & a_{n+1-J_{2}} & a_{J_{1}-1} & a_{J_{2}-2} \\
a_{n-1-J_{1}} & a_{n-J_{2}} & a_{J_{1}} & a_{J_{2}-1} \\
a_{n-2-J_{1}} & a_{n-1-J_{2}} & a_{J_{1}+1} & a_{J_{2}}
\end{array}\right|
$$

where $a_{J}$ is the dimension of a supertableau of class one of $\mathrm{SU}(n \mid 1)$ with $J$ boxes in one column. This dimension $a_{J}$ is defined by a contour integral ${ }^{6}$

$$
\begin{equation*}
a_{J}=\frac{1}{2 i \pi} \oint \frac{d z}{z^{J+1}} \frac{(1+z)^{n}}{1-z} \tag{B4}
\end{equation*}
$$

The computation of the dimensions $a_{J}$ is made by using the recurrence relation

$$
\begin{equation*}
a_{J}-a_{J-1}=\frac{1}{2 i \pi} \oint \frac{d z}{z^{J+1}}(1+z)^{n} \tag{B5}
\end{equation*}
$$

and the result of this last contour integral is

$$
\begin{array}{ll}
a_{J}-a_{J-1}=C_{n}^{J}, & \text { for } 0 \leqslant J \leqslant n \\
a_{J}-a_{J-1}=0, & \text { for } n+1 \leqslant J \tag{B6}
\end{array}
$$

where the binomial coefficients $C_{n}^{J}$ are given, as usual, by

$$
\begin{equation*}
C_{n}^{J}=n!/ J!(n-J)! \tag{B7}
\end{equation*}
$$

The results for $a_{J}$ are then

$$
a_{J}= \begin{cases}0, & \text { for } J<0  \tag{B8}\\ \sum_{0}^{J} C_{n}^{k}, & \text { for } 0 \leqslant J \leqslant n \\ 2^{n}, & \text { for } n \leqslant J\end{cases}
$$

By using the symmetry relation $C_{n}^{k}=C_{n}^{n-k}$ which is obvious on Eq. (B7) it is straightforward to get the interesting result

$$
\begin{equation*}
a_{J}+a_{n-J-1}=2^{n} \tag{B9}
\end{equation*}
$$

It follows that all the elements of the column sum of the columns 1 and 3 of $D$ are equal to $2^{n}$ and all the elements of the column sum of the columns 2 and 4 of $D$ are also equal to $2^{n}$. As a trivial consequence the determinant $D$ vanishes.

We now extend these considerations to the supergroup $\mathrm{SU}(n \mid m)$. We consider a supertableau $T$ with $2(m+1)$ columns just violating the constraints $C_{0}$ of Eq. (14)
$c_{k}=J_{k}, \quad \bar{c}_{k}=n+1-J_{m+2-k}, \quad k=1,2, \ldots, m+1$.
(B10)
The dimension of the supertableau $T$ is computed with a $(2 m+1) \times(2 m+1)$ determinant $D$ whose elements $a_{J}$ are given by the contour integral ${ }^{6}$

$$
\begin{equation*}
a_{j}=\frac{1}{2 i \pi} \oint \frac{d z}{z^{J+1}} \frac{(1+z)^{n}}{(1-z)^{m}} \tag{B11}
\end{equation*}
$$

The quantity $a_{J}$ is the dimension of a supertableau of class one of $\operatorname{SU}(m \mid m)$ with $J$ boxes in one column and it can be computed by using a recurrence formula which now takes the form

$$
\begin{align*}
& \sum_{0}^{m}(-)^{k} C_{m}^{k} a_{J-k}=C_{n}^{J}, \quad \text { for } 0 \leqslant J \leqslant n, \\
& \sum_{0}^{m}(-)^{k} C_{m}^{k} a_{J-k}=0, \quad \text { for } n+1 \leqslant J . \tag{B12}
\end{align*}
$$

Of course, as previously, $a_{J}=0$ for $J<0$. By using again the symmetry relation $C_{n}^{J}=C_{n}^{n-J}$ and by combining properly the row and column elements of the determinant $D$ as indicated in Eqs. (B12) we obtain the vanishing of the determinant $D$.

## APPENDIX C: HIGHEST WEIGHT OF THE SUPERTABLEAUX OF SU( $n \mid m$ )

We first consider the purely covariant supertableaux. The legality condition $b_{n+1} \leqslant m$ found in Ref. 2 is simply the $\alpha=0$ constraint $B_{0}$ and therefore these supertableaux belong to one of the classes $T_{0}^{K}$ with $0 \leqslant K \leqslant m$. More precisely the parameter $K$ is determined by

$$
c_{K} \geqslant n+1, \quad c_{K+1} \leqslant n
$$

The determination of the highest weight of a purely covariant supertableau has been made by Bars, Morel, and Ruegg ${ }^{2}$ and their result is a pair of Young tableaux $(X, Y)$ defined by

$$
\begin{align*}
& x_{s}=b_{s}, \quad s=1,2, \ldots, n  \tag{C1}\\
& y_{t}=c_{t}-n, \quad t=1,2, \ldots, K  \tag{C2}\\
& y_{t}=0, \quad t=k+1, \ldots, m \tag{C3}
\end{align*}
$$

The extension of this result to the mixed supertableaux of the class $T_{0}^{k}$ is straightforward. To the $n$ covariant rows and $K$ covariant columns of $T$ we may add, at most $m-K$ contravariant rows in the Young tableau $Y$ with Eq. (C3) replaced by

$$
\begin{equation*}
y_{t}=-\bar{c}_{m+1-t}, \quad t=K+1, \ldots, m \tag{C4}
\end{equation*}
$$

It is clear that the legality of the Young tableau $Y$ is destroyed if we add to $T$ a number of contravariant columns larger than $m-K$.

The case of purely contravariant supertableaux has also been treated in Ref. 2. The legality condition $\bar{c}_{m+1} \leqslant n$ is simply the $\beta=0$ constraint $C_{0}$. Therefore $K=0$ and these supertableaux belong to one of the classes $T_{J}^{0}$ with $J$ determined by

$$
\bar{b}_{J} \geqslant m+1, \quad \bar{b}_{J+1} \leqslant m .
$$

The determination of the highest weight of a purely contravariant supertableau leads to a pair of Young tableau ( $X, Y$ ) defined $\mathrm{by}^{2}$

$$
\begin{align*}
& x_{s}=0, \quad s=1,2, \ldots, n-J,  \tag{C5}\\
& x_{s}=m-\bar{b}_{n-s+1}, \quad s=n-J+1, \ldots, n,  \tag{C6}\\
& y_{t}=-\bar{c}_{m+1-\imath}, \quad t=1,2, \ldots, m . \tag{C7}
\end{align*}
$$

The extension of this result to the mixed supertableaux of the class $T_{J}^{0}$ is straightforward. To the $m$ contravariant columns and $J$ contravariant rows of $T$ we may add, at most, $n-J$ covariant rows and these covariant rows will appear as covariant rows in the Young tableau $X$ with Eq. (C1) replaced by

$$
\begin{equation*}
x_{s}=b_{s}, \quad s=1,2, \ldots, n-J . \tag{C8}
\end{equation*}
$$

Again the legality of the Young tableau $X$ is destroyed if we add to $T$ a number of covariant rows larger than $n-J$.

Let us now study a supertableau $T$ of the class $T_{n}^{m}$ with $n$ contravariant rows and $m$ covariant columns. The contragradient supertableau $\bar{T}$ has $n$ covariant rows and $m$ contravariant columns and it belongs to the class $T_{0}^{0}$. We have the relations of contragradience

$$
\begin{array}{ll}
b_{s}(\bar{T})=\bar{b}_{s}(T), & s=1,2, \ldots, n \\
\bar{c}_{t}(\bar{T})=c_{t}(T), & t=1,2, \ldots, m
\end{array}
$$

The highest weight of a supertableau of the class $T_{0}^{0}$ has been previously determined in the Appendix. The pair of Young tableaux $(\bar{X}, \bar{Y})$ associated to the highest weight $\bar{\Lambda}$ of $\bar{T}$ has its parameters given by Eqs. (C4) and (C8)

$$
\begin{align*}
& \bar{X} \Rightarrow x_{s}=b_{s}(\bar{T}), \quad s=1,2, \ldots, n \\
& \bar{T} \Rightarrow y_{t}=-\bar{c}_{m+1-t}(\bar{T}), \quad t=1,2, \ldots, m \tag{C9}
\end{align*}
$$

The contragradient weight of the highest weight $\bar{\Lambda}$ of the supertableau $\bar{T}$ is the lowest weight $\Lambda_{0}$ of the supertableau $T$ by contragradience

$$
x_{s} \Rightarrow-x_{n+1-s}, \quad y_{t} \Rightarrow-y_{n+1-t},
$$

and the pair of Young tableaux $\left(X_{0}, Y_{0}\right)$ describing the lowest weight $\Lambda_{0}$ of $T$ have their parameters given, from (C9), by

$$
\begin{array}{ll}
X_{0} \Rightarrow x_{s}=-\bar{b}_{n+1-s}(T), & s=1,2, \ldots, n \\
Y_{0} \Rightarrow y_{t}=c_{t}(T), & t=1,2, \ldots, m \tag{C10}
\end{array}
$$

The highest weight $\Lambda$ of the supertableau $T$ is now constructed from its lowest weight $\Lambda_{0}$ by the usual procedure of transfer to boxes between the $\mathrm{SU}(n)$ and $\mathrm{SU}(m)$ parts. Both supertableaux $T$ and $\bar{T}$ satisfy the result of Sec. III and then the transfer is maximal, e.g., the two extreme levels in $Q, Q_{\text {Hw }}$ and $Q_{\mathrm{LW}}$, have the same $\mathrm{SU}(n) \otimes \mathrm{SU}(m)$ component and the separation formula (11) holds:

$$
Q_{\mathrm{Lw}}=Q_{\mathrm{Hw}}+n-m
$$

As a consequence the pairs of Young tableaux $(X, Y)$ for the highest weight $\Lambda$ and ( $X_{0}, Y_{0}$ ) for the lowest weight $\Lambda_{0}$ are simply related by

$$
\begin{array}{ll}
X=X_{0} \otimes\{m, m, \ldots, m\}, & \text { in } \mathrm{U}(n), \\
Y=Y_{0} \otimes\{-n,-n, \ldots,-n\}, & \text { in } \mathrm{U}(m), \tag{C11}
\end{array}
$$

where the right factors in Eq. (C11) are, respectively, a SU(n) singlet and a $\operatorname{SU}(m)$ singlet. We then obtain the parameters of the highest weight $\Lambda$ of a supertableau of class $T_{n}^{m}$

$$
\begin{align*}
X \Rightarrow x_{s} & =m-\bar{b}_{n+1-s}, & s=1,2, \ldots, n \\
Y \Rightarrow y_{t} & =c_{t}-n, & t=1,2, \ldots, m \tag{C12}
\end{align*}
$$

Consider now the general case of a supertableau $T$ of class $T_{J}^{K}$ with $J \geqslant 1, K \geqslant 1$ as represented in Fig. 1. Using the results (C1)-(C8) we cut the covariant part of $T$ at the row $n$ and its contravariant part at the column $m$. We then obtain the two tableaux $N$ and $M$ respectively associated to the $\mathrm{SU}(n)$ and to the $\mathrm{SU}(m)$ parts as shown in Fig. 2. The integers $j$ and $k$ used in Fig. 2 are defined by

$$
\begin{array}{lll}
\bar{b}_{j}-m \geqslant 0, & \bar{b}_{j+1}-m<0, & 0<j<J, \\
c_{k}-n \geqslant 0, & c_{k+1}-n<0, & 0<k<K .
\end{array}
$$

The tableau $N(M)$ is not a legal Young tableau of $\operatorname{SU}(n)$ [ $\mathrm{SU}(m)$ ] because it contains more than $n(m)$ rows. In order to


FIG. 1. General mixed supertableau $T$.
obtain the Young tableaux $X$ and $Y$ describing the highest weight of $T$ we must modify $N$ and $M$ by transferring boxes and annihilating covariant and contravariant boxes. Two possibilities exist: (i) annihilate covariant and contravariant boxes in $N$ and in $M$ independently; and (ii) transfer boxes from $N(M)$ to $M(N)$ and annihilate covariant and contravariant boxes. We have just studied the particular case $J=n$ $K=m$ by an independent technique. The lesson contained in the final result ( C 12 ), is that the second procedure is the correct one when applied to the subtableaux $A$ and $B$ of $N$ and $M$ represented in Fig. 3. The supertableaux $A$ and $B$ are located within two rectangles whose sides have the lengths $J$ and $K$. The transfer of boxes and the annihilation of covariant and contravariant boxes has to be made in such a way as to respect the supersymmetrization of rows and columns. More precisely the covariant box belonging to the row $u$ and the column $v$ is annihilated by the contravariant box belonging to the row $n+1-v$ and the column $m+1-u$ with

$$
n+1-J \leqslant u \leqslant n, \quad 1 \leqslant v \leqslant K
$$

and such an annihilation occurs when and only when both boxes in the subtableaux $N$ and $M$ exist.

The result is two subtableaux $\widetilde{A}$ of $A$ and $\widetilde{B}$ of $B$ as shown in Fig. 4, and the two Young tableaux $X$ and $Y$ representing the highest weight of $T$ are given in Fig. 5. The consistency of this procedure is insured by the positivity constraints on the length of the rows and columns of $T$. By definition of $J$ the $J$ first constraints $B_{0}$ are not satisfied and therefore

$$
b_{s} \geqslant m-\bar{b}_{n+1-s}, \quad \text { for } n-J+1 \leqslant s \leqslant n .
$$

Equivalently, by definition of $K$ the $K$ first constraints $C_{0}$ are not satisfied and, as a consequence of Lemma II, the $K$ first contraints $C_{1}$ are not satisfied and therefore

$$
\bar{c}_{t} \geqslant n-c_{m+1-t}, \text { for } m-K+1 \leqslant t \leqslant m
$$



FIG. 2. Tableaux $N$ and $M$.


FIG. 3. Supertableaux $A$ and $B$.

Finally the coordinates $x_{s}$ and $y_{t}$ of the Young tableaux $X$ and $Y$ of Fig. 9 are simply given by

$$
X \Rightarrow \begin{array}{ll}
x_{s}=b_{s}, & s=1,2, \ldots, n-J \\
x_{s}=m-\bar{b}_{m+1-s}, & s=n-J+1, \ldots, n  \tag{C14}\\
\mathrm{Y}_{\mathrm{t}} \Rightarrow c_{t}-n, & t=1,2, \ldots, k \\
y_{t}=-\bar{c}_{m+1-t}, & t=k+1, \ldots, m
\end{array}
$$

It is now straightforward to check that the formulas (C13) and (C14) contain, as particular cases, those obtained earlier in this Appendix.

## APPENDIX D: THE SUPERTABLEAUX OF $S_{1}$ ARE ATYPICAL

The supertableau $T$ of the class $T_{J}^{K}$ is assumed to belong to the set $S_{1}$ and therefore it satisfies the following inequalities of $B_{1}$ and $C_{1}$ :

$$
\begin{align*}
& \bar{b}_{J+1}+b_{n-J} \geqslant m \\
& \vdots  \tag{D1}\\
& \bar{b}_{j_{1}}+b_{n-j_{1}+1} \geqslant m \\
& \bar{b}_{j_{1}+1}+b_{n-j_{1}+1} \leqslant m-1, \\
& c_{K+1}+\bar{c}_{m-K+1} \geqslant n, \\
& \vdots  \tag{D2}\\
& c_{k_{1}}+\bar{c}_{m-k_{1}+1} \geqslant n, \\
& c_{k_{1}+1}+\bar{c}_{m-k_{1}} \leqslant n-1 .
\end{align*}
$$

On the other hand, the supertableau $T$ satisfies the inequalities (19) and in particular

$$
\begin{align*}
& b_{n-j_{1}} \geqslant b_{n-J} \geqslant K, \quad \text { for } j_{1} \geqslant J, \\
& \bar{c}_{m-k_{1}} \geqslant \bar{c}_{m-K} \geqslant J, \quad \text { for } k_{1} \geqslant K . \tag{D3}
\end{align*}
$$

Using the constraint $\alpha=j_{1}$ of $B_{1}$ we get

$$
\begin{equation*}
\bar{b}_{j_{1}+1} \leqslant m-1-K, \quad \text { or equivalently } \bar{c}_{m-K} \leqslant j_{1} \tag{D4}
\end{equation*}
$$

and from the constraint $\beta=k_{1}$ of $C_{1}$ we obtain

$$
\begin{equation*}
c_{k_{1}+1} \leqslant n-1-J, \quad \text { or equivalently } b_{n-J} \leqslant k_{1} \tag{D5}
\end{equation*}
$$

We then associate one equation $\alpha$ of (D1) with $J \leqslant \alpha \leqslant j_{1}-1$ and the equation $\beta=k_{1}$ of ( D 2 ) and we derive a sequence of inequalities:

$$
\begin{aligned}
& b_{n-\alpha} \leqslant k_{1} \text { with } \alpha \text { of (D1) implies } \\
& \quad \bar{b}_{\alpha+1} \geqslant m-k_{1} \text { or } \bar{c}_{m-k_{1}} \geqslant \alpha+1, \\
& \bar{c}_{m-k_{1}} \geqslant \alpha+1 \text { with } \beta \text { of (D2) implies } \\
& c_{k_{1}+1} \leqslant n-\alpha-2 \text { or } b_{n-\alpha-1} \leqslant k_{1} .
\end{aligned}
$$



FIG. 4. Subtableaux $\widetilde{A}$ and $\widetilde{B}$ after the annihilation of boxes.
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FIG. 5 . Young ualceax $X$ and Yof the highes weight 1 .

The first inequality for $\alpha=J$ is just the result (D5) and for $\alpha=j_{1}-1$ we obtain

$$
\begin{equation*}
\bar{c}_{m-k_{1}} \geqslant j_{1}, \quad b_{n-j_{1}} \leqslant k_{1} . \tag{D6}
\end{equation*}
$$

We then proceed in an analogous way associating one equation $\beta$ of (D2) $K<\beta \leqslant k_{1}-1$ and the equation $\alpha=j_{1}$ of (D1) and we derive a second sequence of inequalities:

$$
\begin{gathered}
\bar{c}_{m-\beta} \leqslant j_{1} \text { with } \beta \text { of }(\mathrm{D} 2) \text { implies } \\
c_{\beta+1} \geqslant n-j_{1} \text { or } b_{n-j_{1}} \geqslant \beta+1, \\
b_{n-j_{1}} \geqslant \beta+1 \text { with } \alpha=j_{1} \text { of (D1) implies } \\
\bar{b}_{j_{1}}+1 \leqslant m-\beta-2 \text { or } \bar{c}_{m-\beta-1} \leqslant j_{1} .
\end{gathered}
$$

The first inequality for $\beta=K$ is just the result (D4) and for $\beta=k_{1}-1$ we obtain

$$
\begin{equation*}
b_{n-j_{1}} \geqslant k_{1}, \quad \bar{c}_{m-k_{1}} \leqslant j_{1} . \tag{D7}
\end{equation*}
$$

Combining now the result (D6) and (D7) we get the solution

$$
\begin{equation*}
b_{n-j_{1}}=k_{1}, \quad \bar{c}_{m-k_{1}}=j_{1} . \tag{D8}
\end{equation*}
$$

The values of the parameters $x_{n}$ and $y_{1}$ are now computed from Eqs. (27) and (28),

$$
\begin{equation*}
x_{n}=k_{1}-\sum_{1}^{j_{1}} a_{n-r}, \quad y_{1}=-j_{1}+\sum_{1}^{k_{1}} a_{n+r}, \tag{D9}
\end{equation*}
$$

and the Kac-Dynkin parameter $a_{n}$ takes the atypical value

$$
\begin{equation*}
a_{n}=x_{n}+y_{1}=A_{j_{1} k_{1}} . \tag{D10}
\end{equation*}
$$

## APPENDIX E: ATYPICITY OF THE SUPERTABLEAUX OF $S$,

We consider a supertableau $T$ of the class $T_{J}^{K}$ and we assume that $T$ belongs to the set $S_{l}$ with $2 \leqslant l \leqslant L(J, K)$. Because of the inclusion relation (15) we have

$$
T \in S_{\lambda}, \quad \text { for } \lambda=0,1, \ldots, l .
$$

In particular $T \in S_{1}$ and from Theorem I discussed in the previous Appendix $T$ is atypical with the relations

$$
\begin{equation*}
b_{n-j_{1}}=k_{1}, \quad \bar{c}_{m-k_{1}}=j_{1} \tag{E1}
\end{equation*}
$$

leading to

$$
a_{n}=A_{j_{1} k_{1}}
$$

We first derive the consequence of the assumption $T \in S_{2}$. We have two sets of constraints $B_{2}$ and $C_{2}$ analogous to the sets (D1) and (D2) considered in the Appendix D:

$$
\begin{align*}
& \bar{b}_{j_{1}+1}+b_{n-j_{1}-1} \geqslant m-1, \\
& \quad \vdots  \tag{E2}\\
& \bar{b}_{j_{2}}+b_{n-j_{2}} \geqslant m-1, \\
& \bar{b}_{j_{2}+1}+b_{n-j_{2}-1}<m-2 ; \\
& c_{k_{1}+1}+\bar{c}_{m-k_{1}-1} \geqslant n-1, \\
& \quad \vdots  \tag{E3}\\
& c_{k_{2}}+\bar{c}_{m-k_{2}} \geqslant n-1, \\
& c_{k_{2}+1}+\bar{c}_{m-k_{2}-1} \leqslant n-2 .
\end{align*}
$$

We use the inequalities (19) in the form

$$
\begin{align*}
& b_{n-j_{2}-1} \geqslant b_{n-j_{1}}=k_{1}, \quad \text { for } j_{2} \geqslant j_{1}, \\
& \bar{c}_{m-k_{2}-1} \geqslant \bar{c}_{m-k_{1}}=j_{1}, \quad \text { for } k_{2} \geqslant k_{1} . \tag{E4}
\end{align*}
$$

Taking into account the constraint $\alpha=j_{2}$ of (E2) and the constraint $\beta=k_{2}(\mathrm{E} 3)$ we obtain

$$
\begin{equation*}
b_{n-j_{1}-1} \leqslant k_{2}, \quad \bar{c}_{m-k_{1}-1} \leqslant j_{2} . \tag{E5}
\end{equation*}
$$

Now the method is the same as in Appendix D. We associate one equation $\alpha$ of ( E 2 ) with $j_{1} \leqslant \alpha \leqslant j_{2}-1$ and the equation $\beta=k_{2}$ of ( E 3 ) and we derive a sequence of inequalities ending with

$$
\begin{equation*}
\bar{c}_{m-k_{2}-1} \geqslant j_{2}, \quad b_{n-j_{2}-1} \leqslant k_{2} . \tag{E6}
\end{equation*}
$$

We then associate one equation $\beta$ of $(\mathrm{E} 3)$ with $k_{1} \leqslant \beta \leqslant k_{2}-1$ and the equation $\alpha=j_{2}$ of (E2) and we obtain the final inequalities

$$
\begin{equation*}
b_{n-j_{2}-1} \geqslant k_{2}, \quad \bar{c}_{m-k_{2}-1} \leqslant j_{2} . \tag{E7}
\end{equation*}
$$

The common solution of (E6) and (E7) is then

$$
\begin{equation*}
b_{n-j_{2}-1}=k_{2}, \quad \bar{c}_{m-k_{2}-1}=j_{2}, \tag{E8}
\end{equation*}
$$

and we get a second expression for the parameter $x_{n}$ and $y_{1}$,

$$
\begin{equation*}
x_{n}=k_{2}-\sum_{1}^{j_{2}+1} a_{n-r}, \quad y_{1}=-j_{2}+\sum_{1}^{k_{1}+1} a_{n+r} \tag{E9}
\end{equation*}
$$

and the Kac-Dynkin parameter $\mathrm{a}_{n}$,

$$
\begin{equation*}
a_{n}=A_{j_{2}+1 k_{2}+1} . \tag{E10}
\end{equation*}
$$

We then have a degeneracy $\delta=2$ for the atypical value of $a_{n}$,

$$
\begin{equation*}
A_{j_{1} k_{1}}=A_{j_{2}+1 k_{2}+1} \tag{E11}
\end{equation*}
$$

and comparing Eqs. (D9) and (E9) we obtain
$\sum_{j_{1}+1}^{j_{2}+1} a_{n-r}=k_{2}-k_{1}, \sum_{k_{1}+1}^{k_{2}+1} a_{n+r}=j_{2}-j_{1}$.
Equations (E12) are a minimal realization of the degeneracy $\delta=2$ associated to Eq. (E11).

The general proof continue in the same way for $T \in S_{3}$ up to $T \in S_{l}$. At the step $T \in S_{\lambda}$ we freeze one row parameter and one column parameter and we can derive two relations analogous to (E12) which are again a minimal realization for a degeneracy $\delta=2$.

The conditions

$$
\begin{equation*}
b_{n-j_{\lambda}-\lambda+1}=k_{\lambda}, \quad \bar{c}_{m-k_{\lambda}-\lambda+1}=j_{\lambda} \tag{E13}
\end{equation*}
$$

imply for $x_{n}$ and $y_{1}$ the values

$$
\begin{align*}
& x_{n}=k_{\lambda}-\sum_{i}^{j_{\lambda}+\lambda-1} a_{n-r} \\
& y_{1}=-j_{\lambda}+\sum_{i}^{k_{\lambda}+\lambda-1} a_{n+r} \tag{E14}
\end{align*}
$$

and a new expression of the Kac-Dynkin parameter $a_{n}$ is

$$
\begin{equation*}
a_{n}=A_{j_{\lambda}+\lambda-1 k_{\lambda}+\lambda-1} . \tag{E15}
\end{equation*}
$$

The degeneracy equality

$$
\begin{equation*}
A_{j_{\lambda-1}+\lambda-2 k_{\lambda-1}+\lambda-2}=A_{j_{\lambda}+\lambda-1 k_{\lambda}+\lambda-1} \tag{E16}
\end{equation*}
$$

is satisfied with the minimal realization

$$
\begin{align*}
& \sum_{\substack{j_{\lambda-1}+\lambda-1 \\
k_{\lambda}+\lambda-1}}^{\sum_{n-r}=k_{\lambda}-k_{\lambda-1}} \sum_{k_{\lambda-1}+\lambda-1} a_{n+r}=j_{\lambda}-j_{\lambda-1}
\end{align*}
$$

## APPENDIX F: IRREDUCTIBILITY OF THE ATYPICAL SUPERTABLEAUX WITH A DEGENERACY $\delta=1$

We study the supertensor associated to a supertableau for which the highest weight $\Lambda$ is atypical and nondegenerate $\delta=1$. The problem is to recognize if this supertensor is an irreducible representation of $\mathrm{SU}(n \mid m)$ or if it is a part of a nonfully reducible representation in which case a second highest weight is present in the representation. We then construct this second highest weight in order to see when it disappears.

Before proceeding let us be reminded of some useful features of the Lie superalgebra of the superunitary groups. The notations used are those of Ref. 2.

The operators of the bosonic sector of the superalgebra corresponding to simple positive and negative roots are
$P_{l}^{+}=E_{l}^{l+1}, \quad P_{l}^{-}=E_{l+1}^{l}$,

$$
l=1,2, \ldots, n-1, n+1, \ldots, n+m-1
$$

The operators of the fermionic sector associated to positive and negative roots are

$$
\begin{gathered}
I_{j}^{n+k}=E_{j}^{n+k}, \quad I_{n+k}^{j}=E_{n+k}^{j} \\
j=1,2, \ldots, n, \quad k=1,2, \ldots, m .
\end{gathered}
$$

The Cartan subalgebra operators are defined by
$H_{l}=E_{l}^{l}-E_{l+1}^{l+1}, \quad l=1,2, \ldots n-1, n+1, \ldots, n+m-1$, $H_{n}=E_{n}^{n}+E_{n+1}^{n+1}$.
The highest weight $\Lambda$ is an eigenvector of the Cartan operators with, as eigenvalues, the Kac-Dynkin parameters $a_{l}$,

$$
H_{l}|\Lambda\rangle=a_{l}|\Lambda\rangle, \quad l=1,2, \ldots, n+m-1
$$

and it satisfies the constraints

$$
\begin{align*}
& P_{l}^{+}|\Lambda\rangle=0, \quad l=1, \ldots, n-1, n+1, \ldots, n+m-1 \\
& I_{n}^{n+1}|\Lambda\rangle=0 \tag{F1}
\end{align*}
$$

We start with the simple case of the supergroup $\operatorname{SU}(n \mid 1)$ and this subsection is an Appendix of $I$. Let us first define a set of $n$ vectors $\left|\Lambda_{j}\right\rangle$ by the application of lowering fermionic operators to the highest weight $\Lambda$,

$$
\begin{equation*}
\left|\Lambda_{j}\right\rangle=I_{n+1}^{n-j} I_{n+1}^{n-j+1} \ldots I_{n+1}^{n}|\Lambda\rangle, \quad j=0,1, \ldots, n-1 . \tag{F2}
\end{equation*}
$$

We now introduce the $n$ vectors

$$
\begin{equation*}
\left|\Omega_{j}\right\rangle=I_{n}^{n+1} n_{n-1}^{n+1} \cdots I_{n-j+1}^{n+1}\left|\Lambda_{j}\right\rangle, \quad j=0,1, \ldots, n-1, \tag{F3}
\end{equation*}
$$

and we compute the action of the raising operators $P_{1}^{+}$and $I_{n}^{n+1}$ by using the commutation relations of the superalgebra and the property $(\mathrm{F} 1)$ of the highest weight. The result is

$$
\begin{align*}
& P_{l}^{+}\left|\Omega_{j}\right\rangle=\delta_{l n-j}\left(a_{n}-A_{j}\right)\left|\Omega_{j-1}\right\rangle, \quad j=1,2, \ldots, n-1,  \tag{F4}\\
& I_{n}^{n+1}\left|\Omega_{j}\right\rangle=\delta_{j 0} a_{n}|\Lambda\rangle
\end{align*}
$$

where $A_{j}$ is the atypical value $A_{j 0}$ defined in Eq. (3). If the representation is typical all the vectors $\left|\Omega_{j}\right\rangle$ are nonzero.

We suppose the representation to be atypical with $a_{n}=A_{j}$. If it is irreducible we have no second highest weight and

$$
\begin{equation*}
\left|\Omega_{j}\right\rangle=0 \tag{F5}
\end{equation*}
$$

We then introduce the vectors

$$
\begin{align*}
\left|\Omega_{j}^{(p)}\right\rangle & =I_{n}^{n+1} \ldots I_{p}^{n+1} \ldots I_{n-j+1}^{n+1}\left|\Lambda_{j}\right\rangle, \\
p & =n-j+1, \ldots, n, \tag{F6}
\end{align*}
$$

where the sign $\sim$ on the operator $I_{p}^{n+1}$ indicates that this operator is missing in the product. The action of the raising operators $P_{l}^{+}$and $I_{n}^{n+1}$ is computed as previously and we find

$$
\begin{align*}
& P_{l}^{+}\left|\Omega_{j}^{(p)}\right\rangle=\delta_{l p}\left|\Omega_{j}^{(p+1)}\right\rangle, \quad p=n-j+1, \ldots, n-1 \\
& I_{n}^{n+1}\left|\Omega_{j}^{(p)}\right\rangle=\delta_{n p}\left|\Omega_{j}\right\rangle \tag{F7}
\end{align*}
$$

By assumption there is no other highest weight in the representation besides $|\Lambda\rangle$ and as a consequence the vectors $\left|\Omega_{j}^{(p)}\right\rangle$ must vanish:

$$
\begin{equation*}
\left|\Omega{ }_{j}^{(p)}\right\rangle=0, \quad p=n-j+1, \ldots, n-1 . \tag{F8}
\end{equation*}
$$

Iterating the procedure we can prove the vanishing of all the vectors of the form
$\left|\Omega_{j}^{\left(p_{1} \cdots p_{r}\right)}\right\rangle=I_{n}^{n+1} \cdots \widehat{I_{p_{1}}^{n+1}} \cdots \widehat{I_{p_{r}}^{n+1}} \cdots I_{n-j+1}^{n+1}\left|\Omega_{j}\right\rangle=0$.
The only possible solution to the full set of equations (F5), (F8), and (F9) is

$$
\begin{equation*}
\left|\boldsymbol{\Lambda}_{j}\right\rangle=0 \tag{F10}
\end{equation*}
$$

We then obtain a necessary condition for the atypical representation of highest weight $\Lambda$ and atypicity $a_{n}=A_{j}$ to be irreducible.

Let us apply condition (F10) to the atypical supertableaux of $\operatorname{SU}(n \mid 1)$. The supertableaux of the class $\Delta_{1}$ have $c_{1}+\bar{c}_{1} \leqslant n-1$ and we call $j$ the smallest value of $\alpha$ for which one constraint $B_{1}$ is satisfied:

$$
\bar{b}_{j+1}+b_{n-j}=0
$$

Therefore $\bar{b}_{j} \geqslant 1, \bar{c}_{1}=j$, and $c_{1} \leqslant n-j-1$.
The highest weight $\Lambda$ of the supertableau is associated to the point $P$ of coordinates

$$
P \begin{array}{ll}
x_{s}=b_{s}, & s=1, \ldots, n-j-1, \\
x_{n-j}=0, & \\
x_{s}=1-\bar{b}_{n+1-s}, & s=n-j+1, \ldots n \\
y_{1}=-\bar{c}_{1}=-j, &
\end{array}
$$

and the parameter $a_{n}$ has the atypical value $a_{n}=A_{j}$.

The vector $\Lambda_{j-1}$ is obtained from the highest weight after the transfer of the $j$ controvariant boxes of the $y$ part to the $x$ part and the coordinates of the point $P_{j-1}$ associated to $\Lambda_{j-1}$ are simply

$$
\begin{array}{lll} 
& x_{s}=b_{s}, & s=1, \ldots, n-j-1, \\
P_{j-1} & x_{n-j}=0, & \\
& x_{s}=-\bar{b}_{n+1-s}, & s=n-j+1, \ldots, n \\
& y_{1}=0 . &
\end{array}
$$

An additional transfer is not possible and we get the vanishing of $\left|\Lambda_{j}\right\rangle$ :

$$
\left|\Lambda_{j}\right\rangle=I_{n+1}^{n-j}\left|A_{j-1}\right\rangle=0 .
$$

For the supertableaux of the class $\Delta_{0}$ which are atypical we have $c_{1}+\bar{c}_{1} \geqslant n+1$ as shown in I and the relation (F10) is not satisfied.

As an example consider the mixed supertableau $T$,


It satisifes $a_{n}=0$ and the $\mathrm{SU}(2) \otimes \mathrm{U}(1)$ content of the first highest weight $\boldsymbol{A}$ is


The vector $\left|\Lambda_{0}\right\rangle=I_{j}^{2}|\Lambda\rangle$ represented by

is nonzero and it is a second highest weight.
We proceed in an analogous way for the general case of the $\operatorname{SU}(n \mid m)$ supergroup. The algebra has been previously defined and we introduce the vectors

$$
\begin{equation*}
\left|\Lambda_{j k}\right\rangle=\prod_{t=n+k+1}^{t=n+1}\left(\prod_{s=n-j}^{s=n} I_{t}^{s}\right)|\Lambda\rangle \tag{F11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\Omega_{j k}\right\rangle=\prod_{t^{\prime}=n+1}^{t^{\prime}=n+k+1}\left(\prod_{s^{\prime}=n}^{s^{\prime}=-j} I_{s^{\prime}}^{t^{\prime}}\right)\left|\Lambda_{j k}\right\rangle \tag{F12}
\end{equation*}
$$

for $\quad j=0,1, \ldots, n-1 \quad$ and $\quad k=0,1, \ldots, m-1 \quad$ and $\left(s^{\prime}, t^{\prime}\right) \neq n-j, n+k+1$. The action of the creation operators on the vectors $\left|\Omega_{j k}\right\rangle$ is now given by

$$
\begin{align*}
P_{l}^{+}\left|\Omega_{j k}\right\rangle= & \delta_{l}^{n-j} \prod_{k}^{\prime}=\prod_{=0}^{k}\left(a_{n}-A_{j k}\right)\left|\Omega_{j-1 k}\right\rangle \\
& -\delta_{l}^{n+k} \prod_{j=0}^{j=j}\left(a_{n}-A_{j k}\right)\left|\Omega_{j k-1}\right\rangle,  \tag{F13}\\
I_{n}^{n+1}\left|\Omega_{j k}\right\rangle= & \delta_{j 0} \delta_{k 0} a_{n}|\Lambda\rangle,
\end{align*}
$$

where the $A_{j k}$ 's are the atypical values defined in Eq. (3). If the representation is typical all the vectors $\left|\Omega_{j k}\right\rangle$ are nonzero. If the representation is atypical with $a_{n}=A_{j k}$ the vector $\left|\Omega_{j k}\right\rangle$ is either zero or a second highest weight. Therefore for an irreducible representation $\left|\Omega_{j k}\right\rangle=0$.

Proceedings as in the $\mathrm{SU}(n \mid 1)$ case one can show that any vector deduced from $\left|\Omega_{j k}\right\rangle$ by suppressing any number
of fermionic raising operators must also vanish and the final condition is

$$
\begin{equation*}
\left|\Lambda_{j k}\right\rangle=0 \tag{F14}
\end{equation*}
$$

## APPENDIX G: GENERALIZED SUPERTABLEAUX

We first consider a supertableau $T$ of the class $\Delta_{0}$ with $n$ rows and $m$ columns as discussed in Sec. III. In general, $T$ is typical and irreducible but it may accidentally become atypical when some specific relation between one row parameter $b_{j}\left(\bar{b}_{j}\right)$ and one column parameter $c_{k}\left(\bar{c}_{k}\right)$ is satisfied. Of course such a situation affects only mixed supertableaux. Consider a particular relation of atypicity

$$
\begin{equation*}
b_{j}-\bar{c}_{k}=n_{j k} \tag{G1}
\end{equation*}
$$

and suppose that the supertableau $T$ of the class $\Delta_{0}$ is typical and such that

$$
b_{j}-\bar{c}_{k}=n_{j k}-1
$$

In the tensor product of $T$ by the fundamental one covariant box supertableau $F$ we have in general two supertableaux $T_{1}$ and $T_{2}$ and two supertableaux only such that
for $T_{1}, \quad b_{j}^{\prime}=b_{j}+1$ and all other parameters as in $T$,
for $T_{2}, \quad \bar{c}_{k}^{\prime}=\bar{c}_{k}-1 \quad$ and all other parameters as in $T$.
It is clear that for $T_{1}$ and $T_{2}$ the constraint (G1) is fulfilled and both supertableaux are atypical. We describe this result as the pair production of atypical supertableaux.

In the particular situations for the supertableau $T$

$$
\left|\begin{array}{l}
b_{j-1}=b_{j} \\
\bar{c}_{k+1}=\bar{c}_{k}
\end{array}\right| \text { the supertableau }\left|\begin{array}{l}
T_{1} \\
T_{2}
\end{array}\right| \text { does not exist. }
$$

However it can be proven that even in these cases a second supertableau becomes atypical in the product $T \otimes F$ with a different atypicity constraint. As discussed in I the supertableaux $T_{1}$ and $T_{2}$ do not have, in general, an individual existence and only the consideration of the pair ( $T_{1}, T_{2}$ ) makes sense. This pair by definition is a two-generalized supertableau and it describes a nonfully reducible representation of $\operatorname{SU}(n \mid m)$.

If the supertableau $T$ is chosen in such a way that the same procedure can be repeated for a different atypicity relation we can construct two supertableaux $T_{11}$ and $T_{12}$ from $T_{1}$ and two supertableaux $T_{21}$ and $T_{22}$ from $T_{2}$. These four supertableaux are atypical with a degeneracy of atypicity $\delta=2$. Only the consideration of the quartet ( $T_{11}, T_{12}, T_{21}$, $T_{22}$ ) makes sense and by definition this collection is a fourgeneralized supertableau and it describes a nonfully reducible representation of $\mathrm{SU}(n \mid m)$.

Such a construction can be made for all subsets of atypical relations (G1). The full set of atypical relations has obviously the dimension $L$ and therefore we can obtain collections of $2^{p}$ atypical supertableaux with degeneracy of atypicity $\delta=p$ as long as $p \leqslant L$. This collection is a $\rho$-generalized supertableau and we have

$$
\begin{equation*}
\rho=2^{\delta}, \quad \text { with } 1 \leqslant \delta \leqslant L \tag{G2}
\end{equation*}
$$

The extension of these considerations to the atypical supertableaux of the class $\Delta_{l}$ for $1 \leqslant l \leqslant L-1$ is straightforward. The original supertableau is an atypical irreducible
supertableau of the class $\Delta_{l}$ whose highest weight has a degeneracy of atypicity $\delta=l$. Therefore $l$ atypical relations of the type (G1) have already been used and we have at our disposal only ( $\mathrm{L}-l$ ) independent atypical relations. We then use the same method of construction as previously and we get $\rho$-generalized supertableaux of the class $\Delta_{l}$ with $\rho$ now given by

$$
\begin{equation*}
\rho=2^{(\delta-l)}, \quad \text { with } l<\delta \leqslant L . \tag{G3}
\end{equation*}
$$
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#### Abstract

A semidirect product of Schwartz' space functions on $\mathbb{R}^{3}$ and the group of diffeomorphisms of $\mathbb{R}^{3}$ can describe quantum-mechanical systems. We interpret a class of continuous unitary representations of this group, characterized by multipole moments, as describing tightly bound composite particles.


## I. INTRODUCTION ${ }^{1-4}$

Nonrelativistic quantum theory may be described by means of unitary representations of the group of diffeomorphisms of $\mathbb{R}^{3}$. In such a representation, the self-adjoint generators form a Lie algebra of local currents, indexed by vector fields on $\mathbb{R}^{3}$. In this paper, we examine representations of the local current algebra which are inequivalent to the $N$ particle representations previously studied, and which describe tightly bound composite particles.

At a fixed time $t$, the charge density $\rho(\mathbf{x})$ and the momentum density $J(\mathbf{x})$ are operator-valued distributions. That is, the averaged currents $\rho(f)=\int \rho(x) f(x) d^{3} x$ and $J(\mathbf{g})$ $=\int \mathbf{J}(\mathbf{x}) \cdot \mathbf{g}(\mathbf{x}) d^{3} x$ are self-adjoint operators in a Hilbert space $\mathscr{H}$, where $f$ and the components of gare $C^{\infty}$ functions of rapid decrease on $\mathbb{R}^{3}$ (Schwartz' space functions). These operators satisfy the equal-time commutation relations (with $\hbar=1$ )

$$
\begin{align*}
& {\left[\rho\left(f_{1}\right), \rho\left(f_{2}\right)\right]=0}  \tag{1}\\
& {[\rho(f), J(\mathbf{g})]=i \rho(\mathbf{g} \cdot \nabla f)}  \tag{2}\\
& {\left[J\left(\mathbf{g}_{1}\right), J\left(\mathbf{g}_{2}\right)\right]=i J\left(\mathbf{g}_{2} \cdot \nabla \mathbf{g}_{1}-\mathbf{g}_{1} \cdot \nabla \mathbf{g}_{2}\right),} \tag{3}
\end{align*}
$$

where $g_{2} \cdot \nabla g_{1}-g_{1} \cdot \nabla g_{2}$ is the Lie bracket $\left[g_{1}, g_{2}\right]$ of the vector fields $g_{1}$ and $g_{2}$. Thus Eqs. (1)-(3) represent the Lie algebra of $C^{\infty}$ scalars and vector fields on $\mathbb{R}^{3}$ by self-adjoint operators.

The associated one-parameter unitary groups are $U(s f)$ $=\exp [i s \rho(f)]$ and $V\left(\phi_{s}^{\mathbf{g}}\right)=\exp [i s J(\mathbf{g})]$, where $s \in R$ and $\phi_{s}^{\mathbf{g}}$ : $\mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ is the flow generated by g ; i.e., $\partial_{s} \phi_{s}^{\mathbf{g}}=\mathrm{g}^{\circ} \phi_{s}^{\mathbf{g}}$ and $\phi_{s=0}^{\mathbf{g}}(\mathbf{x})=\mathbf{x}$. The operators $U(f) V(\phi)$ represent the semidirect product group $\mathscr{S} \wedge \mathscr{K}$, where $\mathscr{S}$ is Schwartz' space under addition, $\mathscr{K}$ is the group of $C^{\infty}$ diffeomorphisms which rapidly tend to the identity at infinity, and the group law is given by

$$
\begin{equation*}
\left(f_{1}, \phi_{1}\right)\left(f_{2}, \phi_{2}\right)=\left(f_{1}+f_{2} \circ \phi_{1}, \phi_{2} \circ \phi_{1}\right) . \tag{4}
\end{equation*}
$$

The representations of Eq. (1)-(3) that we study are obtained from continuous unitary representations of $\mathscr{S} \wedge \mathscr{K}$.

In Sec. II we present explicit representations which we interpret as describing systems of composite particles having an internal degree of freedom, the dipole moment. Section III introduces representations describing quadrupole particles and explains their interpretation as describing compos-
ite systems, concluding with a brief discussion of higher multipole representations. In Sec. IV, we elaborate further on our interpretation of these representations as describing kinematically bound particles.

## II. REPRESENTATIONS DESCRIBING DIPOLE PARTICLES

First we consider a single dipole particle. Let $\mathscr{H}$ be the Hilbert space of square integrable functions $\psi(x, \lambda)$ with respect to Lebesgue measure on $(\mathbf{x}, \lambda)$ space. We think of $\mathbf{x}$ as the position coordinate, and $\lambda$ as the dipole moment coordinate. The group representation is defined for $(f, \phi) \in \mathscr{S} \wedge \mathscr{K}$ by

$$
\begin{align*}
& (U(f) \psi)(\mathbf{x}, \lambda)=\exp [i \lambda \cdot(\nabla f)(\mathbf{x})] \psi(\mathbf{x}, \lambda)  \tag{5}\\
& (V(\phi) \psi)(\mathbf{x}, \lambda)=\psi\left(\phi(\mathbf{x}), \mathscr{J}_{\phi}(\mathbf{x}) \lambda\right) \operatorname{det} \mathscr{J}_{\phi}(\mathbf{x}), \tag{6}
\end{align*}
$$

where $\mathscr{J}_{\phi}(x)$ is the Jacobian matrix of $\phi$ at $x$, and $\lambda^{\prime}$ $=\mathscr{J}_{\phi}(\mathbf{x}) \lambda$ is given by $\left(\lambda^{\prime}\right)^{k}=\left(\partial_{j} \phi^{k}\right)(\mathbf{x}) \lambda^{j}$, summation over repeated indices being assumed. One can verify directly that Eqs. (5) and (6) provide a representation of Eq. (4). Because $(\mathbf{x}, \lambda)$ space is a single orbit under $\mathscr{K}$, this representation is irreducible.

The representation of the current algebra, Eqs. $\{1)-(3)$, is easily found using $\rho(f) \psi=\left.i^{-1} \partial_{s} U(s f) \psi\right|_{s=0}$ and $J(g) \psi$ $=\left.i^{-1} \partial_{s} V\left(\phi_{s}^{g}\right) \psi\right|_{s=0}$. We obtain

$$
\begin{align*}
\varphi(f) \psi)(\mathbf{x}, \lambda)= & {[\lambda \cdot(\nabla f)(\mathbf{x})] \psi(\mathbf{x}, \lambda), }  \tag{7}\\
(J(\mathbf{g}) \psi)(\mathbf{x}, \lambda)= & (1 / 2 i)[\mathbf{g}(\mathbf{x}) \cdot \nabla+\nabla \cdot g(\mathbf{x})] \psi(\mathbf{x}, \lambda) \\
& +\left(\partial_{j} g^{k}\right)(\mathbf{x}) \frac{1}{2 i}\left[\lambda^{j} \frac{\partial}{\partial \lambda^{k}}\right. \\
& \left.+\frac{\partial}{\partial \lambda^{k}} \lambda^{j}\right] \psi(\mathbf{x}, \lambda) . \tag{8}
\end{align*}
$$

In Eq. (8), the derivatives act on all quantities to their right.
To interpret this representation, consider two ordinary particles of equal and opposite charge $q$. The two-particle representation of $\mathscr{S} \wedge \mathscr{R}$ is given by ${ }^{2}$

$$
\begin{align*}
(U(f) \Phi)\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)= & \exp \left\{i q\left[f\left(\mathbf{x}_{1}\right)-f\left(\mathbf{x}_{2}\right)\right]\right) \Phi\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right),  \tag{9}\\
(V(\phi) \Phi)\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)= & \Phi\left(\phi\left(\mathbf{x}_{1}\right), \phi\left(\mathbf{x}_{2}\right)\right) \\
& \times\left[\operatorname{det} \mathscr{J}_{\phi}\left(\mathbf{x}_{1}\right) \operatorname{det} \mathscr{J}_{\phi}\left(\mathbf{x}_{2}\right)\right]^{1 / 2}, \tag{10}
\end{align*}
$$

where $\Phi$ is a square-integrable function of the particle coordinates $\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$. Suppose that the particle separation is small so that $f(x)$ varies slowly between $x_{1}$ and $x_{2}$; that is, suppose that $\Phi\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=0$, unless $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ are close in this sense. Then from Eq. (9),

$$
\begin{align*}
\rho(f) \Phi)\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) & =q\left[f\left(\mathbf{x}_{1}\right)-f\left(\mathbf{x}_{2}\right)\right] \Phi\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \\
& \approx[\lambda \cdot(\nabla f)(\mathbf{x})] \Phi\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \tag{11}
\end{align*}
$$

where $\lambda=q\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right)$ and $\mathbf{x}=\frac{1}{2}\left(\mathbf{x}_{1}+\mathbf{x}_{2}\right)$. Thus we obtain Eq. (7) in this approximation, with $\psi(\mathbf{x}, \lambda)=\Phi\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$. Similarly, we have forsmall particle separations, $\phi\left(\mathbf{x}_{1}\right)-\phi\left(\mathbf{x}_{2}\right) \approx \mathscr{J}_{\phi}(\mathbf{x})$ [ $\mathbf{x}_{1}-\mathbf{x}_{2}$ ]. Then from Eq. (10),

$$
\begin{align*}
(V(\phi) \psi)(\mathbf{x}, \lambda)= & \psi\left(\frac{1}{2}\left[\phi\left(\mathbf{x}_{1}\right)+\phi\left(\mathbf{x}_{2}\right)\right], q\left[\phi\left(\mathbf{x}_{1}\right)-\phi\left(\mathbf{x}_{2}\right)\right]\right) \\
& \cdot\left[\operatorname{det} \mathscr{J}_{\phi}\left(\mathbf{x}_{1}\right) \operatorname{det} \mathscr{J}_{\phi}\left(\mathbf{x}_{2}\right)\right]^{1 / 2} \\
& \approx \psi\left(\phi(\mathbf{x}), \mathscr{J}_{\phi}(\mathbf{x}) \lambda\right) \operatorname{det} \mathscr{J}_{\phi}(\mathbf{x}), \tag{12}
\end{align*}
$$

thus approximating Eq. (6). We see that for any particular choice $(f, \phi)$, the dipole representation $U(f) V(\phi)$ of Eqs. (5) and (6) approximates the two-particle representation for wave functions describing sufficiently tightly bound particles. However, the dipole representation and the two-particle representation of the local currents are unitarily inequivalent, and thus describe physically distinct systems.

Note that the dipole moment variable $\lambda$ is here a continuous parameter, ranging over $\mathbb{R}^{3} \backslash\{0\}$. The wave function $\psi(\mathbf{x}, \lambda)$ may be thought of as a probability amplitude for finding a neutral particle at $x$ with dipole moment $\lambda$. In a stationary state with no external fields, the expectation value of $\lambda$ will be zero.

We can easily generalize Eqs. (5) and (6) to representations of $\mathscr{S} \wedge \mathscr{K}$ describing $N$ identical dipole particles, by taking symmetric or antisymmetric tensor products. We obtain

$$
\begin{align*}
& {[U(f) \psi]\left(\mathbf{x}_{1}, \lambda_{1} ; \ldots ; \mathbf{x}_{N}, \lambda_{N}\right)} \\
& \quad=\exp \left[i \sum_{j=1}^{N} \lambda_{j} \cdot(\nabla f)\left(\mathbf{x}_{j}\right)\right] \psi\left(\mathbf{x}_{1}, \lambda_{1} ; \ldots ; \mathbf{x}_{N}, \lambda_{N}\right),  \tag{13}\\
& \begin{aligned}
& {[V(\phi) \psi]\left(\mathbf{x}_{1}, \lambda_{1} ; \ldots ; \mathbf{x}_{N}, \lambda_{N}\right) } \\
&= \psi\left(\phi\left(\mathbf{x}_{1}\right), \mathscr{J}_{\phi}\left(\mathbf{x}_{1}\right) \lambda_{1} ; \ldots ; \phi\left(\mathbf{x}_{N}\right), \mathscr{J}_{\phi}\left(\mathbf{x}_{N}\right) \lambda_{N}\right) \\
& \quad \times \prod_{j=1}^{N} \operatorname{det} \mathscr{J}_{\phi}\left(\mathbf{x}_{j}\right)
\end{aligned}
\end{align*}
$$

where $\psi$ is either totally symmetric or antisymmetric under exchanges $\left(\mathbf{x}_{j}, \lambda_{j}\right) \leftrightarrow\left(\mathbf{x}_{k}, \lambda_{k}\right)$. Both the position and dipole moment coordinates must be exchanged in defining the symmetry of $\psi$; thus $\lambda$ acts like an internal degree of freedom of a composite particle.

Representations of $\mathscr{S} \wedge \mathscr{K}$ can also describe particles having a fixed net charge $e$ as well as a variable dipole moment. One simply takes

$$
\begin{equation*}
(U(f) \psi)(\mathbf{x}, \lambda)=\exp [i e f(\mathbf{x})+i \lambda \cdot(\nabla f)(\mathbf{x})] \psi(\mathbf{x}, \lambda) \tag{15}
\end{equation*}
$$

with $V(\phi)$ as in Eq. (6). Now the charge density operator becomes $\rho(f)=e f(\mathbf{x})+\lambda \cdot(\nabla f)(\mathbf{x})$ in the single-particle representation, with the obvious generalization to $N$ particles.

## III. QUADRUPOLE AND HIGHER MULTIPOLE PARTICLES

A quadrupole particle may be represented in the Hilbert space of functions $\psi(\mathbf{x}, \lambda, Q)$, square integrable with respect to a measure $\nu$, where $\mathbf{x}$ is the particle coordinate, $\lambda$ is the dipole moment vector, and the $3 \times 3$ quadrupole matrix $Q$ is a symmetric tensor. (Unlike the standard quadrupole matrix, $Q$ is not required here to be traceless.) For a diffeomorphism $\phi \in \mathscr{K}$, we have the transformation $\phi:(\mathbf{x}, \lambda, Q) \rightarrow\left(\mathbf{x}^{\prime}, \lambda^{\prime}, Q^{\prime}\right)$ given by

$$
\begin{align*}
& \mathbf{x}^{\prime}=\phi(\mathbf{x}),  \tag{16}\\
& \left(\lambda^{\prime}\right)^{k}=\left(\partial_{j} \phi^{k}\right)(\mathbf{x}) \lambda^{j}+\frac{1}{2} Q^{m n}\left(\partial_{m} \partial_{n} \phi^{k}\right)(\mathbf{x}),  \tag{17}\\
& \left(Q^{\prime}\right)^{m n}=\left(\partial_{j} \phi^{m}\right)(\mathbf{x})\left(\partial_{k} \phi^{n}\right)(\mathbf{x}) Q^{j k} \tag{18}
\end{align*}
$$

Note that if $Q=0$, Eqs. $(16)-(18)$ reduce to the transformation law $\phi:(\mathbf{x}, \lambda) \rightarrow\left(\mathbf{x}^{\prime}, \lambda^{\prime}\right)$ for a dipole particle.

The action of the group $\mathscr{S} \wedge \mathscr{K}$ is given by

$$
\begin{align*}
(U(f) \psi)(\mathbf{x}, \lambda, Q)= & \exp \left[i \lambda^{j}\left(\partial_{j} f\right)(\mathbf{x})\right. \\
& \left.+(i / 2) Q^{m n}\left(\partial_{m} \partial_{n} f\right)(\mathbf{x})\right] \psi(\mathbf{x}, \lambda, Q) \tag{19}
\end{align*}
$$

$$
\begin{equation*}
(V(\phi) \psi)(\mathbf{x}, \lambda, Q)=\psi\left(\mathbf{x}^{\prime}, \lambda^{\prime}, Q^{\prime}\right)\left[\frac{d v^{\prime}}{d v}(\mathbf{x}, \lambda, Q)\right]^{1 / 2} \tag{20}
\end{equation*}
$$

where $v^{\prime}$ is the transformed measure, and $d v^{\prime} / d v$ is the Ra-don-Nikodym derivative of $v^{\prime}$ with respect to $v$. Thus $v^{\prime}$ and $v$ are required to have the same measure zero sets for all $\phi \in \mathscr{K}$; i.e., $v$ is quasi-invariant under the action of $\mathscr{K}$. Since ( $\mathbf{x}, \lambda, Q$ ) space is finite dimensional, $v$ can be chosen to be a Lebesgue measure. One can verify directly that Eqs. (19) and (20) provide a representation satisfying Eq. (4).

In general, the representation given by Eqs. (19) and (20) may have nontrivial invariant subspaces, and thus be reducible. To decompose it into irreducible representations, we need to consider the orbit structure under $\mathscr{K}$ of the space $\{\mathbf{x}, \lambda, Q\}$, which is a 12 -dimensional manifold. For any fixed $Q \neq 0$, it is easy to see that $\mathscr{K}$ acts transitively on $x$ and $\lambda$, as follows. Given $(\mathbf{x}, \lambda, Q)$ and arbitrary $\mathbf{x}^{\prime}$, choose $\phi$ so that $\mathbf{x}^{\prime}=\boldsymbol{\phi}(\mathbf{x})$, while $\mathscr{J}_{\phi}$ is the identity matrix in a neighborhood of $\mathbf{x}$; a "local translation" accomplishes this. Thus $\phi$ : $(\mathbf{x}, \lambda, Q) \rightarrow\left(\mathbf{x}^{\prime}, \lambda, Q\right)$. Likewise, given $(\mathbf{x}, \lambda, Q)$ and arbitrary $\lambda^{\prime}$, choose a coordinate system in which $Q$ is diagonal and $Q^{11} \neq 0$; then choose $\phi$ so that $\phi(x)=\mathbf{x}, \mathscr{J}_{\phi}(x)=I$, and $\left(\partial_{1}^{2} \phi\right)(\mathbf{x})=\left(Q^{11}\right)^{-1}\left(\lambda^{\prime}-\lambda\right)$, with all other second derivatives vanishing at $x$. Then we obtain $Q^{m n}\left(\partial_{m} \partial_{n} \phi^{k}\right)$ $\times(\mathbf{x})=\left(\lambda^{\prime}\right)^{k}-\lambda^{k}$, and $\phi:(\mathbf{x}, \lambda, Q) \rightarrow\left(\mathbf{x}, \lambda^{\prime}, Q\right)$.

Thus it remains only to describe the orbit structure of the six-dimensional manifold of $Q$ 's, which is summarized in the following theorem.

Theorem 1: The manifold $\mathscr{Q}$ of nonzero $3 \times 3$ symmetric real matrices is partitioned into mutually disjoint orbits under the action of the diffeomorphism group $\mathscr{K}$ given by Eq. (18), according to the signs of the eigenvalues of the matrices. That is, two elements of $\mathscr{Q}$ are in the same orbit if and only if they have the same number of positive, negative, and zero eigenvalues.

Proof: First we show that $\mathscr{J}_{\phi}(\mathbf{x})$ can always be written as a dilation followed by a rotation, or equally well as a rotation followed by a dilation. The most general dilation is of
the form $R^{-1} D_{+} R$, where $R \in S O(3)$ and $D_{+}$is diagonal with positive entries, i.e., $R$ chooses a coordinate frame in which the axes are each dilated. Thus we shall show that $\mathscr{J}_{\phi}(x)$ has the form $R_{1} D_{+} R_{2}$ for $R_{1}, R_{2} \in \mathrm{SO}(3)$. Letting $A=\mathscr{J}_{\phi}(x)^{t}$ $\times \mathscr{J}_{\phi}(\mathbf{x})$, we have that $A^{t}=A$. Also, $A$ is positive definite: for any $\left.\quad \mathbf{v} \in \mathbf{R}^{3}, \quad(\mathbf{v}, A \mathbf{v})=\mathscr{J}_{\phi}(\mathbf{x}) \mathbf{v}, \mathscr{J}_{\phi}(\mathbf{x}) \mathbf{v}\right)>0 \quad$ since $\operatorname{det} \mathscr{F}_{\phi}(\mathbf{x}) \neq 0$. Hence, $A$ has the form $R_{2}^{-1} D_{+}^{2} R_{2}$ for some $R_{2} \in \mathrm{SO}(3)$ and some $D_{+}^{2}$ diagonal and positive definite. Now let $K=\mathscr{J}_{\phi}(\mathbf{x}) R_{2}^{-1} D_{+}^{-1} R_{2}$. It is straightforward to show that $K^{t} K=I$ using the fact that $R_{2}^{t}=R_{2}^{-1}$. Thus $K \in \mathrm{SO}(3)$, and $\mathscr{J}_{\phi}(\mathrm{x})=K R_{2}^{-1} D_{+} R_{2}=R_{1} D_{+} R_{2}$ as desired.

Next, we show that $D_{+} Q D_{+}$has eigenvalues with the samesigns as $Q$. Let $D_{+}(t)=I+\left(D_{+}-I\right) t$, for $t=[0,1]$. Let the eigenvalues of $Q$ be $\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$, some of which may be zero. Then the eigenvalues $\left(\alpha_{1 t}, \alpha_{2 t}, \alpha_{3 t}\right)$ of $D_{+}(t) Q D_{+}(t)$ are continuous functions of $t$, and equal ( $\alpha_{1}, \alpha_{2}, \alpha_{3}$ ) when $t=0$. Let $\eta_{t}$ be the subspace of $\mathbb{R}^{3}$ on which $D_{+}(t) Q D_{+}(t)$ vanishes, and $\eta_{0}$ the subspace on which $Q$ vanishes. It is easy to see that $D_{+}(t): \eta_{t} \rightarrow \eta_{0}$ and $D_{+}(t)^{-1}: \quad \eta_{0} \rightarrow \eta_{t}$; thus $\operatorname{dim} \eta_{0}$ $=\operatorname{dim} \eta_{t}$, for all $t$. Hence, $\operatorname{sgn}\left(\alpha_{j t}\right)=\operatorname{sgn}\left(\alpha_{j}\right)$, for $j=1,2,3$.

Now from Eq. (18), $Q^{\prime}=\mathscr{J}_{\phi}(\mathbf{x}) Q_{\mathscr{J}_{\phi}}(\mathbf{x})^{t}=R_{1} D_{+} R_{2}$ $\times Q R_{2}^{-1} D_{+} R_{1}^{-1}$. But the eigenvalues of $Q$ are the same as those of $R_{2} Q R_{2}^{-1}$, and therefore have the same signs as those of $Q^{\prime}$. We thus see that Eq. (18) preserves the signs of the eigenvalues.
Q.E.D.

Conversely, let $Q_{1}$ and $Q_{2}$ have eigenvalues ( $\alpha_{1}, \alpha_{2}, \alpha_{3}$ ) and ( $\beta_{1}, \beta_{2}, \beta_{3}$ ) of corresponding signs. Let $\gamma_{j}=\beta_{j} / \alpha_{j}$ when $\operatorname{sgn}\left(\alpha_{\mathrm{j}}\right)=\operatorname{sgn}\left(\beta_{j}\right) \neq 0$, and $\gamma_{j}=1$ when $\alpha_{j}=\beta_{j}=0$. Let $D_{+}^{2}$ be the diagonal matrix with positive entries $\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)$. We can diagonalize $Q_{1}$ and $Q_{2}$ by writing $Q_{1}=R_{1}^{-1} D_{1} R_{1}$ and $Q_{2}=R_{2}^{-1} D_{2} R_{2}$, and we define $\mathscr{J}=R_{2}^{-1} D_{+} R_{1}$. Then $\mathscr{J} Q_{1} \mathscr{J}^{t}=R_{2}^{-1} D_{+} D_{1} D_{+} R_{2}=Q_{2}$. Thus the matrix $\mathscr{J}$ connects $Q_{1}$ and $Q_{2}$. (Note that a rotation can exchange the positions of eigenvalues in a diagonal matrix, so that their order is arbitrary in the preceding, as long as eigenvalues of the same sign are chosen to correspond to each other.) Finally, we observe that for fixed $x$ there exists a diffeomorphism $\phi \in \mathscr{K}$ such that $\left(\partial_{j} \phi^{k}\right)(\mathbf{x})=\mathscr{J}$ for any $\mathscr{J}$ of the form $R_{2}^{-1}$ $\times D_{+} R_{1}$. Hence $Q_{1}$ and $Q_{2}$ lie on the same orbit if and only if they have the same numbers of positive, negative, and zero eigenvalues.

We thus have nine orbits in $\mathscr{Q}$, as follows. When all eigenvalues are nonzero ( $\operatorname{det} Q \neq 0$ ), the orbits are six dimensional. There are four possibilities: (1) all eigenvalues positive; (2) one positive, two negative; (3) two positive, one negative; and (4) all eigenvalues negative. When one eigenvalue is zero, the orbits are five dimensional, and the possibilities are (5) two eigenvalues positive; (6) one positive, one negative; and (7) two eigenvalues negative. Finally, when two eigenvalues are zero the orbits are three dimensional, and the possibilities are (8) one eigenvalue positive, and (9) one eigenvalue negative.

Each orbit in $\mathscr{Q}$ now corresponds to a distinct irreducible quadrupole representation of the group $\mathscr{S} \wedge \mathscr{K}$, where $v$ in Eqs. (19) and (20) is chosen to be concentrated on that orbit. Since each orbit is a finite-dimensional manifold and $v$ is quasi-invariant, the measure class of $v$ for each orbit is unique.

In analogy with the dipole case, it is possible to interpret
the quadrupole representations of $\mathscr{S} \wedge \mathscr{K}$ as "limits" of $N$ particle representations in which the charges become infinite and the separations tend toward zero. We shall consider one case in detail, that of an orbit in which the quadrupole matrix has just one nonzero eigenvalue. Consider a three-particle configuration in which a particle of negative charge $-q_{3}$ is located at $\mathbf{x}_{3} \in \mathbb{R}^{3}$, and particles of positive charge $q_{1}$ and $q_{2}$ have coordinates $x_{1}$ and $x_{2}$, respectively. For the composite to be neutral, we take $q_{3}=q_{1}+q_{2}$. Let us take moments about the point $\mathbf{x}_{3}$. To shrink the system and obtain a finite nonzero quadrupole moment, set $\mathbf{x}_{i}-\mathbf{x}_{3}=\delta_{i} \epsilon+\eta_{i} \epsilon^{2}$, $i=1,2$, and set $q_{i}=q_{0 i} / \epsilon^{2}, i=1,2,3$, with $\delta_{i}, \eta_{i}$, and $q_{0 i}$ finite; then let $\epsilon \rightarrow 0$. The dipole moment is

$$
\lambda=\frac{1}{\epsilon} \sum_{i=1}^{2} \delta_{i} q_{0 i}+\sum_{i=1}^{2} \eta_{i} q_{0 i}
$$

For $\lambda$ to be finite as $\epsilon \rightarrow 0$, we need $\Sigma_{i=1}^{2} \delta_{i} q_{0 i}=0$; that is, the particles are to first order colinear. Taking them to lie to first order on the $x^{1}$ axis, with $x_{3}=0$, we have $Q^{11}$ $=\Sigma_{i=1}^{2} q_{0 i}\left|\delta_{i}\right|^{2}>0$, and $\lambda=\Sigma_{i=1}^{2} q_{0 i} \boldsymbol{\eta}_{i}$. Note that an arbitrary dipole moment can result from the second-order term in the position coordinates, describing a small noncolinearity. Next, the charge density is given by

$$
\begin{aligned}
&(\rho(f) \psi)\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right) \\
&= q_{1} f\left(\mathbf{x}_{1}\right)+q_{2} f\left(\mathbf{x}_{2}\right)-q_{3} f\left(\mathbf{x}_{3}\right) \\
&= \frac{q_{01}}{\epsilon^{2}} f\left(\mathbf{x}_{3}+\delta_{1} \epsilon+\eta_{1} \epsilon^{2}\right)+\frac{q_{02}}{\epsilon^{2}} f\left(\mathbf{x}_{3}+\delta_{2} \epsilon+\eta_{2} \epsilon^{2}\right) \\
& \quad-\left[\left(q_{01}+q_{02}\right) / \epsilon^{2}\right] f\left(x_{3}\right) .
\end{aligned}
$$

Keeping all terms to second order in $\epsilon$, we have

$$
\begin{aligned}
& f\left(\mathbf{x}+\delta \epsilon+\eta \epsilon^{2}\right)-f(\mathbf{x}) \\
& \quad \approx \epsilon \delta^{j}\left(\partial_{j} f\right)(\mathbf{x})+\epsilon^{2} \eta^{j}\left(\partial_{j} f\right)(\mathbf{x})+\frac{1}{2} \epsilon^{2} \delta^{m} \delta^{n}\left(\partial_{m} \partial_{n} f\right)(\mathbf{x})
\end{aligned}
$$

and thus

$$
\begin{align*}
\rho(f) \psi \approx & \sum_{i=1}^{2}{ }_{\epsilon}^{1} q_{0 i} \delta_{i}^{j}\left(\partial_{j} f\right)(\mathbf{x}) \psi \\
& +\sum_{i=1}^{2} q_{0 i} \eta_{i}^{j}\left(\partial_{j} f\right)(\mathbf{x}) \psi \\
& +\frac{1}{2} \sum_{i=1}^{2} q_{0 i} \delta_{i}^{m} \delta_{i}^{n}\left(\partial_{m} \partial_{n} f\right)(\mathbf{x}) \psi . \tag{21}
\end{align*}
$$

This is in agreement with Eq. (19), where $U(f)=\exp [i p(f)]$, if we impose

$$
\sum_{i=1}^{2} q_{0 i} \delta_{i}=0, \quad \sum_{i=1}^{2} q_{0 i} \eta_{i}=\lambda, \quad \sum_{i=1}^{2} q_{0 i} \delta_{i}^{m} \delta_{i}^{n}=Q^{m n}
$$

Now consider the action of a diffeomorphism $\phi$ : $\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right)$ $\rightarrow\left(\phi\left(\mathbf{x}_{1}\right), \phi\left(\mathbf{x}_{2}\right), \phi\left(\mathbf{x}_{3}\right)\right)$. We have

$$
\begin{aligned}
\phi^{k}(\mathbf{x} & \left.+\delta \epsilon+\eta \epsilon^{2}\right) \\
\approx & \phi^{k}(\mathbf{x})+\epsilon \delta^{j}\left(\partial_{j} \phi^{k}\right)(\mathbf{x})+\epsilon^{2} \eta^{j}\left(\partial_{j} \phi^{k}\right)(\mathbf{x}) \\
& +\frac{1}{2} \epsilon^{2} \delta^{m} \delta^{n}\left(\partial_{m} \partial_{n} \phi^{k}\right)(\mathbf{x}),
\end{aligned}
$$

whence

$$
\begin{aligned}
& \mathbf{x}^{\prime}=\phi(\mathbf{x}), \quad\left(\delta^{\prime}\right)^{k}=\left(\partial_{j} \phi^{k}\right)(\mathbf{x}) \delta^{j}, \\
& \left(\eta^{\prime}\right)^{k}=\left(\partial_{j} \phi^{k}\right)(\mathbf{x}) \eta^{j}+\frac{1}{2} \delta^{m} \delta^{n}\left(\partial_{m} \partial_{n} \phi^{k}\right)(\mathbf{x}) .
\end{aligned}
$$

With

$$
\lambda^{\prime}=\sum_{i=1}^{2} q_{0 i} \eta_{i}, \quad\left(Q^{\prime}\right)^{m, n}=\sum_{i=1}^{2} q_{0 i}\left(\delta_{i}^{\prime}\right)^{m}\left(\delta_{i}^{\prime}\right)^{n}
$$

we see that Eqs. $(16)-(18)$ are recovered.
Thus, the representation of $\mathscr{S} \wedge \mathscr{K}$ based on a quadrupole orbit with one nonzero eigenvalue can be understood as a quantum theory of tightly bound nearly colinear threeparticle configurations having zero net charge. The sign of the eigenvalue is opposite to the charge of the central, differently charged particle, $x$ is the coordinate of that particle, and $\lambda$ and $Q$ are the dipole and quadrupole moments about $x$. The nine degrees of freedom of the three component particles agree with the nine dimensions of the orbit in ( $\mathbf{x}, \lambda, Q$ ) space; that is, the condition of near colinearity does not restrict the number of degrees of freedom of the system.

Similarly, a representation of $\mathscr{S} \wedge \mathscr{K}$ based on a quadrupole orbit with two nonzero eigenvalues can be understood as the "limit" of shrinking nearly coplanar four-particle configurations. That is, the fourth particle lies to first order in the plane of the first three, and the first-order dipole moment is constrained to be zero. An arbitrary value for the dipole moment now results from the second-order contribution. Such a configuration has 11 degrees of freedom, as follows. Fixing the charges of the particles so that they sum to zero, the coordinates of the first three particles determine to first order the coordinates of the fourth (so that the dipole moment vanishes). Thus far, we have nine independent coordinates. However, the description of such a configuration by means of a spatial coordinate $x$ and a quadrupole moment $Q$ about x results in only eight degrees of freedom: one-dimensional equivalence classes of coplanar particle configurations have the same quadrupole moment. Finally, three additional degrees of freedom result from including the sec-ond-order contribution to the dipole moment, making 11 degrees of freedom. In Theorem 2, we shall see that the three quadrupole orbits with two nonzero eigenvalues correspond to the three distinct ways in which the signs of the charges can be distributed among the particles: one negative and three positive charges corresponding to two positive eigenvalues for $Q$, one positive and three negative charges corresponding to two negative eigenvalues for $Q$, or two positive and two negative charges corresponding to eigenvalues of opposite sign.

Finally, the case in which all three eigenvalues are nonzero can be obtained as a "limit" in which the separations between five charged point particles tend toward zero. Five particles with fixed charges and arbitrary coordinates in $\mathbb{R}^{3}$ have 15 degrees of freedom. The condition that to first order the dipole moment is zero reduces the number of degrees of freedom to 12 . For a given quadrupole moment $Q$ having three nonzero eigenvalues, the particle configuration is not unique-there is a three-parameter family of configurations having the same quadrupole moment. This brings us down to nine degrees of freedom. Thus (as the previous case of two nonzero eigenvalues), in describing a "tightly bound composite" by means of its quadrupole matrix, some information about the structure of the components is lost. Introducing the second-order terms which restore an arbitrary finite di-
pole moment adds three degrees of freedom, yielding the 12 degrees of freedom corresponding to the dimensionality of the orbits in $(\mathbf{x}, \lambda, Q)$ space. Theorem 2 demonstrates in parallel with the earlier cases that four quadrupole orbits with three nonzero eigenvalues correspond to the four distinct ways in which the signs of the charges can be distributed among the five particles.

Theorem 2: Consider a configuration of four coplanar but not colinear particles having fixed charges, where the total charge and dipole moment are zero. Then the number of eigenvalues of the quadrupole matrix with positive (negative) sign is one less than the number of positive (negative) charges. In a configuration of five noncoplanar charged particles, with total charge and dipole moment zero, the number of positive (negative) eigenvalues of the quadrupole matrix is likewise one less than the number of positive (negative) charges.

Proof: In both cases the quadrupole moment matrix is the same about any origin, because the total charge and dipole moment are zero. Suppose all charges but one are of the same sign. Then we can choose the origin to be at the location of the particle having unlike charge, and we can choose the coordinate axes so as to diagonalize the quadrupole matrix. We thus obtain exactly one zero eigenvalue in the fourparticle coplanar case, and three nonzero eigenvalues in the five-particle case, with all nonzero eigenvalues having the same sign as that of the like charges.

Now suppose in the four-particle case that there are two positive and two negative charges. Consider the two coplanar line segments connecting the pairs of particles having like charge. Because the dipole moment is zero, these line segments intersect; choose the origin at their point of intersection. Now we can perform a dilation with respect to the coordinate system defined by the angle bisector and its normal in the plane, so that the transformed line segments become perpendicular. (We saw in Theorem 1 that a dilation does not change the signs of the eigenvalues.) The resulting quadrupole matrix has one positive and one negative eigenvalue.

Finally, in the five-particle case, consider the triangular region of a plane whose vertices are at the locations of three particles having like charge. The line segment connecting the other two particles intersects this triangle because the dipole moment is zero. Now we dilate with respect to the coordinate axes defined by the bisector of the angle between the line and the plane, its normal in the plane, and their normal. Such a dilation can transform the line segment and the plane so that they are perpendicular. Now the quadrupole eigenvalue defined by the direction normal to the plane has the sign of the two like charges, and the two eigenvalues corresponding to directions within the plane have the sign of the three like charges.
Q.E.D

In a manner similar to our discussion of dipole and quadrupole representations, one can construct representations of $\mathscr{S} \wedge \mathscr{K}$ on spaces of functions whose arguments are high-er-rank symmetric tensors. These describe more complicated composite systems having higher multipole moments. In each case, the key step is to "lift" the action of the diffeomorphism group to the appropriate space of tensor fields. For
example, "octopole composites" are obtained from the transformation law:

$$
\begin{align*}
& \mathbf{x}^{\prime}=\boldsymbol{\phi}(\mathbf{x}),  \tag{22}\\
& \left(\lambda^{\prime}\right)^{k}=\left(\partial_{j} \phi^{k}\right)(\mathbf{x}) \lambda^{j}+\frac{1}{2} Q^{m n}\left(\partial_{m} \partial_{n} \phi^{k}\right)(\mathbf{x}) \\
& +\frac{1}{( }\left(\partial_{p} \partial_{q} \partial_{r} \phi^{k}\right)(\mathbf{x}) O^{p q r},  \tag{23}\\
& \left(Q^{\prime}\right)^{m n}=\left(\partial_{j} \phi^{m}\right)(\mathbf{x})\left(\partial_{k} \phi^{n}\right)(\mathbf{x}) Q^{j k}
\end{align*}
$$

$$
\begin{align*}
& +(m \leftrightarrow n)\} O^{p q r},  \tag{24}\\
& \left(O^{\prime}\right)^{p q r}=\left(\partial_{j} \phi^{p}\right)(\mathbf{x})\left(\partial_{k} \phi^{q}\right)(\mathbf{x})\left(\partial_{l} \phi^{\eta}\right)(\mathbf{x}) O^{j k l}, \tag{25}
\end{align*}
$$

where $O$ is the octopole moment tensor.
The pattern is evident: all indices of the highest multipole are acted on by the Jacobian matrix, while to each lower multipole there is a contribution obtained by contracting the higher tensors with the appropriate higher derivatives of $\phi$, and symmetrizing where necessary.

## IV. DISCUSSION AND INTERPRETATION

The representations $\mathscr{S} \wedge \mathscr{K}$ discussed in this paper arise naturally in an induced representation formalism. ${ }^{3,5}$ The single-particle and $N$-particle Bose representations are induced by the identity representation of the stability group. Other representations of the stability group can be used to induce additional representations of $\mathscr{S} \wedge \mathscr{K}$ based on the multipole orbits. The $N$-particle Fermi representations are obtained in this way, as in Ref. 3. Together with other previously obtained representations of the diffeomorphism group describing particles with spin, ${ }^{6.7}$ our present results illustrate how internal degrees of freedom arise kinematically in a quantum theory based on local currents, i.e., from the unitary representations of $\mathscr{S} \wedge \mathscr{K}$.

The interpretation of the particles as "composites" rest on a weak correspondence. Consider the matrix elements (i.e., the outcomes of measurements) for the operators $U(f)$ and $V(\phi)$, which we assume generate a complete set of observables. Physically, this assumption implies that the system has no additional degrees of freedom beyond those described by an irreducible representation. When evaluated for $N$-particle states in which the particles are close together relative to distances in which $f$ and $\phi$ change appreciably, these matrix elements approximate the matrix elements of $U(f)$ and $V(\phi)$ in the multipole representations. Furthermore, the multipole representations are inequivalent to the $N$-particle repre-
sentations. Thus, the particles cannot be separated and the extra variables must correspond to internal degrees of freedom. Hence, the outcomes of measurements in the multipole representations are as if the particles were tightly bound composites of more elementary "components," which are not observable individually.

The existence of such representations is a mathematical property of the group of diffeomorphisms of $\mathbb{R}^{3}$, much as the existence of spinor representations is a property of the group of rotations of three-dimensional space, or its covering group SU(2). Thus, the multipole particles described here are kinematical, and are compatible with any choice of Hamiltonian that can be expressed in terms of the local currents, in exactly the same sense that particles with spin are predicted by group theory without prior commitment to a particular dynamics.

From the multipole representations a model could be constructed for a system of interacting composite particles. For a given representation a Hamiltonian can be written as a differential operator in the variables, including the internal degrees of freedom ( $\mathbf{x}, \lambda, Q$, etc.). In such a model the composites always remain bound and thus the binding energy is not defined. Energies relative to the ground state are meaningful. This model would be a reasonable approximation to the physical reality of composite particles when the excitation energy of the internal degrees of freedom is small compared with the physically observed binding energy, and the separation between composites is large compared with their physical size. It is not the purpose of this paper to construct a dynamical model, but rather to show how these systems arise kinematically from the representations in the local current description of quantum theory.
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#### Abstract

Wigner coefficients for the class 1 representations of the generalized Lorentz groups $\mathrm{SO}(n+1,1)$ in the parabolic basis corresponding to the group reduction $\mathrm{SO}(n+1,1) \supset E(n) \supset T(n)$ are calculated. They are in general expressible in terms of Appell's $F_{4}$ hypergeometric functions of two variables. However, in the case of $n=1,2$ they can also be expressed in terms of ordinary hypergeometric functions ${ }_{2} F_{1}$.


## I. INTRODUCTION

The generalized Lorentz groups $\mathrm{SO}(n+1,1)$ are the most important noncompact Lie groups used so far in various areas of elementary particle physics. One of the problems which has arisen in the applications of these groups to elementary particle physics is the explicit construction of the Clebsch-Gordan coefficients (or, equivalently, the Wigner coefficients) defined relative to some complete set of commuting observables. In a previous paper ${ }^{1}$ we have calculated the Clebsch-Gordan coefficients for the class 1 representations of $\mathrm{SO}(n+1,1)$ in the canonical basis corresponding to the group reduction $\mathrm{SO}(n+1,1) \supset \mathrm{SO}(n+1) \supset \cdots \supset \mathrm{SO}(2)$.

The present paper is devoted to the computation of the related Wigner coefficients in the parabolic basis corresponding to the group reduction $\mathrm{SO}(n+1,1) \supset E(n) \supset T(n)$. With the choice of this basis the Wigner coefficients have especially simple forms. They are in general expressible in terms of Appell's $F_{4}$ hypergeometric functions of two variables. However, in the case of $n=1,2$ they can also be expressed in terms of ordinary hypergeometric functions ${ }_{2} F_{1}$.

The content of the paper is arranged as follows. In Sec. II we establish notation and review the properties of $\mathrm{SO}(n+1,1)$ needed in the sequel. In Sec. III we obtain an integral representation for the single Wigner coéfficients of $\mathrm{SO}(n+1,1)$. In Sec. IV we carry out the explicit calculation of the Wigner coefficients of $\operatorname{SO}(2,1)$. In Sec. $V$ we discuss the Wigner coefficients of $\mathrm{SO}(n+1,1)$ for $n>1$. In Sec. VI we determine some symmetry properties of these coefficients.

## II. REVIEW

In order to fix notation and terminology we start with a brief description of a class 1 representation of the $\mathrm{SO}(n+1,1)$ groups. As is well known, ${ }^{2}$ the class 1 representations of $\mathrm{SO}(n+1,1)$ can be realized in the space of infinitely differentiable homogeneous functions $F(k)$ on the upper sheet of the $(n+1)$-dimensional cone $k^{2}=k_{1}^{2}+\cdots$ $+k_{n+1}^{2}-k_{n+2}^{2}=0, k_{n+2}>0$, with degree $j(j$ is an arbitrary complex number)

$$
\begin{equation*}
F(a k)=a^{j} F(k), \quad a>0 \tag{1}
\end{equation*}
$$

The representations of $\mathrm{SO}(n+1,1)$ are given by

$$
Q^{j}(g) F(k)=F\left(g^{-1} k\right),
$$

where $g \in \operatorname{SO}(n+1,1)$.

Generally, we may choose a large number of different coordinate systems on the cone. It is well known that different chains of coordinate systems on the cone lead to different reductions of the $\mathrm{SO}(n+1,1)$ group to its subgroups. The parabolic basis for $\mathrm{SO}(n+1,1)$ is given by the decomposition according to "parabolic subgroups," $\mathrm{SO}(n+1,1) \supset E(n)$ $\supset T(n)$, where by $E(n)$ and $T(n)$ we denote Euclidean and translation subgroups of $S O(n+1,1)$, respectively. As a prelude to this decomposition one introduces coordinates on the cone given by

$$
\begin{align*}
& k_{i}=\omega x_{i}, \quad i=1,2, \ldots, n,  \tag{2}\\
& k_{n+1}=\frac{1}{2} \omega(1-y), \quad k_{n+2}=\frac{1}{2} \omega(1+y), \tag{3}
\end{align*}
$$

where $y=x^{2}, x^{2}=x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}$. The parameters $x_{i}$ may be taken to vary in the following regions:

$$
-\infty<x_{i}<\infty, \quad \omega>0
$$

From (1) it follows that the homogeneous function is defined uniquely by its values on the $n$-dimensional Euclidean space $R_{n}$. Consequently, the class 1 representations of $\mathrm{SO}(n+1,1)$ can be realized on the space $D_{j}$ of infinitely differentiable functions $f(x)$ on $R_{n}$. In this realization the representations of $\mathrm{SO}(n+1,1)$ are given by

$$
\begin{equation*}
V^{j}(g) f(x)=\left(\omega^{\prime} / \omega\right)^{j} f\left(x^{\prime}\right), \tag{4}
\end{equation*}
$$

where $\omega^{\prime}$ and $x^{\prime}$ are defined from the parametrization (3) of $k^{\prime}=g^{-1} k$. In particular for translation subgroup $T(n)$ we have

$$
\begin{align*}
& V^{j}(a) f(x)=f(x-a),  \tag{5}\\
& a=\left(\begin{array}{ccc}
1_{n} & a^{t} & a^{t} \\
-a & 1-\frac{1}{2} a^{2} & -\frac{1}{2} a^{2} \\
a & \frac{1}{2} a^{2} & 1+\frac{1}{2} a^{2}
\end{array}\right) \in T(n), \tag{6}
\end{align*}
$$

where $a$ represents both an $n$-dimensional vector and the corresponding matrix.

The representations (4), so defined, can be extended (by an appropriate completion of $D_{j}$ ) to unitary (irreducible) representations of $\mathrm{SO}(n+1,1)$ for the following values of $j$.
(a) $j=-\frac{1}{2}+i \rho, 0<\rho<\infty$ (principal series).
(b) $j$ lies in the range $-n<j<0$ (supplementary series).
(c) $j=-n-1$, where 1 is a positive integer (discrete series).

Let us now give the explicit expression for the trilinear invariant functionals and their kernels that are related with
the problem of the tensor product decomposition of two representations (see, e.g., Chap. IV of Ref. 3)

$$
\begin{gather*}
\int_{R_{n}} \int_{R_{n}} \int_{R_{n}} K\left(x_{1} j_{1}, x_{2} j_{2}, x_{3} j_{3}\right) f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) \\
\times f_{3}\left(x_{3}\right) d^{n} x_{1} d^{n} x_{2} d^{n} x_{3}=\text { inv. } \tag{7}
\end{gather*}
$$

where $f_{i} \in D_{j_{i}}$. If all three $j_{i}$ belong to the principal series, $K$ is, up to a constant, uniquely determined and is given by

$$
\begin{align*}
& K\left(x_{1} j_{1}, x_{2} j_{2}, x_{3} j_{3}\right) \\
& \quad=N\left|x_{2}-x_{3}\right|^{-2 b_{1}}\left|x_{1}-x_{3}\right|^{-2 b_{2}}\left|x_{1}-x_{2}\right|^{-2 b_{3}} \tag{8}
\end{align*}
$$

where the parameters $b_{i}$ are linear combinations of the $j_{i}$

$$
\begin{equation*}
2 b_{i}=J-2 j_{i}+n, \quad J=j_{1}+j_{2}+j_{3} . \tag{9}
\end{equation*}
$$

The verification of its invariance is based on the relations

$$
\begin{equation*}
d^{n} x^{\prime}=\left(\omega^{\prime} / \omega\right)^{-n} d^{n} x \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(x_{i}^{\prime}-x_{m}^{\prime}\right)^{2}=\left(\omega_{i}^{\prime} / \omega_{i}\right)^{-1}\left(\omega_{m}^{\prime} / \omega_{m}\right)^{-1}\left(x_{i}-x_{m}\right)^{2} \tag{11}
\end{equation*}
$$

The last equation is obviously a consequence of the relation $k_{i}^{\prime} \cdot k_{m}^{\prime}=k_{i} \cdot k_{m}$. The module of constant $N$ will be fixed by the orthogonality relations of the following form:

$$
\begin{equation*}
\int_{R_{n}} \int_{R_{n}} K\left(x_{1} j_{1}, x_{2} j_{2}, x_{3} j_{3}\right) \overline{K\left(x_{1} j_{1}, x_{2} j_{2}, x_{3}^{\prime} j_{3}^{\prime}\right)} d^{n} x_{1} d^{n} x_{2}=\frac{2(2 \pi)^{n / 2+1}}{\Gamma(n / 2)}\left|\frac{\Gamma\left(n / 2+j_{3}\right)}{\Gamma\left(-j_{3}\right)}\right|^{2} \delta\left(\rho_{3}-\rho_{3}^{\prime}\right) \delta\left(x_{3}-x_{3}^{\prime}\right) \tag{12}
\end{equation*}
$$

We shall choose a phase of $N$ as

$$
\begin{equation*}
N=2^{J+3 n / 2}\left[\frac{\Gamma\left(b_{1}\right)\left(b_{2}\right) \Gamma\left(b_{3}\right) \Gamma\left(-n / 2+b_{1}+b_{2}+b_{3}\right)}{\Gamma\left(n / 2-b_{1}\right) \Gamma\left(n / 2-b_{2}\right) \Gamma\left(n / 2-b_{3}\right) \Gamma\left(n-b_{1}-b_{2}-b_{3}\right)}\right]^{1 / 2} \tag{13}
\end{equation*}
$$

Trilinear invariant functionals for three arbitrary representations can be obtained by analytic continuation in the three $j$ 's from the trilinear invariant functional for three representations of the principal series.

We are interested in examining the Wigner coefficients of $\mathrm{SO}(n+1,1)$ in a basis in which the operators $P_{i}$, $i=1,2, \ldots, n$ corresponding to the generators of the subgroup $T(n)$ are diagonal. These vectors are denoted in the usual fashion by the kets $|j ; p\rangle, p=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$,

$$
\begin{equation*}
P_{i}|j ; p\rangle=p_{i}|j ; p\rangle, \quad\langle j ; q \mid j ; p\rangle=\delta(q-p) . \tag{14}
\end{equation*}
$$

In what follows, we restrict our discussion to the case when all three representations belong to the principal series. Wigner coefficients for the other cases can be obtained by the analytic continuation of those from the principal series (cf. Ref. 4).

## III. AN INTEGRAL REPRESENTATION FOR THE WIGNER COEFFICIENTS

By carrying out a transformation

$$
\begin{equation*}
f(x)=(2 \pi)^{-n / 2} \int_{R_{n}} d^{n} p|p|^{-n / 2-j} e^{i p x}|j ; p\rangle \tag{15}
\end{equation*}
$$

we pass to the parabolic basis. Indeed, it follows from (5) that

$$
\begin{equation*}
U^{j}(a)|\dot{j} ; p\rangle=e^{i p a}|\dot{j} ; p\rangle, \quad a \in T(n) \tag{16}
\end{equation*}
$$

It is worthwhile to note that the matrix elements of the construction representation may be calculated from the formula

$$
\begin{align*}
\langle j ; q| U^{j}(g)|j ; p\rangle= & (2 \pi)^{-n}\left(\frac{|q|}{|p|}\right)^{-n / 2-j} \int_{R_{n}} d^{n} x\left(\frac{\omega^{\prime}}{\omega}\right)^{j} \\
& \times \exp \left(i q x^{\prime}-i p x\right) \tag{17}
\end{align*}
$$

This has been partially investigated by Vilenkin, ${ }^{2}$ who has given the matrix elements in this basis for $\operatorname{SO}(2,1)$.

For the explicit calculation of the Wigner coefficients in the parabolic basis we rewrite (7) in the following form:

$$
\begin{gather*}
\int_{R_{n}} \int_{R_{n}} \int_{R_{n}}\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
p_{1} & p_{2} & p_{3}
\end{array}\right)\left|j_{1} ; p_{1}\right\rangle\left|j_{2} ; p_{2}\right\rangle \\
\times\left|j_{3} ; p_{3}\right\rangle d^{n} p_{1} d^{n} p_{2} d^{n} p_{3}=\mathrm{inv} \tag{18}
\end{gather*}
$$

This then gives the integral representations of the Wigner coefficients

$$
\begin{align*}
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
p_{1} & p_{2} & p_{3}
\end{array}\right)= & (2 \pi)^{3 n / 2} \kappa \int_{R_{n}} d^{n} x_{1} \int_{R_{n}} d^{n} x_{2} \\
& \times \int_{R_{n}} d^{n} x_{3} K\left(x_{1} j_{1}, x_{2} j_{2}, x_{3} j_{3}\right) \\
& \times \exp \left(i p_{1} x_{1}+i p_{2} x_{2}+i p_{3} x_{3}\right) \tag{19}
\end{align*}
$$

where

$$
\kappa=\left|p_{1}\right|^{-j_{1}-n / 2}\left|p_{2}\right|^{-j_{2}-n / 2}\left|p_{3}\right|^{-j_{3}-n / 2}
$$

Using the integral formula (see, e.g., Chap. II of Ref. 5)

$$
\begin{equation*}
|x|^{-2 c}=\frac{\pi^{-n / 2} 2^{-2 c} \Gamma(-c+n / 2)}{\Gamma(c)} \int_{R_{n}} d^{n} q|q|^{2 c-n-i q x} \tag{20}
\end{equation*}
$$

we can rewrite (19) as

$$
\begin{align*}
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
p_{1} & p_{2} & p_{3}
\end{array}\right)= & \delta\left(p_{1}+p_{2}+p_{3}\right) 2^{-J-3 n / 2} \kappa N \\
& \times \frac{\Gamma\left(n / 2-b_{1}\right) \Gamma\left(n / 2-b_{2}\right) \Gamma\left(n / 2-b_{3}\right)}{\Gamma\left(b_{1}\right) \Gamma\left(b_{2}\right) \Phi\left(b_{3}\right)} \\
& \times \int_{R_{n}} d^{n} q\left|q+p_{2}\right|^{2 b_{1}-n} \\
& \times\left|q-p_{1}\right|^{2 b_{2}-n}|q|^{2 b_{3}-n} \tag{21}
\end{align*}
$$

## IV. WIGNER COEFFICIENTS FOR SO(2,1)

In this section we carry out the integration appearing in the formula (21) when $n=1$. Suppose, for example, that $p_{1}, p_{2}>0$. Performing the integration (see, e.g., Eqs. 3.197.2 and 3.197.8 of Ref. 6), we obtain

$$
\begin{align*}
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
p_{1} & p_{2} & p_{3}
\end{array}\right)= & \delta\left(p_{1}+p_{2}+p_{3}\right) 2^{-J-3 / 2} \kappa N \frac{\Gamma\left(\frac{1}{2}-b_{1}\right) \Gamma\left(\frac{1}{2}-b_{2}\right) \Gamma\left(\frac{1}{2}-b_{3}\right)}{\Gamma\left(b_{1}\right) \Gamma\left(b_{2}\right) \Gamma\left(b_{3}\right)}\left\{p_{2}^{2 b_{1}-1} p_{1}^{2 b_{2}+2 b_{3}-1}\right. \\
& \times B\left(2 b_{2}, 2 b_{3}\right)_{2} F_{1}\left(1-2 b_{1}, 2 b_{3}, 2 b_{2}+2 b_{3} ;-p_{2} / p_{1}\right)+p^{2 b_{1}+2 b_{2}+2 b_{3}-2} B\left(2-2 b_{1}-2 b_{2}-2 b_{3}, 2 b_{2}\right) \\
& \left.\times{ }_{2} F_{1}\left(1-2 b_{1}, 2-2 b_{1}-2 b_{2}-2 b_{3} ; 2-2 b_{1}-2 b_{3} ;-p_{2} / p_{1}\right)+\left(b_{1} \leftrightarrow b_{2}, p_{1} \leftrightarrow p_{2}\right)\right\}, \tag{22}
\end{align*}
$$

where $B$ is the Euler beta function. Using the formula (9.132) of Ref. 6 one can express the Wigner coefficients of $\operatorname{SO}(2,1)$ in terms of two hypergeometric functions ${ }_{2} F_{1}$. The result is

$$
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3}  \tag{23}\\
p_{1} & p_{2} & p_{3}
\end{array}\right)=C \delta\left(p_{1}+p_{2}+p_{3}\right)\left\{A\left(p_{2} / p_{1}\right)^{2 b_{3}} F_{1}\left(2 b_{3}, 1-2 b_{2} ; 2 b_{1}+2 b_{3} ;-p_{2} / p_{1}\right)+\left(j_{2} \leftrightarrow-j_{2}-1\right)\right\},
$$

where

$$
\begin{aligned}
& C=2^{-J-3 / 2} \pi^{1 / 2} p_{1}^{2 b_{2}+2 b_{3}-1} p_{2}^{2 b_{1}-1} \kappa N \Gamma\left(\frac{1}{2}-b_{3}\right) / \Gamma\left(b_{3}\right) \\
& A=\left[\Gamma\left(1 / 2-b_{2}\right) \Gamma\left(b_{3}\right) \Gamma\left(1 / 2-b_{1}-b_{3}\right)\right] /\left[\Gamma\left(1 / 2-b_{3}\right) \Gamma\left(b_{2}\right) \Gamma\left(b_{1}+b_{3}\right)\right]
\end{aligned}
$$

Expression (23) is valid for $p_{1}, p_{2}>0$. Wigner coefficients of $S O(2,1)$ for different values of $\operatorname{sgn} p_{i}$ can be obtained from (23) by employing the symmetry relations (30) (see Sec. VI).

## V. WIGNER COEFFICIENTS OF SO $(n+1,1), n>1$

Using the integral formula (see, e.g., Eq. 8.312 of Ref. 6)

$$
\begin{equation*}
|q|^{2 c}=\frac{1}{\Gamma(-c)} \int_{0}^{\infty} d s s^{-c-1} e^{-q^{2} s}, \tag{24}
\end{equation*}
$$

we can rewrite (21) as (see, e.g., Eq. 3.323 of Ref. 6)

$$
\begin{align*}
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
p_{1} & p_{2} & p_{3}
\end{array}\right)= & \delta\left(p_{1}+p_{2}+\pi_{3}\right) \pi^{n / 2} 2^{-J^{-3 n / 2}} \kappa N \frac{1}{\Gamma\left(b_{1}\right) \Gamma\left(b_{2}\right) \Gamma\left(b_{3}\right)} \int_{0}^{\infty} d s \int_{0}^{\infty} d t \int_{0}^{\infty} d u \\
& \times s^{-1-b_{1}+n / 2} t^{-1-b_{2}+n / 2} u^{-1-b_{3}+n / 2}(s+t+u)^{-n / 2} \exp \left(-\frac{t u p_{1}^{2}+s u p_{2}^{2}+s t p_{3}^{2}}{s+t+u}\right) \tag{25}
\end{align*}
$$

It is convenient now to introduce new variables $v, w$ such that

$$
s=u v, \quad t=u w
$$

Integration over $u$ yields

$$
\begin{align*}
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
p_{1} & p_{2} & p_{3}
\end{array}\right)= & \delta\left(p_{1}+p_{2}+p_{3}\right) \pi^{n / 2} 2^{-J^{-3 n / 2}} \kappa N \frac{\Gamma\left(n-b_{1}-b_{2}-b_{3}\right)}{\Gamma\left(b_{1}\right) \Gamma\left(b_{2}\right) \Gamma\left(b_{3}\right)} \int_{0}^{\infty} d v \int_{0}^{\infty} d w \\
& \times v^{-1+b_{2}+b_{3}-n / 2} w^{-1+b_{1}+b_{3}-n / 2}(1+v+w)^{-b_{1}-b_{2}-b_{3}+n / 2}\left(p_{1}^{2} / v+p_{2}^{2} / w+p_{3}^{2}\right)^{b_{1}+b_{2}+b_{3}-n} . \tag{26}
\end{align*}
$$

The most symmetrical integral representations for the Wigner coefficients can be obtained by noting that (26) can be rewritten as

$$
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
p_{1} & p_{2} & p_{3}
\end{array}\right)=\delta\left(p_{1}+p_{2}+p_{3}\right) \kappa D \int_{0}^{\infty} d r \int_{0}^{\infty} d s \int_{0}^{\infty} d t \int_{0}^{\infty} d u s^{-1+b_{2}+b_{3}-n / 2}
$$

$$
\times t^{-1+b_{1}+b_{3}-n / 2} u^{-1+b_{1}+b_{2}-n / 2} \exp \left\{-(s+t+u) r-p_{1}^{2} / s-p_{2}^{2} / t-p_{3}^{2} / u\right\}
$$

where ${ }^{-}$

$$
D=\pi^{n / 2} 2^{-J^{-3 n / 2}} N\left[\Gamma\left(b_{1}\right) \Gamma\left(b_{2}\right) \Gamma\left(b_{3}\right) \Gamma\left(b_{1}+b_{2}+b_{3}-n / 2\right)\right]^{-1}
$$

Here, we have used (24) again. Using further the integral representation of the Bessel $K$ function (see, e.g., Eq. 8.432.7 of Ref. 6 ), we obtain the result

$$
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3}  \tag{27}\\
p_{1} & p_{2} & p_{3}
\end{array}\right)=D \delta\left(p_{1}+p_{2}+p_{3}\right) \int_{0}^{\infty} d r r^{-1+n / 2} K_{j_{1}+n / 2}\left(2\left|p_{1}\right| r\right) K_{j_{2}+n / 2}\left(2\left|p_{2}\right| r\right) K_{j_{3}+n / 2}\left(2\left|p_{3}\right| r\right)
$$

Finally, the $r$ integration can also be performed with the help of the formulas (6.578.2) and (8.485) of Ref. 6. One obtains

$$
\begin{align*}
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
p_{1} & p_{2} & p_{3}
\end{array}\right)= & \delta\left(p_{1}+p_{2}+p_{3}\right) D\left|p_{3}\right|^{-n / 2}\left\{\left[\frac{\left|p_{1}\right|}{\left|p_{3}\right|}\right]^{j_{1}+n / 2}\left[\frac{\left|p_{2}\right|}{\left|p_{3}\right|}\right]^{j_{2}+n / 2}\right. \\
& \times R F_{4}\left(\frac{j_{1}+j_{2}+j_{3}+n}{2}, \frac{j_{1}+j_{2}+j_{3}+2 n}{2}, 1+j_{1}+\frac{n}{2}, 1+j_{2}+\frac{n}{2} ; \frac{p_{1}^{2}}{p_{3}^{2}} \frac{p_{2}^{2}}{p_{3}^{2}}\right) \\
& \left.+\left(j_{1} \leftrightarrow-n-j_{1}\right)+\left(j_{2} \leftrightarrow-n-j_{2}\right)+\left(j_{1} \leftrightarrow-n-j_{1}, j_{2} \leftrightarrow-n-j_{2}\right)\right\}, \tag{28}
\end{align*}
$$

where

$$
R=\Gamma\left(-j_{1}-n / 2\right) \Gamma\left(-j_{2}-n / 2\right) \Gamma\left(\left(j_{1}+j_{2}+j_{3}+n\right) / 2\right) \Gamma\left(\left(j_{1}+j_{2}+j_{3}+2 n\right) / 2\right) .
$$

Here $F_{4}$ is the Appell function.
When $n=2$, the Appell functions in (28) can be expressed as a product of ordinary hypergeometric functions (see Ref. 7, p. 100). Consequently, the Wigner coefficients of $\mathrm{SO}(3,1)$ can be written as

$$
\begin{align*}
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
p_{1} & p_{2} & p_{3}
\end{array}\right)= & \delta\left(p_{1}+p_{2}+p_{3}\right) D\left|p_{3}\right|^{-1}\left\{\left[\frac{\left|p_{1}\right|}{\left|p_{3}\right|}\right]^{1+j_{1}}\left[\frac{\left|p_{2}\right|}{\left|p_{3}\right|}\right]^{1+j_{2}} \frac{\Gamma\left(-1-j_{1}\right)}{\Gamma\left(2+j_{1}\right)},\right. \\
& \times \Gamma\left(\frac{j_{1}+j_{2}-j_{3}+2}{2}\right) \Gamma\left(\frac{j_{1}+j_{2}+j_{3}+4}{2}\right) \Gamma\left(\frac{j_{1}-j_{2}+j_{3}}{2}\right) \Gamma\left(\frac{j_{1}-j_{2}-j_{3}}{2}\right) \\
& \times{ }_{2} F_{1}\left(\frac{j_{1}+j_{2}-j_{3}+2}{2}, \frac{j_{1}+j_{2}+j_{3}+4}{2} ; 2+j_{1} ; z\right)_{2} F_{1}\left(\frac{j_{1}+j_{2}-j_{3}+2}{2},\right. \\
& \left.\left.\times \frac{j_{1}+j_{2}+j_{3}+4}{2} ; 2+j_{1} ; Z\right)+\left(j_{1} \leftrightarrow-2-j_{1}\right)\right\}, \tag{29}
\end{align*}
$$

where

$$
z Z=p_{1}^{2} / p_{3}^{2}, \quad(1-z)(1-Z)=p_{2}^{2} / p_{3}^{2}
$$

## VI. SYMMETRY RELATIONS FOR THE WIGNER COEFFICIENTS

From the integral representations (27) one can derive the following symmetry relations for the Wigner coefficients:

$$
\begin{align*}
&\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
p_{1} & p_{2} & p_{3}
\end{array}\right) \\
&=\left(\begin{array}{lll}
j_{i} & j_{k} & j_{m} \\
p_{i} & p_{k} & p_{m}
\end{array}\right)=\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
-p_{1} & -p_{2} & -p_{3}
\end{array}\right)  \tag{30}\\
&=\left(\begin{array}{ccc}
-n-j_{1} & j_{2} & j_{3} \\
p_{1} & p_{2} & p_{3}
\end{array}\right)=\left(\begin{array}{ccc}
j_{1} & -n-j_{2} & j_{3} \\
p_{1} & p_{2} & p_{3}
\end{array}\right) \\
&=\left(\begin{array}{ccc}
j_{1} & j_{2} & -n-j_{3} \\
p_{1} & p_{2} & p_{3}
\end{array}\right) . \tag{31}
\end{align*}
$$

It is also worth noting that the Wigner coefficients of SO( $n+1,1)$, so defined, are real

$$
\overline{\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3}  \tag{32}\\
p_{1} & p_{2} & p_{3}
\end{array}\right)}=\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
p_{1} & p_{2} & p_{3}
\end{array}\right)
$$

## VII. CONCLUSION

We have considered the problem of the Wigner coefficients for the $\operatorname{SO}(n+1,1)$ groups in the parabolic basis and have obtained a general expression for these coefficients for class 1 representations. The merit of our derivation is that it generalizes to other representations and other semisimple Lie groups. We intend in the near future to discuss the Wigner coefficients for the $\mathrm{SL}(n, C)$ groups.
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#### Abstract

We study the characterization of the 13 cases obtained in the classification of the irreducible linear-antilinear representations of semigroups in a finite-dimensional vector space $X$ over an algebraically closed field $K$ with a conjugation $j$ (generalized Frobenius-Schur-Wigner, or $\mathbf{F S} \times \mathbf{W}$, classification). It has already been shown that each case can be characterized by various equivalent properties, some of which can be endowed with a physical interpretation. We show here that, whenever $K$ is the complex field $C$, each case can be characterized by the structure (in the sense specified by the Weyl theorem on the structure of the matrix algebras and their commutators) of a pair of suitable operator algebras over the real field $R$. This characterization coincides with the one given by Dyson for each case of his classification of symmetry groups. Thus, the latter classification is recovered under more general assumptions and in a generalized framework, and its one-to-one correspondence with the generalized $\mathrm{FS} \times \mathrm{W}$ classification is shown. In the process, we obtain a classification of the algebras over $R$ generated by complex semigroup representations of the aforesaid kind, and inquire into the connections between some properties of the representations in $X$ over $C$ and the structure (in the Weyl sense) of the representations in the space $X_{R}$ over $R$ obtained by decomplexification of the space $X$.


## I. INTRODUCTION

The classical threefold classification of the unitary, fin-ite-dimensional complex group representations by Frobenius and Schur (FS classification) is well known and still widely used. ${ }^{1-4}$

Also well known is the threefold Wigner classifications (W classification) of the irreducible finite-dimensional complex group corepresentations (i.e., representations by unitary and antiunitary operators).

The FS classification and the W classification cannot be combined in their original form; indeed the W classification becomes trivial whenever the antiunitary part of the representation is void.

In the early 1960's, Dyson ${ }^{6}$ proposed a classification (D classification) in 13 cases (ten cases only occur if the antiunitary part of the representation is assumed to be nonvoid) which applies to the same class of representations as the W classification. In the Dyson approach, each case is characterized by the (matrix) form of a pair of group algebras over the real field $R$; all the matrices have elements in $R$ and represent linear operators on the vector space $X_{R}$ over $R$ obtained by decomplexification of the original vector space $X$ over the complex field $C$ to which the quantum mechanical vectors representing (pure) states belong. The D classification is connected to the above classifications through two equivalence theorems; in the sense established by these theorems, we can say that each case in the D classification is obtained by classifying the representation according to the $W$ classification and its linear part according to a suitable refinement of the FS classification which, incidentally, Dyson uses in the form reported by Wigner (that refers to irreducible representations only).

Dyson's choice of $X_{R}$ in place of $X$ is motivated by some relevant arguments. First, the Weyl theorem on the struc-
ture of matrix algebras and their commutators, ${ }^{7}$ which is the fundamental tool in Dyson's treatment, refers to linear representations only; shifting from $X$ to $X_{R}$ allows any antiunitary operator to be represented by a linear (orthogonal) mapping of $X_{R}$ (then the classical Frobenius theorem can be applied, which restricts any division algebra over $R$ to be isomorphic either to $R$ or to $C$ or to the real quaternion field $Q)$. Second, Dyson explicitly declares his belief that "the appropriate ground field for much of quantum mechanics is real rather than complex" and his purpose in making "the use of the real ground field in quantum mechanics official and undisguised." 8

Concerning the latter argument, one can object that the set of all the linear operators on $X_{R}$ contains $R$-linear operators, which do not correspond to linear or antilinear operators on $X$ and do not have any apparent physical interpretation; hence, the choice of $R$ as ground field makes the distinction between the physical and the "unphysical" part of the operator algebras under examination rather intriguing in some cases. Moreover, Dyson's characterization of the cases does not admit any transparent physical interpretation.

On the other hand, a direct combination of the FS classification with the W classification becomes possible if the former is generalized so as to apply to (irreducible or not) corepresentations; of course, the space $X_{R}$ has no role in this procedure. This generalization has been made by ourselves, together with Ascoli and Teppati, in a previous paper ${ }^{9}$; in our classification the vector space need not be finite dimensional, the ground field is any field $K$ with an involutory automorphism $j$ (conjugation) and the representation $U$ is any (not necessarily irreducible, nor completely reducible) operator representation of some set $\mathscr{S}$, which is not assumed to be unitary-antiunitary (since no scalar product is assumed
in $X$ over $K$ ) nor linear-antilinear. In this classification, every case is characterized by sets of equivalent properties of $\mathscr{U}=U(\mathscr{S})$, or of the group $\mathscr{U}^{c}$ (commutant group) of all the nonzero linear and antilinear (i.e., $j$-semilinear) mappings of $X$ which commute with $\mathscr{U}$. This characterization seems particularly interesting, since $\mathscr{U}^{\mathrm{c}}$ admits a physical interpretation; indeed, whenever $\mathscr{U}$ is a given group of symmetries of some physical system, $\mathscr{U}^{c}$ may represent symmetries which are considered as "internal" with respect to the group. In a second paper, our classification has been refined further ${ }^{10}$ so as to obtain a sixfold classification (generalized FS classification) instead of the original threefold one, which applies, in particular, to the same class of representations as the $W$ classification. As a further step, we have also generalized the $W$ classification ${ }^{11}$ to irreducible linear-antilinear semigroup representations in a finite-dimensional vector space $X$ (on which no scalar product is assumed) over an algebraically closed field $K$ with a conjugation; then, a new classification (the generalized FS $\times$ W classification) has been obtained for the last class of representations by combining the generalized FS classification with the generalized $\mathbf{W}$ classification.

In the generalized FS $\times \mathbf{W}$ classification the 13 cases which may occur are characterized by equivalent properties of the group $\mathscr{U}^{\mathrm{c}}$ and by the explicit form of its linear part. Besides, in each case further properties can be attributed to $\mathscr{U}$ by making use of the equivalent properties that characterize each case in the FS generalized classification.

It seems at first sight rather casual that the number of the possible alternatives is the same as in the D classification; indeed the generalized FS $\times$ W classification does not make any reference to the explicit form of $\mathscr{U}$ in $X$ nor in $X_{R}$ (except for distinguishing the cases in which $\mathscr{U}$ contains antilinear mappings or not), nor it is established by making use of the Weyl and Frobenius theorems. Thus, one may wonder about the relations between the two classifications in that subclass of representations to which the D classification also applies. Rather surprisingly, we shall presently show that the correspondence is one-to-one.

More precisely, in the present paper (Theorem 1) we first study the structure in $X_{R}$ (in the sense specified by the Weyl theorem) of the (linear-antilinear graded) algebra $\mathscr{N}^{2}$ over $R$ generated by any semigroup $\mathscr{U}$ of linear and antilinear mappings of a finite-dimensional vector space $X$ over $C$. By making use of the same tools as Dyson (i.e., the Weyl and the Frobenius theorems), we obtain a new classification of $\mathscr{U}$ in eight cases.

Then, we inquire further (Theorem 2) into the conditions that characterize each case in the generalized FS classification (see the rows in Table II) in the present framework ( $\mathscr{U}$ irreducible, $K=C$ ) and study their implications on the structure in $X_{R}$ of $\mathfrak{U}$ and of its $C$-linear part $\mathscr{Q}^{4}$.

Finally, we study (Theorem 3) the relation between the generalized FS $\times$ W classification (particularized to $C$ ) and the classification obtained in Theorem 1 (the former refines the latter); moreover, we show that each case of the generalized FS $\times \mathbf{W}$ classification can be characterized by the structure in $X_{R}$ of the pair $\left(\mathfrak{D}, \mathfrak{H}^{1}\right.$ ) of auxiliary algebras (where $\mathfrak{D}$ is the algebra over $R$ generated by $\mathscr{U} \cup\{i E\}, i$ being the imaginary unit and $E$ the identity mapping in $X$ ). This characteri-
zation coincides, whenever the matrix representations with respect to a basis of the operators in $X_{R}$ are considered, with the characterization of each case in the D classification (which is, however, obtained under more restrictive assumptions: unitary-antiunitary representations over a vector space $X$ endowed with a scalar product and group instead of semigroup representations). Thus, the generalized FS $\times \mathbf{W}$ classification particularized to $C$ generalizes the Dyson classification, and the statement of our Theorem 3 shows the one-to-one correspondence between the two classifications. As a relevant consequence, each case in the Dyson classification is characterized by suitable properties of $\mathscr{U}^{c}$, which can be endowed of a physical interpretation (internal symmetries) as we have outlined above.

All the aforesaid results are concentrated in Sec. IV of the present paper. We devote Sec. II to basic definitions and to a synthesis of previous results and mathematical tools, and Sec. III to a restatement in terms of operators rather than matrix algebras of the fundamental (though, surprisingly, unfrequently quoted) Weyl theorem. In Sec. V we give some simple examples which illustrate the correspondence between the generalized FS $\times \mathbf{W}$ classification and the D classification, with special attention to the "factorizable groups," ${ }^{12}$ whose physical interest has been already commented upon by Dyson.

## II. THE GENERALIZED FS $\times$ W CLASSIFICATION

As we have mentioned in the Introduction, in this section we assemble some definitions and results that we have already introduced in various papers and that are needed in order to develop our main argument in Sec. IV.

Definition 1: We call any division ring $K$ endowed with a nonidentical involutory automorphism $j: \alpha \rightarrow \bar{\alpha}$ a "division ring with a conjugation." We call the division ring $\Lambda$ of $K$ which consists of the self-conjugated elements of $K$ the " $j$ invariant subring of $K$."

Definition 2: Let $X$ be a vector space over a division ring $K$ with a conjugation $j$ and let $\Lambda$ be the $j$-invariant subring of $K$. Then we call any additive mapping of $X$ which is semilinear with respect to $j$ an "antilinear mapping." We denote the vector space obtained from $X$ by restriction to $\Lambda$ of the scalar field by $X_{A}{ }^{13,14}$ Let $\mathscr{E}$ be a basis in $X$. We call the antilinear involutory mapping $J_{\mathscr{E}}$ that leaves the elements of $\mathscr{E}$ invariant, "conjugation in $X$ associated with the basis $\mathscr{E}$." For any mapping $M$ of $X$ and any basis $\mathscr{E}$, we define the "conjugate mapping" $\bar{M}_{\mathscr{E}}=J_{\mathscr{E}} M J_{\mathscr{E}}$ of $M$ with respect to the basis $\mathscr{E}$.

Definition 3: Let $X$ be a vector space over a division ring $K$ with a conjugation $j$ and let $\Lambda$ be the $j$-invariant subring of $K$. Let $\mathscr{U}$ be any set of mappings of $X$. We denote the subsets of all the linear, antilinear, $\Lambda$-linear mappings of $\mathscr{U}$ by $\mathscr{U}^{1}, \mathscr{U}^{2}, \mathscr{U}^{A}$, respectively. Let $H$ be any commutative subfield of $K$ and let $\mathfrak{A}$ be any algebra over $H$ of mappings of $X$. We say that $\mathfrak{A}$ is a "linear-antilinear algebra" if $\mathfrak{U}=\mathfrak{A}^{\prime} \oplus \mathfrak{N}^{\mathrm{a}}$ (the sum is necessarily direct); a linear-antilinear algebra will be said to be "graded" whenever $\mathfrak{U}^{1}$ and $\mathscr{U}^{2}$ are vector spaces over $H$.

Definition 4: Let $X$ be a vector space over a division ring $K$ with a conjugation $j$ and let $\Delta$ be the $j$-invariant subring of $K$. Let $\mathscr{U}$ be any set of mappings of $X$. We denote the set of
mappings of $X$ that commute with all the mappings of $\mathscr{U}$ by $\mathscr{U}^{\prime}$. Hence $\mathscr{U}^{\prime 1}$ (equivalently, $\mathscr{U}^{\prime K}$ whenever the field to which linearity refers needs to be stressed), $\mathscr{U}^{\prime 2}, \mathscr{U}^{\prime \prime}$, respectively, denote the "linear commutant," the "antilinear commutant" and the " $\Lambda$-linear commutant" of $\mathscr{U}$, i.e., the subsets of the linear, antilinear, and $\Lambda$-linear mappings of $\mathscr{U}^{\prime}$, respectively.

We call the group $\mathscr{U}^{c}$ of the invertible linear and antilinear mappings of $\mathscr{U}$ ', the "linear-antilinear centralizer" (or "commutant group") of $\mathscr{U}$. Hence $\mathscr{U}^{\text {cl }}$ and $\mathscr{U}^{\text {ca }}$, respective$l y$, denote the linear and antilinear part of $\mathscr{U}^{c}$. Furthermore, we say that $\mathscr{U}$ is "potentially real" whenever an involutory mapping [hence, a conjugation with respect to some basis $\mathscr{E}$ (see Ref. 15)] $J_{\mathscr{E}} \in \mathscr{U}^{\text {ca }}$ exists; we say that $\mathscr{U}$ is "pseudoreal" whenever $\mathscr{U}^{\mathbf{c}}$ is nonvoid but no $A \in \mathscr{U}^{\mathbf{a}}$ is involutory; we say that $\mathscr{U}$ is "complex" whenever $\mathscr{U}^{\text {ca }}$ is void.

Remark 1: We have proved in a previous paper ${ }^{16}$ that the cases (i) potentially real, (ii) pseudoreal, and (iii) complex can be characterized by a number of equivalent properties; in particular: (i) occurs iff a basis $\mathscr{E}$ of $X$ exists such that $\overline{\boldsymbol{M}}_{\mathscr{E}}=\boldsymbol{M}$ for any $\boldsymbol{M} \in \mathscr{U}$; (ii) occurs iff for every basis $\mathscr{E}$ the "conjugate set" $\overline{\mathscr{U}}_{\mathscr{E}}=J_{\mathscr{E}} \mathscr{U} J_{\mathscr{E}}$ is equivalent to $\mathscr{U}$ but does not coincide with it; and (iii) occurs iff $\overline{\mathscr{U}}_{\mathscr{F}}$ is inequivalent to $\mathscr{U}$ in every basis.

Definition 5: Let $X$ be a vector space over a division ring $K$ with a conjugation $j$ and let $\Lambda$ be the $j$-invariant subring of $K$. Let $\mathscr{S}$ be any semigroup; we call any semigroup homomorphism $U$ from $\mathscr{S}$ into the multiplicative semigroup of all the linear and antilinear mappings of $X$ a "linear-antilinear representation" of $\mathscr{S}$ in $X$. Let $\mathscr{A}$ be an algebra over a subfield $H$ of the center of $\Lambda$; we also call any $H$-algebra homomorphism $U$ from $\mathscr{A}$ into the linear-antilinear algebra over $H$ of all the $A$-linear mappings of $X$ a "linear-antilinear representation" of $\mathscr{A}$ in $X$. In both cases, we denote by $U^{1}$ the "linear part" of $U$, i.e., the restriction of $U$ to $U^{-1}\left(U(\mathscr{S})^{\prime}\right)$ or to $U^{-1}\left(U(\mathscr{A})^{1}\right)$, respectively.

A list of the not-yet-defined symbols that will be needed can be found in Table I. With these definitions and symbols, the following proposition holds, which summarizes our results in a previous paper ${ }^{17}$ (generalized $\mathbf{F S} \times \mathbf{W}$ classification). As we have already observed in the Introduction, it is worth noting that each of the mutually exclusive cases corresponding to the squares in Table II is characterized by the explicit form of the linear commutant $\mathscr{U}^{\prime \prime}$ of $\mathscr{U}$ together with suitable properties of the linear-antilinear centralizer.

TABLE I. List of symbols.
$\theta$ : the mapping from $\mathscr{U}^{\mathrm{c}}$ into the set of the mappings of $\mathscr{U}^{\text {cl }}$ into itself such that, for any $A \in \mathscr{U}^{\text {c }}, \theta(A): L \in \mathscr{U}^{\text {cl }} \rightarrow A L A^{-1} \in \mathscr{U}^{\text {cl }}$.
$\otimes_{\Phi}$ : the semidirect product associated with the morphism $\varphi$ (the symbol $\varphi$ may be omitted whenever the morphism need not to be stressed). direct product.
$G_{2} \quad$ the abstract two elements group.
$E: \quad$ the identity mapping
$\varnothing$ : the empty set.
$K_{*}: \quad$ for any field $K$, the multiplicative subgroup $K \backslash\{0\}$.
$\sim$ : denotes equivalence of representations.
$\approx$ : denotes group or algebra isomorphism.

In each case, further characterizing properties of $\mathscr{U}$ or $\mathscr{U}^{\text {c }}$ can be deduced from our results in some previous papers. ${ }^{9,10}$

FS $\times \mathbf{W}$ Theorem: Let $X$ be a finite-dimensional vector space over an algebrically closed field $K$ with a conjugation $j$. With reference to Definitions 1-5, let $\mathscr{S}$ be a semigroup and let $U$ be an irreducible linear-antilinear representation of $\mathscr{S}$ in $X$ such that the antilinear part $\mathscr{U}^{a}$ of $\mathscr{U}=U(\mathscr{S})$ either is void or contains an invertible mapping $A$ together with its inverse. Then, the linear part $U^{1}$ of $U$ either is irreducible or splits into two equidimensional irreducible subrepresentations $U_{1}^{1}, U_{2}^{1}$, which may be equivalent or not, and the corresponding matrix representation ${ }^{18}$ of $A$ is off-diagonal,

$$
A=\left(\begin{array}{ll}
0 & A_{12} \\
A_{21} & 0
\end{array}\right)
$$

Whenever $U_{1}^{1} \sim U_{2}^{1}$, for any $T_{12}$ such that $U_{1}^{1}=T_{12}$ $\times U_{2}^{1} T_{12}^{-1}$ a unique element $\eta \in K$ exists such that, referring to the matrix representation considered above, $\eta A_{21}$ $=T_{12} A_{12} T_{12}$. Furthermore $\mathscr{U}$ can be classified according to Table II. (In the table, $J$ is any antilinear involutory mapping, $\Omega$ a division algebra of rank 4 over $\Lambda$, which is isomorphic to the real quaternions whenever $K=C, E_{1}$ and $E_{2}$ the identity mappings in the $U^{1}$-invariant subspaces whenever $U^{1}$ is reducible.)

## III. THE WEYL THEOREM

The Weyl theorem, together with the Frobenius theorem about the division algebras over the real field, is the basic mathematical tool for the classification introduced by Dyson ${ }^{6}$ and for the rest of our paper as well. It can be derived in the framework of the theory of semisimple modules. ${ }^{19} \mathrm{We}$ restate it here by considering operators rather than matrix algebras, taking care to introduce minimal changes with respect to the original statement by $\mathrm{Weyl}^{7}$ and also to preserve, as far as possible, Weyl's notations (which are in some case most suitable for physicist's use), so as to make immediate the comparison of our results with Dyson's. We premise the following definition.

Definition 6: Let $X$ be a vector space over a field $K$. We denote by $\mathscr{L}_{K}(X)$ the algebra over $K$ of all the ( $K$ ) linear mappings of $X$.

Let $X=\oplus_{j=1}^{t} X_{j}$ be any decomposition of $X$ into a direct sum of subspaces. For any $A \in \mathscr{L}_{K}(X)$ we denote by $A_{j k}$ the linear mapping in the $j$ th row, $k$ th column of the matrix representation of $A$ with respect to this decomposition. Furthermore, we write $X=t Y$ whenever each of the $X_{j}$ is isomorphic to a vector space $Y$ over $K$. Let $\Re_{\mathcal{M}} \subset \mathscr{L}_{K}(X)$ be any algebra over $K$ of linear mappings of $X$.

Then, whenever $\mathfrak{A}$ decomposes into $s$ equivalent components, we write $\mathfrak{U}=s \mathscr{A}$, where $\mathscr{A}$ denotes, up to isomorphisms, any one of the components (hence $\mathscr{A}$ is an algebra over $K$ isomorphic to $\mathfrak{H}$ ).

Furthermore, let a decomposition $X=\oplus_{j=1}^{t} \quad X_{j}=t Y$ of the space $X$ exist such that, for every $j, k \in\{1,2, \ldots, t\}$, the vector space $\Re_{j k}=\left\{A_{j k}: A \in \mathscr{Q}\right\}$ is endowed of a structure of algebra (through the identification $X_{j}=Y=X_{k}$ ) isomorphic to a given algebra $\mathscr{A} \subset \mathscr{L}_{K}(Y)$ of linear mappings of $Y$, and let $\mathfrak{A}$ be the direct sum of the $\mathscr{I}_{j k}$; then we write $\mathscr{A}_{\mathcal{U}}=\mathscr{A}_{t}$.

TABLE II. Generalized $F S \times W$ classification of the irreducible linear-antilinear representations by means of the commutant group.

|  | $\mathscr{U}^{2}=\{0\}$ |  | $\mathscr{U}^{2} \neq\{0\}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 21 irreducible |  | $\mathscr{U l}^{1}$ reducible |  |
|  |  |  | $U_{1}^{1}+U_{2}^{1}$ | $U_{1}^{1} \sim U_{2}^{1}$ |
|  | $\mathscr{U}^{\prime \prime}=K E$ | $\mathscr{U}^{\prime 1}=\boldsymbol{L}$ | $\mathscr{U}^{\prime \prime}=\left\{\left(\begin{array}{cc}\alpha E_{1} & 0 \\ 0 & \bar{\alpha} E_{2}\end{array}\right): \alpha \in K\right\}=K$ | $\mathscr{U}^{\prime \prime}=\left\{\left(\begin{array}{cc}\alpha E_{1} & \beta T_{12} \\ \bar{\beta} \eta T_{12}^{12} & \bar{\alpha} E_{2}\end{array}\right): \alpha, \beta \in K\right\} \approx \Omega$ |
| $\mathscr{W}$ is poten tially real |  | $\begin{aligned} & \mathscr{U}^{c}=\Lambda_{*} \times\{E, J\} \\ & \approx \approx \Lambda_{*} \times G_{2} \\ & \left(\mathscr{Z} \cup \mathscr{Q}^{c}\right. \text { is } \\ & \text { potentially real }) \end{aligned}$ | $\begin{aligned} & \mathscr{U}^{c}=\mathscr{U}^{c} \times\{E, J\} \\ & \approx K_{*} \times G_{2} \\ &\left(\mathscr{U} \cup \mathscr{U}^{c}\right. \text { is } \\ &\text { potentially real }) \end{aligned}$ | $\begin{gathered} \mathscr{U}^{\mathrm{c}}=\mathscr{U}^{\mathrm{cl}} \times\{E, J\} \\ \approx \Omega_{*} \times G_{2} \\ \left(\mathscr{W} \cup \mathscr{Z}^{c}\right. \text { is } \\ \text { potentially real }) \end{gathered}$ |
|  | $\left\{\begin{aligned} & \mathscr{U}^{c}=K_{*} \otimes_{\theta}\{E, J\} \\ & \approx K_{*} \otimes G_{2} \nsubseteq K_{*} \times G_{2} \\ &\left(\mathscr{U}^{\prime} \cup \mathscr{U}^{c} \text { is complex }\right) \end{aligned}\right.$ |  | $\begin{aligned} \mathscr{U}^{\mathrm{c}} & =\mathscr{U}^{\mathrm{cl}} \otimes\left\{E_{\theta} J\right\} \\ & \approx K_{*} \otimes G_{2} \nsubseteq K_{*} \times G_{2} \end{aligned}$ <br> ( $\mathscr{U} \cup \mathscr{U}^{c}$ is complex) | $\begin{aligned} \mathscr{U}^{\mathrm{c}} & =\mathscr{U}^{\mathrm{cl}} \otimes_{\theta}\left\{E_{,} J\right\} \\ & \approx \Omega_{*} \otimes G_{2} \not \approx \Omega_{*} \times G_{2} \end{aligned}$ <br> ( $\mathscr{Z} \cup \mathscr{U} \mathfrak{U}^{c}$ is pseudoreal) |
| $\mathscr{W}$ is pseudoreal | For any $A \in \mathscr{U}^{\text {ca }}$, $\mathscr{U}^{c}=K_{*} E \cup K_{*} A$ $\not \approx K_{*} \otimes G_{2}$ <br> $[\theta(A)$ is not identical, $\mathscr{U} \cup \mathscr{U}^{c}$ is complex] | For any $A \in \mathscr{U}^{\text {ca }}$, $\mathscr{U}^{\mathrm{c}}=\Lambda_{*} E \cup \Lambda_{*} A$ $\not \not \Lambda_{*} \otimes G_{2}$ <br> [ $\theta(A)$ is identical, $\mathscr{W} \cup \mathscr{U}^{c}$ is pseudoreal] | For any $A \in \mathscr{U}^{\text {ca }}$, $\mathscr{W}^{\mathrm{c}}=\mathscr{U}^{c \mathrm{c}} \cup \mathscr{W}^{\mathrm{cl}} A$ $\pm K_{*} \otimes G_{2}$ <br> [ $\theta(A)$ is not identical, $\mathscr{W} \cup \mathscr{U}^{c}$ is complex] |  |
| $\bar{\pi}$ is complex | $\mathscr{U}^{\mathrm{c}}=K_{*} E$ | $\mathscr{U}^{c}=\Lambda_{*} E$ | $\mathscr{U}^{\mathrm{c}}=\mathscr{U}^{\text {cl }} \approx K_{*}$ | $\mathscr{U}^{\mathrm{c}}=\mathscr{U}^{\text {cl }} \approx \Omega_{*}$ |

Weyl's theorem: Let $X$ be a vector space of finite dimension $n$ over a field $K$. With reference to Definition 6 , let $\mathfrak{U}$ be any completely reducible subalgebra (over $K$ ) of $\mathscr{L}_{K}(X)$. Then, a direct sum decomposition $X=\oplus_{j=1}^{p} s_{j} X_{j}$ $=\oplus_{j=1}^{P} s_{j}\left(t_{j} Y_{j}\right)$ exists such that the corresponding matrix representation of $\mathfrak{A}$ takes the canonical form

$$
\mathfrak{U}=\underset{j=1}{p} S_{j} \mathscr{A}_{t_{j}}^{j},
$$

where $\mathscr{A}^{j}$ is an irreducible division algebra over $K$ of linear mappings of $Y_{j}$ (hence the order $h_{j}$ of $\mathscr{A}^{j}$ coincides with the dimension of $Y_{j}$, so that $\Sigma_{j} h_{j} s_{j} t_{j}=n$ ). Furthermore, a relabeling of the subspaces exists such that the corresponding matrix representation of the ( $K$-) linear commutant $\mathfrak{\mathscr { C }}^{K}$ of $\mathfrak{\mathscr { A }}$ takes the form

$$
\mathfrak{U}^{\gamma^{K}}=\stackrel{p}{j=1}{ }_{j=1}^{p}{ }^{0} \mathscr{A}_{s_{j}}^{j},
$$

where ${ }^{0} \mathscr{A}^{j}=\left(\mathscr{A}^{j}\right)^{\prime K}$ is an irreducible division algebra over $K$ (hence it is isomorphic to the opposite algebra ${ }^{20}$ of $\mathscr{A}^{j}$ and its order $h_{j}^{0}$ coincides with $h_{j}$ ).

Remark 2: Following Weyl, we notice that $\left(\mathfrak{X}^{\prime}\right)^{\prime}{ }^{K}=\mathfrak{U}$. Most important for our purposes, we observe that it follows from the proof of the Weyl theorem ${ }^{21}$ that in the decomposition of $X$ in which $\mathfrak{A}$ takes the canonical form, the ( $K-)$ linear commutant takes the form

$$
\mathfrak{U}^{\prime K}=\stackrel{p}{j=1} \underset{j=1}{\oplus}\left(t_{j}^{0} \mathscr{A}^{j}\right)_{s_{j}} .
$$

The classical Frobenius theorem is well known. For the sake of completeness, we report it here.

Frobenius' theorem: The real field $R$ and the complex field $C$ are the only finite-dimensional associative-commutative algebras over $R$ without divisors of zero. The division ring of quaternions $Q$ is the only finite-dimensional associative but not commutative algebra over $R$ without divisors of zero.

Remark 3: Whenever in the Weyl theorem the field $K$ is assumed to coincide with the real field, then the algebras $\mathscr{A}^{j}$ and ${ }^{0} \mathscr{A}^{j}$ must be isomorphic either to $R$ or to $C$ or to $Q$ because of the Frobenius theorem; in these three alternatives the dimension of the space $Y_{j}$ either is 1 or 2 or 4 , respectively, because of the statements about $h_{j}$ and $h_{j}^{0}$ in the Weyl theorem itself. It follows that $\mathscr{A}^{j}$ coincides with ${ }^{0} \mathscr{A}^{j}$ whenever they are isomorphic to $R$ or to $C$, while $\mathscr{A}^{j}$ is isomorphic to ${ }^{0} \mathscr{A}^{j}$ but does not coincide with it whenever it is isomorphic to $Q$.

## IV. GENERALIZED FS $\times W$ VERSUS DYSON CLASSIFICATION

As we mentioned in the Introduction, in this section we discuss the relations between the generalized FS $\times \mathbf{W}$ classification reported in Sec. II and the classifications that can be obtained by making suitable use of the Weyl and Frobenius theorems. In the sequel, except for Lemma 1, the basic field is always the complex field. Then, we make use of all the definitions and symbols introduced in Sec. II, with $C$ in place of $K, R$ in place of $\Lambda, j$ the usual complex conjugation, while $i$ always denotes the imaginary unit. Furthermore, we make use of the Weyl theorem with $R$ in place of $K$ and $X_{R}$ in place of $X$. Then, making reference to remark 3 , we directly write in the formulas $R$, or $C$, or $Q$ in place of $\mathscr{A}^{j}$; furthermore, whenever $\mathscr{A}^{j}$, hence ${ }^{0} \mathscr{A}^{j}$, is isomorphic to $Q$, we write ${ }^{0} \mathscr{A}^{j}=Q^{0}($ rather than $Q)$ so as to remind the reader that the algebras $\mathscr{A}^{j}$ and ${ }^{0} \mathscr{A}^{j}$ have different elements.

Lemma 1: Let $X$ be a finite-dimensional vector space over a field $K, \mathscr{A}$ any algebra over $K$, and $\xi$ a (linear) representation of $\mathscr{A}$ in $X$. Let us put $\mathfrak{U}=\xi(\mathscr{A})$ and let $S$ be any additive mapping of $X$ such that the following properties hold:
(i) $S^{-1} \mathfrak{Q} S \subset \mathfrak{A}$,
(ii) $S^{2} \in \mathfrak{A}$,
(iii) $\mathscr{V}=\mathscr{U} \cup\{S\}$ is irreducible.

Then, either $\xi$ is irreducible or it reduces into two equidimensional irreducible subrepresentations, $\xi_{1}$ and $\xi_{2}$ (hence $\xi$ is completely reducible), such that the algebras (over $K$ ) $\mathfrak{U}_{1}=\xi_{1}(\mathscr{A})$ and $\mathfrak{U}_{2}=\xi_{2}(\mathscr{A})$ are isomorphic and $\mathfrak{U}_{2} X$ $=S \mathfrak{U}_{1} X$.

Proof: Whenever $\xi$ is reducible, let $X_{1}$ be an irreducible $\mathfrak{Q}$-invariant subspace of $X$, and let us put $X_{2}=S X_{1}$. Then, $X_{2}$ is also an $\mathfrak{A}$-invariant subspace of $X$, since $\mathfrak{U}\left(S X_{1}\right)$ $=S\left(S^{-1} \mathfrak{U} S X_{1}\right) \subset S X_{1}$ because of (i). Furthermore, the sum $X_{1}+X_{2}$ is a $\mathscr{V}$-invariant subspace of $X$, since $S\left(X_{1}+X_{2}\right) \subset X_{1}+X_{2}$ because of (ii), so that it coincides with $X$ because of (iii). Thus, $X_{1} \neq X_{2}$, and $X_{2} \cap X_{2}=\{0\}$ since $X_{1} \cap X_{2}$ is a proper $\mathfrak{U}$-invariant subspace of $X_{1}$. It follows $X=X_{1} \oplus X_{2}$, which proves the first statement in the lemma. ${ }^{22}$

In the above decomposition of $X$, every $L \in \mathfrak{A}$ takes the matrix form

$$
L=\left(\begin{array}{ll}
L_{1} & 0 \\
0 & L_{2}
\end{array}\right)
$$

with $L_{1} \in \mathfrak{A}_{1}=\xi_{1}(\mathscr{A}), L_{2} \in \mathfrak{A}_{2}=\xi_{2}(\mathscr{A})$, while

$$
S=\left(\begin{array}{ll}
0 & S_{12} \\
S_{21} & 0
\end{array}\right)
$$

Since $S^{-1} \mathfrak{U} S \subset \mathfrak{A}$, we get $S_{21}^{-1} L_{2} S_{21} \in \mathfrak{M}_{1}$ and $S_{12}^{-1} L_{1} S_{12} \in \mathfrak{Y}_{2}$, that is, $\mathfrak{A}_{1}$ and $\mathfrak{U}_{2}$ are isomorphic to subalgebras of $\mathscr{H}_{2}$ and $\mathfrak{U}_{1}$, respectively, hence $\mathfrak{N}_{1}$ and $\mathfrak{N}_{2}$ are isomorphic. Furthermore, $\mathfrak{U}_{2} X=X_{2}=S X_{1}=S \mathfrak{N}_{1} X$.

Theorem 1: Let $X$ be a vector space of finite dimension $n$ over the complex field $C$. With reference to Definition 3, let $\mathfrak{A}$ be any irreducible linear-antilinear (graded) algebra with unit element (whose order we denote by $h$ ) over the real field $R$ of mappings of $X$, and $\mathfrak{U}^{\prime R}$, coherently with Definition 4, be the linear-antilinear graded algebra (whose order we denote by $h^{\prime}$ ) over $R$ of all the $R$-linear mappings of $X$ which commute with $\mathfrak{N}$ (see Ref. 23). Then, with reference to Definition $6, \mathfrak{U}$ and $\mathfrak{U}^{\prime R}$ simultaneously take one of the following (mutually exclusive) "canonical" forms (hence $\mathfrak{H}$ and $\mathfrak{H}^{\prime R}$ are completely reducible in $X_{R}$ ):

| (1) | $\mathfrak{U}=R_{2 n}$ | $\left(h=4 n^{2}\right) ;$ |
| :---: | :---: | :---: |
|  | $\mathfrak{U}^{\prime}{ }^{R}=2 n R$ | ( $h^{\prime}=1$ ); |
| (2) | $\mathfrak{U}=C_{n}$ | $\left(h=2 n^{2}\right)$; |
|  | $\mathfrak{U}^{\prime R}=n C$ | ( $h^{\prime}=2$ ); |
| (3) | $\mathfrak{U}=Q_{n / 2}$ | ( $h=n^{2}$ ); |
|  | $\mathfrak{U}^{\prime}{ }^{R}=(n / 2) Q^{0}$ | ( $h^{\prime}=4$ ); |
| (4) | $\mathfrak{U}=2 R_{n}$ | ( $h=n^{2}$ ); |
|  | $\mathfrak{U}^{\prime} \mathrm{R}=(\mathrm{nR})_{2}$ | ( $h^{\prime}=4$ ); |
| (5) | $\mathfrak{U}=2 C_{n / 2}$ | ( $\left.h=n^{2} / 2\right)$; |
|  | $\mathfrak{Q}^{\prime R}=[(n / 2) C]_{2}$ | ( $\left.h^{\prime}=8\right)$; |
| (6) | $\mathfrak{U}=R_{n} \oplus R_{n}$ | ( $h=2 n^{2}$ ); |
|  | $\mathfrak{U}^{\prime}{ }^{R}=n R \oplus n R$ | ( $h^{\prime}=2$ ); |
| (7) | $\mathfrak{A}=C_{n / 2} \oplus C_{n / 2}$ | ( $h=n^{2}$ ); |
|  | $\mathfrak{U}^{\prime R}=(n / 2) C \oplus(n / 2) C$ | ( $h^{\prime}=4$ ); |
| (8) | $\mathfrak{Q}=Q_{n / 4} \oplus Q_{n / 4}$ | ( $h=n^{2} / 2$ ); |
|  | $\mathfrak{\mathfrak { U } ^ { \prime } R}=(n / 4) Q^{0} \oplus(n / 4) Q^{0}$ | ( $h^{\prime}=8$ ). |

Proof: In each case the orders $h$ and $h^{\prime}$ immediately follow from the explicit form of $\mathfrak{A}$ and $\mathfrak{H}^{\prime R}$. Furthermore, the forms of $\mathfrak{U}^{\boldsymbol{R}}$ follow from the forms of $\mathfrak{A}$ via Weyl's theorem (the parentheses being positioned coherently with the equation in remark 2).

Since $\mathfrak{A}$ is irreducible in $X$, two cases may occur in $X_{R}$ :
(a) $\mathfrak{U}$ is irreducible in $X_{R}$,
(b) $\mathfrak{U}$ is reducible in $X_{R}$.

Whenever $a$ occurs, we get in $X_{R}$, by making use again of the Weyl theorem, $\mathfrak{N}=\mathscr{A}_{t}$, with $\mathscr{A}$ a division algebra over $R$; hence, $\mathscr{A}$ is isomorphic either to $R$ or to $C$ or to $Q$ because of the Frobenius theorem, and $\mathfrak{U}$ takes one of the forms listed in the cases 1-3.

Whenever $b$ occurs, let us put $S=i E$ and $\mathscr{V}=\mathfrak{N} \cup\{S\}$. This is irreducible in $X_{R}$ since $\mathfrak{A}$ is irreducible in $X$. Furthermore, $S^{2}=-E \in \mathfrak{N}$ (since $\mathfrak{N}$ has a unit) and $S^{-1} \mathfrak{Q} S \subset \mathfrak{A}$ (since $\mathfrak{U}$ is a linear-antilinear algebra). Thus, Lemma 1 applies with $R$ and $X_{R}$ in place of $K$ and $X$, respectively. Then, by making use again of the Weyl and Frobenius theorems, $\mathscr{U}$ must take one of the forms $2 R_{n}, 2 C_{n / 2}, 2 Q_{n / 4}, R_{n} \oplus R_{n}, C_{n / 2} \oplus C_{n / 2}$, $Q_{n / 4} \oplus Q_{n / 4}$. The possibility $\mathfrak{U}=2 Q_{n / 4}$ cannot occur, since the order $h$ or $\mathfrak{M}$ in this case would be $n^{2} / 4$, while a lower bound $n^{2} / 2$ exists for $h$. (Indeed, let $\mathfrak{D}$ be the algebra over $R$ generated by $\mathscr{V}$. Then, $\mathfrak{D}$ is irreducible in $X_{R}$, like $\mathscr{V}$, and its order $g$ either is $4 n^{2}$, or $2 n^{2}$ or $n^{2}$, as follows from the cases $1-$ 3 discussed above with $\mathfrak{D}$ in the place of $\mathfrak{Q}$. Since $g$ is in any case equal or twice the order of $\mathfrak{X}$, this cannot be less than $n^{2} / 2$.) The five remaining cases are listed in the theorem as cases 4-8, respectively.

Theorem 2: Let $X$ be a finite-dimensional vector space over the complex field $C$. With reference to Definitions 1-5, let $\xi$ be any irreducible linear-antilinear representation in $X$ of some algebra $\mathscr{A}$ over $R$ such that $\mathfrak{A}=\xi(\mathscr{A})$ is a linearantilinear graded algebra (over $R$ ) with unit element, whose antilinear part either is void or contains an antilinear mapping $A$ together with its inverse. Then, $\mathfrak{A}$ is potentially real, pseudoreal or complex iff $\mathfrak{A}^{l}$ is potentially real, pseudoreal, or complex, respectively. Moreover, $\mathfrak{U}$ is potentially real iff $\xi$ is reducible in $X_{R}$ (i.e., one of the cases 4-8 of Theorem 1 occurs); in this case, a subspace $X_{1} \subset X_{R}$ is $\mathfrak{R}$ invariant iff $X_{1}$ is the subspace $R\langle\mathscr{E}\rangle$ of $X_{R}$ generated by some basis $\mathscr{E}$ in $X$ such that $\bar{M}_{\mathscr{E}}=M$ for every $M \in \mathfrak{H}$ (see Ref. 16) (canonical basis), and the direct sum decompositions of $\mathfrak{A}$ listed in Theorem 1 refer (in the sense specified by the Weyl theorem) to any decomposition $X_{R}=R\langle\mathscr{E}\rangle \oplus i R\langle\mathscr{E}\rangle$ (canonical decomposition), with $\mathscr{E}$ a canonical basis.

Furthermore, whenever $\mathfrak{N}$ is potentially real, the linear parts $\xi_{1}^{1}$ and $\xi_{1}^{1}$ of the (irreducible) representations $\xi_{1}$ and $\xi_{2}$ of $\mathscr{A}$ induced by $\xi$ in $R\langle\mathscr{C}\rangle$ and $i R\langle\mathscr{C}\rangle$, respectively, are equivalent, and the following conditions are equivalent.
(i) $\mathfrak{A}=\xi_{1}(\mathscr{A}) \oplus \xi_{2}(\mathscr{A})$ (i.e., one of the cases 6-8 of Theorem 1 occurs).
(ii) $\mathfrak{U} \cup \mathscr{U}^{\prime R}$ is reducible in $X_{R}$.
(iii) $\mathscr{A} \cup\left\{{ }^{\prime}{ }^{R}\right.$ is potentially real.
(iv) $\mathscr{U}^{\mathfrak{a}} \neq\{0\}$ and $\xi_{1}^{1}$ (hence $\xi_{2}^{1}$ ) is irreducible in $X_{R}$.

Proof: First, we note that $\mathfrak{A}$, which is a multiplicative semigroup, can be classified according to Table II in Sec. II. From now on, we refer to this classification and to the nota-
tion in Table II. Let us come now to the first statement in the Theorem. The part of the statement that regards the complex case is obvious. Indeed, $\mathscr{V}^{1}$ complex implies $\mathscr{U}^{1}$ complex. Conversely, whenever $\mathfrak{Y}$ is complex, i.e., $\mathfrak{U}^{\prime a}$ is void, then $i E \in\left(\mathfrak{Y}^{\prime R}\right)^{\prime R}=\mathfrak{U}$ (see remark 2, Sec. III), hence $i E \in \mathfrak{Y}^{1}$, so that $\left(\mathfrak{U}^{1}\right)^{\prime a}$ is void, i.e., $\mathfrak{U}^{1}$ is complex.

It is also straightforward that $\mathfrak{A}$ potentially real implies $\mathfrak{A}^{1}$ potentially real; the proof of our statement will be completed by showing that this last implication can be reversed. To this end, let us assume that $\mathfrak{X}^{1}$ is potentially real and let us consider the four possibilities which characterize the columns in Table II. Whenever $\mathfrak{U}^{\mathbf{a}}=\{0\}$ (column 1), then $\mathfrak{X}^{1}=\mathfrak{X}$, and our statement is trivial; whenever $\mathfrak{Y}^{1}$ is reducible and $U_{1}^{1} \sim U_{2}^{1}$ (column 4), it is straightforward. In order to discuss the remaining cases, let us observe that a conjugation $J$ exists which commutes with $\mathfrak{U}^{2}$, since $\mathfrak{Q}^{1}$ is potentially real. Coherently with Definition 2 , for every mapping $P$ of $X$, let us put $\bar{P}=J P J$. Then, the following properties hold for the antilinear invertible mapping $A$ which has been assumed to belong to $\mathfrak{N}$ : (a) $\bar{A}^{2}=A^{2}$ and (b) $A \bar{A}^{-1} \in\left(\mathfrak{U}^{1}\right)^{11}$. Indeed, for every $L \in \mathfrak{A}^{l}, \bar{L}=L$; it follows $\bar{A}^{2}=A^{2}$ (since $A^{2} \in \mathfrak{Y}^{l}$ ), hence, trivially, statement $(a)$, and $\overline{A^{-1} L A}=A^{-1} L A$ (since $A^{-1} L A \in \mathfrak{A}{ }^{1}$ ), hence $A \bar{A}^{-1} L=L A \bar{A}^{-1}$, which proves $(b)$.

Furthermore, let us briefly put $M=A \bar{A}^{-1}$. Then, trivially, $\bar{M} M=E$, and $A M A^{-1} M=A^{2} \bar{A}^{-2}$; from the latter, by making use of $a$, we get $A M A^{-1} M=E$.

Now, let us assume that $\mathfrak{U}^{1}$ is irreducible (column 2) or reducible and such that $U_{1}^{1} \not+U_{2}^{1}$ (column 3). Let us show that in both cases a mapping $N \in\left(\mathfrak{H}^{1}\right)^{11}$ exists such that $N^{2}=M, \bar{N} N=E, A N A^{-1} N=E$. To this end, let us recall ${ }^{24}$ that whenever $\mathfrak{A}^{1}$ is irreducible, $\left(\mathfrak{A}^{1}\right)^{11}=C E$, while in our alternative case $X$ decomposes into the direct sum of two $\mathfrak{U}^{1}$-invariant subspaces, $X=Y_{1} \oplus Y_{2}$, with $Y_{2}=A Y_{1}$; making reference to this decomposition we can write

$$
\left(\mathfrak{A}^{( }\right)^{1}=\left\{\left(\begin{array}{cc}
\alpha E_{1} & 0 \\
0 & \delta E_{2}
\end{array}\right) \quad: \alpha, \delta \in C\right\} .
$$

Hence, by making use of statement (b) above, we get that either some (nonzero) $\alpha \in C$ exists such that $M=\alpha E$ or some (nonzero) $\alpha, \delta \in C$ exists, with $\alpha \neq \delta$, such that

$$
M=\left(\begin{array}{cc}
\alpha E_{1} & 0 \\
0 & \delta E_{2}
\end{array}\right)
$$

In the former case, the mapping $N=\alpha^{1 / 2} E$, with the square roots of $\alpha$ and $\bar{\alpha}$ chosen in such a way that $\bar{\alpha}^{1,2}=\bar{\alpha}^{1 / 2}$, has the desired properties (the equation $\bar{N} N=E$ follows from $\bar{\alpha} \alpha=1$, which follows in turn from $\bar{M} M=E$ ). In the latter case, let us recall first, making reference to the above decomposition of $X$, that the mapping $A$ takes off-diagonal form (see the FS $\times$ W Theorem in Sec. II); by substituting in the equation $A M A^{-1} M=E$ we obtain $\delta=\bar{\alpha}^{-1}$. Since $J^{2}=E$, while $\alpha \neq \delta$ in the present case, it follows, by making use of the equation $\bar{M} M=E$ and with some simple calculations that we do not report here, that $J$ also is off-diagonal in the above decomposition of $X$. Then, the mapping

$$
N=\left(\begin{array}{cc}
\alpha^{1 / 2} E_{1} & 0 \\
0 & \bar{\alpha}^{-1 / 2} E_{2}
\end{array}\right)
$$

again with the square roots of $\alpha$ and $\bar{\alpha}$ chosen in such a way
that $\overline{\alpha^{1 / 2}}=\bar{\alpha}^{1 / 2}$, has the required properties.
Let us consider now the mapping $J^{\prime}=N J$. This is involutory, since $J^{\prime 2}=\bar{N} N=E$, and commutes with $\mathfrak{A}^{1}$, since $N$ and $J$ belongs to $\left(\mathfrak{M}^{\prime}\right)^{\prime}$. Furthermore, $J^{\prime} A=N J A=N \bar{A} J$ $=N M^{-1} A \quad J=N^{-1} A J=A N J=A J^{\prime}$. Hence, $J^{\prime} \in \mathfrak{A}^{\prime a}$, so that $\mathfrak{U}$ is potentially real.

This completes the proof of the first statement in the theorem. ${ }^{25}$

Before coming to the proof of the other statements we make the following remarks.
(i) For any basis $\mathscr{E}$ in $X$ and for every $M$ in the set $\mathscr{L}_{R}(X)$ of all the $R$-linear mappings of $X$, the identity

$$
M=\frac{1}{2}\left(M+\bar{M}_{\mathscr{E}}\right)+\frac{1}{2}\left(M-\bar{M}_{\mathscr{E}}\right)
$$

holds. It turns out at once that the $\frac{1}{2}\left(M+\bar{M}_{\mathscr{E}}\right)$ map into themselves the (proper) subspaces $R\langle\mathscr{C}\rangle$ and $i R\langle\mathscr{C}\rangle$, while $\frac{1}{2}\left(M-\bar{M}_{\mathscr{E}}\right)$ map (bijectively) $R\langle\mathscr{E}\rangle$ onto $i R(\mathscr{E}\rangle$.
(ii) Whenever $\mathfrak{U}$ is reducible in $X_{R}$, let $X_{1}$ be any $\mathfrak{U}$-invariant subspace of $X_{R}, X_{2}=i X_{1}$. Then, a positive integer $p$ and two subspaces $Y_{1} \subset X_{1}$ and $Y_{2} \subset X_{2}$ exist such that $X_{1}=p Y_{1}$, $X_{2}=p Y_{2}$ and that the canonical forms of $\mathfrak{U}$ (see Theorem 1) occur in the decomposition $X=p Y_{1} \oplus p Y_{2}$.

The proof of the remark (i) is straightforward. As for remark (ii), it can easily be deduced from the arguments in the proofs of Lemma 1 and Theorem 1.

Now, let $\mathfrak{A}$ be potentially real. Then, some basis $\mathscr{E}$ in $X$ exists such that for any $M \in \mathfrak{A}, \bar{M}_{\mathscr{E}}=M$ (see Ref. 16). Because of remark (i), with $M-\bar{M}_{\mathscr{E}}=0, X_{1}=R\langle\mathscr{C}\rangle$ is an $\mathfrak{H}$ invariant (proper) subspace of $X_{R}$, hence $\mathfrak{U}$ is reducible in $X_{R}$. Moreover, because of remark (ii), the direct sum decompositions of $\mathfrak{U}$ listed in Theorem 1 refer to the decomposition $X_{R}=X_{1} \oplus i X_{1}$ (see Ref. 26).

Conversely, let $\mathfrak{A}$ be reducible in $X_{R}$, let $X_{1}$ be any $\mathfrak{A}-$ invariant subspace of $X_{R}$ and let $\mathscr{E}$ be any basis in $X_{1}$. Because of remark (ii) the direct sum decompositions of $\mathfrak{A}$ listed in Theorem 1 refer to the decomposition $X_{R}$ $=X_{1} \oplus X_{2}=R\langle\mathscr{C}\rangle \oplus i R\langle\mathscr{C}\rangle$. Furthermore, $\mathscr{E}$ is a basis in $X$, and in the above decomposition of $X_{R}$ the conjugation $J_{\mathscr{E}}$ associated in $X$ with $\mathscr{E}$ takes the matrix form

$$
J_{\mathscr{B}}=\left(\begin{array}{cr}
I_{1} & 0 \\
0 & -I_{2}
\end{array}\right),
$$

with $I_{1}$ and $I_{2}$ the identity mappings in $X_{1}$ and $X_{2}$ respectively; thus, for any $M \in \mathscr{Q}, J_{\mathscr{F}} M=M J_{\mathscr{E}}$ (since in the above decomposition also $M$ is diagonal). Hence, $\mathfrak{X}$ is potentially real; furthermore, $\mathscr{E}$ is a canonical basis.

Thus, we have proved the second statement in the Theorem. ${ }^{27}$ In order to prove the remaining statements, let us assume from now on that $\mathfrak{H}$ is potentially real and let us refer to the canonical decomposition of $X_{R}$ when writing any mapping in matrix form. Furthermore, let us establish that $\mathscr{E}$ always denotes a canonical basis of $X$ and that $I_{1}$ and $I_{2}$, $X_{1}, X_{2}$ have the same meaning as above.

Let us now prove the statement regarding $\xi_{1}^{1}$ and $\xi_{2}^{1}$ in the theorem. To this end, observe that the representations $\xi_{1}$ and $\xi_{2}$ turn out to be irreducible in the cases 4-8 of Theorem 1 by inspection of the canonical forms of $\mathfrak{A}=\xi(\mathscr{A})$. Furthermore,

$$
i E=\left(\begin{array}{cc}
0 & E_{12} \\
-E_{12}^{-1} & 0
\end{array}\right)
$$

with $E_{12}$ a vector space isomorphism of $i X_{1}$ onto $X_{1}$. Let

$$
L=\left(\begin{array}{ll}
L_{1} & 0 \\
0 & L_{2}
\end{array}\right) \in \mathfrak{\mathbb { R } ^ { 1 } \subset \mathfrak { R } ; ~}
$$

since $i L=L i$, we get at once $L_{2}=E_{12}^{-1} L_{1} E_{12}$, which proves our statement.

Let us come now to the proof of the equivalence of the conditions (i)-(iv).
(i) $\Rightarrow$ (ii). Straightforward, by inspection of the canonical forms of $\mathfrak{A}$ and $\mathfrak{A}^{\prime R}$ listed in the cases 6-8 of Theorem 1.
(ii) $\Rightarrow$ (iii). Straightforward, because of the second statement in the theorem, with $\mathscr{A} \cup \mathscr{U}^{r^{R}}$ in place of $\mathscr{A}$.
(iii) $\Rightarrow$ (iv). Whenever $\mathscr{A}^{( } \cup \mathscr{Y}^{\prime R}$ is potentially real, the conjugation $J_{\mathscr{E}}$ can be assumed to belong to $\left(\mathfrak{H} \cup \mathfrak{Y}^{\prime R}\right)^{\prime R}=\mathfrak{U}^{\iota^{R}} \cap \mathfrak{Y}$ (remark 2), hence $J_{\mathscr{E}}$ belongs to $\mathfrak{U}^{\mathrm{a}}$, so that $\{0\} \neq \mathfrak{U}^{\mathrm{a}}=J_{\mathscr{B}} \mathfrak{U}^{I}$ (see Ref. 28) and $\mathfrak{N}=\mathfrak{Y}^{1} \oplus J_{\mathscr{B}} \mathfrak{Y}^{1}$. Should $\xi_{1}^{1}$ (hence $\xi_{2}^{1}$ ) be reducible, also $\xi_{1}$ and $\xi_{2}$ would be reducible, since

$$
J_{\mathscr{O}}=\left(\begin{array}{lr}
I_{1} & 0 \\
0 & -I_{2}
\end{array}\right)
$$

(iv) $\Rightarrow(\mathrm{i})$. Whenever $\xi_{1}^{1}$ is irreducible, we get from Theorem 1 , with $X_{1}$ in place of $X$ and $\xi_{1}(\mathscr{A})$ in place of $\mathfrak{U}$, that $\xi_{1}^{1}(\mathscr{A})$ is either $R_{n}$, or $C_{n / 2}$ or $\mathrm{Q}_{n / 4}$. Since $\xi_{1}^{1}$ and $\xi_{2}^{1}$ are equivalent, it follows that either $\mathfrak{A}^{1}=2 R_{n}$ or $\mathfrak{A}^{1}=2 C_{n / 2}$ or $\mathfrak{A}^{1}=2 Q_{n / 4}$. Hence, by making use of the Weyl theorem and by recalling the last observation in remark 2, we obtain that the commutant (linear-antilinear graded) algebra $\left(\mathfrak{H}^{1}\right)^{R}$ of $\mathfrak{A}^{1}$ simultaneously takes the forms $(n R)_{2},[(n / 2) C]_{2},\left[(n / 4) Q^{0}\right]_{2}$ respectively. Our proof will now be shortened by choosing a (canonical) basis $\mathscr{E}=\left\{e_{j}\right\}_{j=1, \ldots, n}$ in $X$, hence a basis $\left\{e_{j}\right\}_{j=1, \ldots, n} \cup\left\{i e_{j}\right\}_{j=1, \ldots, n}=\mathscr{E} \cup i \mathscr{\mathscr { C }}$ in $X_{R}$, and by considering the matrix $\mathscr{M}(S)$ that realizes any $R$-linear mapping $S$ with respect to this basis. In particular, with this choice, we get

$$
\mathscr{M}(i E)=\left(\begin{array}{cc}
0 & -\mathscr{I}_{n} \\
\mathscr{I}_{n} & 0
\end{array}\right)
$$

(with $\mathscr{F}_{n}$ the identity in the set of the $n \times n$ matrices with elements in $R$ ). Furthermore, for every

$$
L=\left(\begin{array}{ll}
L_{1} & 0 \\
0 & L_{2}
\end{array}\right) \in \mathfrak{U}^{1}
$$

the matrices $\mathscr{M}_{1}\left(L_{1}\right)$ and $\mathscr{M}_{2}\left(L_{2}\right)$ that realize $L_{1}$ in $X_{1}=R\langle\mathscr{E}\rangle$ and $L_{2}$ in $X_{2}=i R\langle\mathscr{E}\rangle$, respectively, must be equal [since $\mathscr{M}(L)$ commutes with $\mathscr{M}(i E)]$. Let us assume that the basis $\mathscr{E}$ has been chosen so that the algebra $\mathscr{M}_{1}\left(\xi_{1}^{1}(\mathscr{A})\right)$ takes canonical form, i.e., so that it coincides with either $\mathscr{R}_{n}$, or $\mathscr{C}_{n / 2}$ or $\mathscr{Q}_{n / 4}$; here, $\mathscr{R}=R, \mathscr{C}$, and $\mathscr{Q}$ are some regular matrix representations of $R, C$, and $Q$, respectively. ${ }^{29}$ Hence, in the basis $\mathscr{E}$ vi $\mathscr{E}$ the forms of the algebras $\mathscr{M}\left(\mathscr{K}^{1}\right)$ and $\mathscr{M}\left(\left(\mathscr{A}^{1}\right)^{1 / R}\right)$ follow easily from the forms of $\mathfrak{U}^{1}$ and $\left(\mathfrak{H}^{1}\right)^{\prime R}$ written above; furthermore [since $\left(\mathfrak{X}^{1}\right)^{R}$ commutes with $i E$ ] we get

$$
\mathscr{M}\left(\left(\mathscr{A}^{1}\right)^{11}\right)=\left\{\left(\begin{array}{rr}
r \mathscr{I}_{p} & s \mathscr{I}_{p} \\
-s \mathscr{I}_{p} & r \mathscr{I}_{p}
\end{array}\right): r, s \in \mathscr{K}\right\}
$$

where $p$ can take the values $n, n / 2, n / 4$, and $\mathscr{K}$ denotes a regular representation of $R, C, Q^{0}$.

Let $G \in\left(\mathscr{U}^{1}\right)^{11}$,

$$
\mathscr{M}(G)=\left(\begin{array}{rr}
r \mathscr{I}_{p} & s \mathscr{I}_{p} \\
-s \mathscr{I}_{p} & r \mathscr{I}_{p}
\end{array}\right) .
$$

Since we have hypothesized $\mathfrak{U}^{a} \neq\{0\}$, we have $G \in \mathfrak{A}^{\prime 1} \subset\left(\mathscr{U}^{1}\right)^{11}$ iff $G N=N G$ for some $N \in \mathfrak{I}^{a}$ [equivalently, for all $N \in \mathfrak{I}^{a}$ (see Ref. 28)]. In the canonical decomposition

$$
N=\left(\begin{array}{ll}
N_{1} & 0 \\
0 & N_{2}
\end{array}\right)
$$

so that, since $N i=-i N$,

$$
\mathscr{M}(N)=\left(\begin{array}{ll}
\mathscr{N} & 0 \\
0 & \mathscr{N}
\end{array}\right)
$$

with $\mathscr{N}$ an $n \times n$ matrix with elements in $R$. Therefore, $G \in \mathfrak{A}^{\prime \prime}$
iff (a) $\left(r \mathscr{I}_{p}\right) \mathscr{N}=\mathscr{N}\left(r \mathscr{I}_{p}\right)$ and $(b)\left(s \mathscr{I}_{p}\right) \mathscr{N}=-\mathscr{N}\left(s \mathscr{F}_{p}\right)$. Let us denote by $\mathscr{L}$ and $\mathscr{H}$ the subsets of the elements of $\mathscr{K}$ that satisfy (a) and (b) respectively. Then, it follows from (a) and (b) that $\mathscr{H} \cap \mathscr{L}=\{0\}$. This property, together with the fact that $\mathfrak{U}^{\prime l}$ is a division subalgebra of $\left(\mathfrak{A}^{1}\right)^{1}$ since $\mathfrak{A}$ is irreducible in $X$ (see Ref. 30) implies, after some simple calculations that we do not report here, that the off-diagonal elements of $\mathscr{M}(G)$ vanish (hence, $\mathscr{L}=\{0\})$. Therefore, also the off-diagonal elements of every $P \in \mathfrak{Y}^{\prime a}$ vanish; indeed, $J_{\mathscr{F}} \in \mathfrak{Z}^{\prime a}$, so that $\mathfrak{Y}^{\prime 2}=J_{\mathscr{E}} \mathfrak{Y}^{\prime 1}$ (see Ref. 31) while, as we have previously proved,

$$
J_{\mathscr{E}}=\left(\begin{array}{lr}
I_{1} & 0 \\
0 & -I_{2}
\end{array}\right)
$$

By inspection of the cases 4-8 in Theorem 1 we see that in the canonical decomposition the off-diagonal elements of $\mathfrak{U}^{\prime R}$ $=\mathfrak{U}^{\prime 1} \oplus \mathfrak{U}^{\prime \mathfrak{a}}$ vanish iff $\mathfrak{U}$ is the direct sum of $\xi_{1}(\mathscr{A})$ and $\xi_{2}(\mathscr{A})$.

By making use of Theorems 1 and 2 and of Lemma 1, we can now prove a new theorem which, as we have anticipated in the Introduction, recovers Dyson's classification under more general assumptions and in a generalized framework, and shows its one-to-one correspondence with the generalized $\mathrm{FS} \times \mathrm{W}$ classification particularized to $C$.

Theorem 3: Let $X$ be a finite-dimensional vector space over the complex field $C$. With reference to Definitions $1-5$, let $\mathscr{S}$ be a semigroup, let $U$ be an irreducible linear-antilinear representation of $\mathscr{S}$ in $X$ such that the antilinear part of $\mathscr{U}=U(\mathscr{S})$ is either void or contains an invertible mapping $A$ together with its inverse, and let $\mathfrak{A}$ be the algebra over $R$ generated by $\mathscr{U}$. Then, $\mathfrak{U}$ is a linear-antilinear (graded) algebra, and in each of the 13 mutually exclusive cases which appear in the generalized $\mathbf{F S} \times \mathbf{W}$ classification $\mathfrak{U}$ takes one and only one of the eight possible forms listed in Theorem 1, according to the correspondence exhibited in Table III. Moreover, let $\mathfrak{D}$ be the (linear-antilinear graded) algebra over $R$ generated by $\mathfrak{Y} \cup\{i E\}$. Then, each case of the generalized $\mathrm{FS} \times \mathbf{W}$ classification is characterized by the structure (in the sense of Theorem 1) of the pair ( $\mathfrak{D}, \mathfrak{U l}^{I}$ ) in the space $X_{R}$, as shown in Table III. (In Table III, the sysmbols $U_{1}^{1}, U_{2}^{1}$, $E_{1}, E_{2}, T_{12}$ have the same meaning as in Table II of Sec. II; the explanation of the other symbols used in Table III is given in the definitions and in Table 1.)

Proof. The statement that $\mathfrak{A}$ and $\mathfrak{D}$ are linear-antilinear graded algebras is straightforward.

The characterization of the columns in Table III immediately follows from the characterization in Table II whenever $K=C$ (the equation $\mathfrak{U}^{\prime 1}=\mathscr{U}^{\prime \prime}$ being obvious); the char-

TABLE III. One-to-one correspondence between the generalized FS $\times \mathbf{W}$ classification and the Dyson classification of the irreducible linear-antilinear representations.

|  | $\mathscr{W}^{\text {a }}=\{0\}$ |  | $\mathscr{U}^{2} \neq\{0\}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathscr{U}^{\prime}$ irreducible (in $X$ ) |  | $\mathscr{U}^{1}$ reducible (in $X$ ) |  |
|  |  |  | $U_{1}^{1}+U_{2}^{1}$ | $U_{1}^{1} \sim U_{2}^{1}$ |
|  | $\mathfrak{Z}^{\prime \prime}=\mathscr{U}^{\prime \prime}=C E$ | $\mathfrak{Y}^{\prime \prime}=\mathscr{U}^{\prime \prime}=R E$ |  | $\mathscr{U}^{\prime \prime}=\mathscr{U}^{\prime \prime}=\left\{\left(\begin{array}{cc}\alpha E_{1} & \bar{\beta} T_{12} \\ \bar{\beta} \eta T_{12}^{-1} & \bar{\alpha} E_{2}\end{array}\right): \alpha_{1} \beta \in C\right\} \approx Q$ |
|  |  | $\left\{\begin{array}{l} \mathscr{A}=R_{n} \oplus R_{n} \\ \left\{\begin{array}{l} \mathfrak{D}=R_{2 n} \\ \mathfrak{F}^{1}=2 R_{n} \end{array}\right. \end{array}\right.$ | $\left\{\begin{array}{l} \left(\mathscr{U}^{\mathrm{c}} \approx C_{*} \times G_{2}\right) \\ \mathfrak{N}=C_{n / 2} \oplus C_{n / 2} \\ \left\{\begin{array}{c} \mathcal{D}=C_{n} \\ \mathfrak{N}^{\prime}=2 C_{n / 2} \end{array}\right. \end{array}\right.$ | $\begin{aligned} & \left(\mathscr{U}^{\mathrm{c}} \approx Q_{*} \times G_{2}\right) \\ & \mathfrak{N}=Q_{n / 4} \oplus Q_{n / 4} \\ & \left\{\begin{array}{l} \mathfrak{D}=Q_{n / 2} \\ \mathscr{H}^{1}=2 Q_{n / 4} \end{array}\right. \end{aligned}$ |
| $\mathscr{U}$ is potentially real | $\begin{aligned} & \mathfrak{U}=2 R_{n} \\ & \left\{\begin{array}{l} \mathfrak{D}=C_{n} \\ \mathscr{N}^{\prime}=2 R_{n} \end{array}\right. \end{aligned}$ |  | $\left\{\begin{array}{l} \left(\mathscr{U}^{\mathrm{c}} \neq C_{*} \times G_{2}\right) \\ \mathfrak{Q}=2 R_{n} \\ \left\{\begin{array}{l} \mathscr{D}=C_{n} \\ \mathscr{R}^{1}=2\left(R_{n / 2} \oplus R_{n / 2}\right) \end{array}\right. \end{array}\right.$ | $\begin{aligned} & \left(\mathscr{U}^{c} \neq Q_{*} \times G_{2}\right) \\ & \mathscr{O}=2 C_{n / 2} \\ & \left\{\begin{array}{l} \mathscr{D}=Q_{n / 2} \\ \mathscr{H}^{1}=4 R_{n / 2} \end{array}\right. \end{aligned}$ |
| $\mathscr{W}$ is pseudoreal | $\begin{aligned} & \mathfrak{N}=Q_{n / 2} \\ & \left\{\begin{array}{l} \mathscr{D}=C_{n} \\ \mathfrak{n}^{1}=Q_{n / 2} \end{array}\right. \end{aligned}$ | $\left\{\begin{array}{l} \mathfrak{H}=C_{n} \\ \left\{\begin{array}{l} \mathcal{D}=R_{2 n} \\ \mathfrak{H}=Q_{n / 2} \end{array}\right. \end{array}\right.$ | $\left\{\begin{array}{l} \mathfrak{N}=Q_{n / 2} \\ \left\{\begin{array}{l} \mathfrak{D}=C_{n} \\ \mathscr{U}^{1}=Q_{n / 4} \oplus Q_{n / 4} \end{array}\right. \end{array}\right.$ |  |
| $\begin{aligned} & \mathscr{W} \text { is } \\ & \text { complex } \end{aligned}$ | $\begin{aligned} & \mathfrak{N}=C_{n} \\ & \left\{\begin{array}{l} \mathfrak{D}=C_{n} \\ \mathfrak{A}^{1}=C_{n} \end{array}\right. \end{aligned}$ | $\left\{\begin{array}{l} \mathfrak{U}=R_{2 n} \\ \left\{\begin{array}{l} \mathscr{D}=R_{2 n} \\ \mathfrak{H}^{\prime}=C_{n} \end{array}\right. \end{array}\right.$ | $\left\{\begin{array}{l} \mathfrak{N}=C_{n} \\ \left\{\begin{array}{l} \mathfrak{D}=C_{n} \\ \mathscr{R}^{1}=C_{n / 2} \oplus C_{n / 2} \end{array}\right. \end{array}\right.$ | $\begin{aligned} & \mathfrak{N}=Q_{n / 2} \\ & \left\{\begin{array}{l} \mathfrak{D}=Q_{n / 2} \\ \mathfrak{A}^{1}=2 C_{n / 2} \end{array}\right. \end{aligned}$ |

acterization of the rows coincides with the one in Table II (in the sequel, the words "column" and "row" will always refer to Table III).

Before coming to the proof of the statements in the squares of Table III we establish that $\mathfrak{A}$ is considered as the range of a representation $\xi$ of some abstract algebra $\mathscr{A}$ in the vector space $X_{R}$; whenever $\mathfrak{U}$ is reducible, the representations $\xi_{1}$ and $\xi_{2}$ will then be defined as in Theorem 2. Furthermore, we premise the following remark.

Remark $(\alpha)$ : Let $l, h, g$ be the orders of the algebras $\mathfrak{U}^{1}$, $\mathfrak{U}, \mathfrak{D}$, respectively. Then, by making reference to the generalized $\mathbf{F S} \times \mathbf{W}$ classification in Table II, we have the following relations between the orders:

$$
\begin{array}{ll}
\text { column } 1 \text {, rows } 1,2: & l=h=\frac{1}{2} g \\
\text { column 1, row 3: } & l=h=g \\
\text { columns 2,3, 4, rows 1, 2: } & l=\frac{1}{2} h=\frac{1}{4} g \\
\text { columns 2, 3, 4, row 3: } & l=\frac{1}{2} h=\frac{1}{2} g .
\end{array}
$$

Indeed, $l=h$ whenever $\mathscr{U}^{a}=\{0\}$, since $\mathfrak{U}=\mathfrak{A}^{1}$ in this case, while, trivially, ${ }^{28} l=\frac{1}{2} h$ whenever $\mathscr{U}^{2} \neq\{0\}$. Furthermore, $h=g$ whenever $\mathscr{U}$ is complex, since $i E \in \mathscr{U}^{1}$ in this case, as we have already observed in the proof of Theorem 2, so that $\mathfrak{U}=\mathfrak{D}$. Finally, $h=\frac{1}{2} g$ in the other cases, since $i E \notin \mathfrak{Y}$.

Now, let us consider the algebra $\mathfrak{D}$. We have already observed in the proof of Theorem 1 that the set $\mathfrak{P U} \cup i E\}$ is irreducible in $X_{R}$, since $\mathfrak{A}$ is irreducible in $X$. Therefore, $\mathfrak{D}$ is irreducible both in $X$ and in $X_{R}$, so that, by making use of Theorem 1 with $\mathfrak{D}$ in place of $\mathfrak{U}$, we get that either $\mathfrak{D}=R_{2 n}$ or $\mathfrak{D}=C_{n}$ or $\mathfrak{D}=Q_{n / 2}$; hence, either $\mathfrak{D}^{\prime R}=2 n R$, or $\mathfrak{D}^{\prime R}=n C$ or $\mathfrak{D}^{\prime R}=(n / 2) Q^{0}$, respectively. Since, trivially, $\mathfrak{D}^{\prime R}=\mathfrak{U}^{\prime 1}$, it follows (by comparison with the forms of $\mathfrak{Y}^{\prime \prime}$ which characterize the columns) that $\mathfrak{D}=C_{n}$, $\mathfrak{D}=R_{2 n}, \mathfrak{D}=C_{n}, \mathfrak{D}=Q_{n / 2}$, respectively, in columns 1,2 , 3,4 (with $g=2 n^{2}, g=4 n^{2}, g=2 n^{2}$, and $g=n^{2}$, respectively).

Let us consider now the algebra $\mathfrak{U}$. Let $\mathscr{U}$ be complex (row 3). Then, as we have already seen in the proof of remark $(\alpha), \mathfrak{U}=\mathfrak{D}$. Let $\mathscr{U}$ be pseudoreal (row 2). In this case, $\mathfrak{N}$ is irreducible in $X_{R}$ because of the second statement in Theorem 2 and hence one of the cases 1-3 of Theorem 1 occurs. Furthermore, it follows from remark $(\alpha)$ that $h=\frac{1}{2} g$; since $\mathfrak{D}$ is known, we get $h=n^{2}, h=2 n^{2}, h=n^{2}$, and therefore $\mathfrak{N}=Q_{n / 2}, \mathfrak{Y}=C_{n}, \mathfrak{U}=Q_{n / 2}$ in columns $1,2,3$, respectively. Let $\mathscr{U}$ be potentially real (row 1 ). Then, $\mathfrak{A}$ is reducible in $X_{R}$ because of the second statement in Theorem 2 and hence one of the cases 4-8 of Theorem 1 occurs.

Whenever $\mathscr{U}^{\prime \prime}=C E$ (column 1), $\mathfrak{U}=\mathscr{U}^{1}$ (since $\mathscr{U}^{\text {a }}$ $=\{0\}$ ); then, since $\xi_{1}^{1}$ and $\xi_{2}^{1}$ are equivalent because of a statement in Theorem 2, one of the cases 4-5 of Theorem 1 occurs; from remark $(\alpha)$, since $\mathfrak{D}=C_{n}$, we get $h=n^{2}$, hence $\mathfrak{U}=2 R_{n}$. In order to find $\mathfrak{A}$ in the other cases of row 1 , let us recall that $\mathscr{U}^{\mathrm{c}} \approx \mathscr{U}^{\mathrm{cl}} \times G_{2}$ iff $\mathscr{U} \cup \mathscr{U}^{\mathrm{c}}$, equivalently $\mathscr{H} \cup \mathscr{H}^{\prime R}$, is potentially real, ${ }^{32}$ that is, because of the equivalence between the conditions (i) and (iii) in Theorem 2, iff one of the cases 68 of Theorem 1 occurs. Therefore, whenever $\mathscr{U}^{c}$ is not a direct product, one of the cases $4-5$ of Theorem 1 occurs. Since from remark ( $\alpha$ ) we get $h=2 n, n^{2}$, and $n^{2} / 2$ in columns 2, 3, and 4, respectively, we conclude that $\mathfrak{U}=R_{n} \oplus R_{n}$ in column 2, while $\mathfrak{A}=C_{n / 2} \oplus C_{n / 2}$ or $\mathfrak{U}=2 R_{n}$ in column 3 and $\mathfrak{N}=Q_{n / 4} \oplus Q_{n / 4}$ or $\mathfrak{Y}=2 C_{n / 2}$ in column 4 , depending whether $\mathscr{U}^{c}$ is a direct product or not.

Let us consider now the algebra $\mathscr{थ}^{1}$. Let $\mathscr{\mathscr { U }}^{n}=\{0\}$ (column 1). Here, $\mathscr{U}^{1}=\mathfrak{A}$ in every row. Let $\mathscr{U}^{\mathbf{a}} \neq\{0\}, \mathscr{U}^{1}$ irreducible (column 2). By considering $\mathfrak{A}^{1}$ in place of $\mathscr{G}$ and applying the results in column 1 , we get that either $\mathfrak{Y}^{1}=2 R_{n}$, or $\mathfrak{Y}^{\mathbf{1}}=Q_{n / 2}$, or $\mathfrak{A}^{\mathbf{1}}=C_{n}$; furthermore, we get that these forms of $\mathfrak{Q}^{\prime}$ occur in rows 1,2 , and 3 , respectively by making use of the first statement in Theorem 1.

Let $\mathscr{U}^{1}$ be reducible in $X$ (columns 3 and 4 ). First, let us consider the cases of $\mathscr{U}$ potentially real, and of $\mathscr{U}^{c}$ isomor-
phic to a direct product. In these cases, as we have already noted above, $\mathscr{U}^{\mathscr{A}^{\prime} R}$ is potentially real, hence $\xi_{1}^{1}$ and $\xi_{2}^{1}$ are irreducible because of the equivalence between (iii) and (iv) in Theorem 2. Hence [as we have already seen in the proof of (iv) $\Rightarrow$ (i) in Theorem 2], $\mathfrak{U l}^{1}$ takes one of the forms $2 R_{n}, 2 C_{n / 2}$, $2 Q_{n / 4}$. Since $l=n^{2} / 2$ and $l=n^{2} / 4$ in columns 3 and 4 , respectively [remark $(\alpha)$ ], it follows $\mathfrak{U}^{1}=2 C_{n / 2}$ in the former case, $\mathscr{U}^{1}=2 Q_{n / 4}$ in the latter.

Second, let us consider the cases of $\mathscr{U}$ potentially real, and of $\mathscr{U}^{\mathrm{c}}$ not isomorphic to a direct product. Let $\mathscr{E}$ be a canonical basis in $X$. Then, in the canonical decomposition $X_{R}=X_{1} \oplus X_{2}$, with $X_{1}=R\langle\mathscr{E}\rangle, X_{2}=i R\langle\mathscr{E}\rangle$, every $M \in \mathfrak{Y}$ takes diagonal form (Theorem 2), so that, in particular, the invertible mapping $A \in \mathscr{U}^{\text {a }}$ can be written in the form

$$
A=\left(\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}
\end{array}\right)
$$

Let us put $\mathfrak{A}_{1}^{1}=\xi_{1}^{1}(\mathscr{A})$. Then, $A_{1}^{-1} \mathfrak{U}_{1}^{1} A_{1} \subset \mathfrak{A}_{1}^{1}, A_{1}^{2} \in \mathfrak{A}_{1}^{1}$; furthermore, $\mathfrak{Q}_{1}^{1}$ is a reducible algebra over $R$ because of the equivalence between the conditions (iii) and (iv) in Theorem 2, while the set $\mathfrak{X}_{1}^{1} \cup\left\{A_{1}\right\}$ is irreducible since it is a set of generators for $\xi_{1}(\mathscr{A})$, which is irreducible (see again Theorem 2). Hence, Lemma 1 applies with the substitution $K \rightarrow R, X \rightarrow X_{1}, \mathscr{X} \rightarrow \mathscr{U}_{1}^{1}, \xi \rightarrow \xi_{1}^{1}, S \rightarrow A_{1}$, so that $X_{1}=Z \oplus A_{1} Z$ (hence, $X_{1}=Z \oplus A Z$ ), with $Z$ and $A_{1} Z \mathfrak{A}_{1}^{1}$-invariant subspaces, and $\xi_{1}^{1}$ reduces into two equidimensional irreducible subrepresentations, $\boldsymbol{\xi}_{11}^{1}$ and $\boldsymbol{\xi}_{12}^{1}$, while the algebras $\mathfrak{X}_{11}^{1}=\xi_{11}^{1}(\mathscr{A})$ and $\mathfrak{Y}_{12}^{1}=\xi_{12}^{1}(\mathscr{A})$ are isomorphic. Then, by making use of Theorem 1, we obtain that $\mathfrak{Q}_{11}^{1}$ and $\mathscr{\mathscr { H }}_{12}^{1}$ must take one of the forms $R_{n / 2}, C_{n / 4}, Q_{n / 8}$, hence $\mathfrak{A}_{1}^{1}$ must take one of the forms $2 R_{n / 2}, 2 C_{n / 4}, 2 Q_{n / 8}, R_{n / 2} \oplus R_{n / 2}$, $C_{n / 4} \oplus C_{n / 4}, Q_{n / 8} \oplus Q_{n / 8}$; the corresponding forms of $\mathfrak{A}^{1}$ are obtained by doubling the latter ones, since $\xi_{1}^{1}$ and $\xi_{2}^{1}$ are equivalent (Theorem 2). Now, we get $l=n^{2} / 2$ and $l=n^{2} / 4$ in columns 3 and 4, respectively [remark $(\alpha)$ ]. Hence, $\mathfrak{Z}^{1}=2\left(R_{n / 2} \oplus R_{n / 2}\right)$ in column 3. In column 4 , the order limits the possibilities for $\mathfrak{A}^{1}$ to $4 R_{n / 2}$ and $2\left(C_{n / 4} \oplus C_{n / 4}\right)$. In order to eliminate the latter possibility, let us observe that, since $X_{R}=X_{1} \oplus i X_{1}$, then $X_{R}=Z \oplus A Z \oplus i Z \oplus i A Z$. Let us put $Y_{1}=Z \oplus i Z$ and $Y_{2}=A Y_{1}$. Then, $Y_{1}$ and $Y_{2}$ are vector spaces over $C$ which are $\mathfrak{A}^{1}$-invariant subspaces of $X$, hence the representations $U_{1}^{1}$ and $U_{2}^{1}$ of $\mathfrak{U}^{1}$ in $Y_{1}$ and $Y_{2}$ respectively must be equivalent because of the assumptions which characterize the cases in column 4 . Should $\mathfrak{U}^{1}$ take the form $2\left(C_{n / 2} \oplus C_{n / 2}\right), U_{1}^{1}$ and $U_{2}^{1}$ would easily turn out to be inequivalent. Hence, $\mathfrak{U l}^{1}=4 R_{n / 2}$.

Third, let us consider the cases $\mathscr{U}$ pseudoreal and $\mathscr{U}$ complex. In these cases $\mathfrak{A}$ is irreducible in $X_{R}$, while $\mathfrak{U}^{1}$ is reducible. Furthermore, $A^{-1} \mathfrak{U}^{1} A \subset \mathfrak{Y}^{1}, A^{2} \in \mathfrak{A}^{1}$ and, trivially, $\mathfrak{A} \cup\{A\}$ is irreducible in $X_{R}$. Thus, Lemma 1 applies with the substitutions $K \rightarrow R, X \rightarrow X_{R}, \xi \rightarrow \xi^{1}, \mathfrak{Q} \rightarrow \mathfrak{A}^{1}, S \rightarrow A$, hence $\xi^{1}$ reduces into two equidimensional irreducible subrepresentations $\xi_{1}^{1}$ and $\xi_{2}^{1}$, while the algebras (over $\left.R\right) \mathfrak{M}_{1}^{1}=\xi_{1}^{1}(\mathscr{A})$ and $\mathfrak{N}_{2}^{1}=\xi_{2}^{1}(\mathscr{A})$ are isomorphic. Then, six forms must be taken into account for $\mathfrak{X}^{1}$, precisely $2 R_{n}, 2 C_{n / 2}, 2 Q_{n / 4}$, $R_{n} \oplus R_{n}, C_{n / 2} \oplus C_{n / 2}, Q_{n / 4} \oplus Q_{n / 4}$. Since $Y_{1}=\mathfrak{Y}_{1}^{1} X_{R}$ is any $\mathfrak{A l}^{1}$-invariant subspace of $X_{R}$ (see the proof of Lemma 1), $Y_{1}$, hence $Y_{2}=\mathfrak{U}_{2}^{1} X_{R}=A Y_{1}$, can be assumed to be $i E$ invariant
(since $\mathscr{U}^{1}$ is reducible in $X$ ) so that $Y_{1}$ and $Y_{2}$ are vector spaces over $C$. Therefore, in column 4, row 3 , $\mathfrak{Y}_{1}^{1}$ and $\mathfrak{U}_{2}^{1}$ must be equivalent in $X_{R}$ as a consequence of the assumption $U_{1}^{1} \sim U_{2}^{1}$ which characterizes column 4 ; moreover we get $l=n^{2} / 2$ [remark $\left.(\alpha)\right]$ in this case, so that $\mathfrak{U}^{1}=2 C_{n / 2}$. In order to discuss the remaining cases in column 3 , let us observe that, with reference to the decomposition $X_{R}=Y_{1} \oplus Y_{2}$, we can write

$$
i E=\left(\begin{array}{ll}
i E_{1} & 0 \\
0 & i E_{2}
\end{array}\right)
$$

with $E_{1}, E_{2}$ the identity mappings in $Y_{1}, Y_{2}$, respectively; furthermore, $\mathfrak{U}_{1}^{1}$ and $\mathfrak{U}_{2}^{1}$ are equivalent (in $X_{R}$ ) iff a (involutory) mapping

$$
T=\left(\begin{array}{ll}
0 & T_{12} \\
T_{12}^{-1} & 0
\end{array}\right)
$$

exists which commutes with $\mathfrak{U}^{1}$. Now, let $\mathscr{U}$ be complex (row 3). Since $i E \in \mathfrak{U}^{1}$ in this case [see the proof of remark $\left.(\alpha)\right]$, should $\mathfrak{A}_{1}^{1}$ be equivalent to $\mathfrak{A}_{2}^{1}$ in $X_{R}$, the mapping $T_{12}$ would satisfy the equation $T_{12}\left(i E_{2}\right)=\left(i E_{1}\right) T_{12}$, i.e., $T_{12}$ would be $C$ linear, hence $U_{1}^{1} \sim U_{2}^{1}$, contrary to the assumption $U_{1}^{1} \not+U_{2}^{1}$ which characterizes column 3 . Since $l=n^{2}$ [re$\operatorname{mark}(\alpha)]$, it follows $\mathfrak{Y}^{\mathrm{I}}=C_{n / 2} \oplus C_{n / 2}$.

Let $\mathscr{U}$ be pseudoreal (row 2). Then, $l=n^{2} / 2$ [remark ( $\alpha$ )]; hence, $\mathfrak{Y}^{1}$ must take one of the forms $2 C_{n / 2}, Q_{n / 4} \oplus Q_{n / 4}$. Let us assume that $\mathfrak{N}^{1}=2 C_{n / 2}$. Then, $\left(\mathfrak{H}^{1}\right)^{\prime} R=[(n / 2) C]_{2}$ (see remark 2 in Sec. III). From now on, let us choose suitable bases $\mathscr{C}_{1}, \mathscr{E}_{2}$ in $Y_{1}, Y_{2}$ respectively, hence a basis $\mathscr{E}_{1} \cup \mathscr{C}_{2}$ in $X_{R}$, and let $\mathscr{M}(S)$ be the matrix that realizes any $R$-linear mapping $S$ with respect to this basis. Let us denote with $\mathscr{I}_{p}$ the identity in the set of the $p \times p$ matrices with elements in $R$. Then, since $i E \in\left(\mathscr{U}^{l}\right)^{\prime R}$ and $(i E)^{2}=-E$, while $i E$ takes diagonal form, we get

$$
\mathscr{M}(i E)=\left(\begin{array}{cc}
\alpha_{\mathscr{I}_{n / 2}} & 0 \\
0 & \beta \mathscr{F}_{n / 2}
\end{array}\right)
$$

with $\alpha, \beta$ belonging to some regular representation of $C$, and $\alpha^{2}=\beta^{2}=-\mathscr{I}_{2}$. Therefore, $\alpha=-\beta$, since $i E \notin \mathfrak{H}^{1}$ $=2 C_{n / 2}$. Let us consider the involutory mapping $T \in\left(\mathfrak{U}^{1}\right)^{\boldsymbol{R}}$ whose matrix is given by

$$
\mathscr{M}(T)=\left(\begin{array}{cc}
0 & \gamma \mathscr{I}_{n / 2} \\
\gamma^{-1} \mathscr{I}_{n / 2} & 0
\end{array}\right)
$$

with $\gamma$ belonging to the aforesaid regular representation of $C$. Then,

$$
\mathscr{M}(T i)=\left(\begin{array}{cc}
0 & -\gamma \alpha \mathscr{I}_{n / 2} \\
\gamma^{-1} \alpha \mathscr{I}_{n / 2} & 0
\end{array}\right)=-\mathscr{M}(i T)
$$

that is, $T$ is antilinear, hence $\mathfrak{Y}^{1}$ is potentially real. Because of the first statement in Theorem 2, this implies $\mathfrak{A}$ potentially real, contrary to the assumption $\mathfrak{N}$ pseudoreal in row 2. Thus, $\mathfrak{U}^{1}=2 C_{n / 2}$ is impossible; hence $\mathfrak{U}^{1}=Q_{n / 4} \oplus Q_{n / 4}$.

Remark 4 (on the Dyson classification of matrix algebras): As we have anticipated in the Introduction, the characterization of each case in Table III by means of the pair $\left(\mathfrak{D}, \mathfrak{N}^{1}\right)$ coincides by inspection with the characterization of each case in Dyson's classification. ${ }^{6}$ However, the Dyson classification is obtained under the following restrictive as-
sumptions: (a) a scalar product is assumed on $X$ and the matrices of $\mathscr{U}$ are supposed to be either unitary or antiunitary, and (b) $\mathscr{U}$ is a group. Thus, our classification also generalizes Dyson's.

In particular, Dyson's cases (40)-(42) in Ref. 6, respectively, coincide with the cases in column 1 of Table III, rows $1-3$, while Dyson's cases (61)-(70) are in one-to-one correspondence with the cases in columns 2-4 of Table III. ${ }^{33}$

In order to underline some further connections between the present work and Dyson's paper, let us say that an algebra (over $R$ ) of $R$-linear mappings of $X_{R}$ is of "type $R$," "type $C$," or "type $Q$ " whenever its canonical form is $\oplus_{j=1}^{p} s_{j} R_{t j}$, $\oplus_{j=1}^{p} s_{j} C_{t_{j}}$ or $\oplus_{j=1}^{p} s_{j} Q_{t^{\prime}}$, respectively. Then, it follows at once from the first statement in Theorem 2 and from Theorem 3 that, whenever $\mathscr{U}^{1}$ is irreducible (columns 1 and 2 in Table III), then $\mathfrak{U}^{1}$ is potentially real, pseudoreal, or complex iff it is of type $R, Q$, or $C$, respectively, This result clearly rephrases in our generalized framework Dyson's equivalence Theorem I (it must be noted that the above equivalences do not hold whenever $\mathscr{U}^{1}$ is reducible, as shown by the cases in columns 3,4 , row $1, \mathscr{U}^{c}$ isomorphic to a direct product, and by the examples in the next section).

Finally, we notice that Dyson's equivalence Theorem II also follows at once from Table III in our generalized framework.

Remark 5: Let $R_{+}, R_{-}$respectively, denote the positive and negative reals; then, it follows in particular from Theorem 3 that, whenever $\mathscr{U}^{\prime \prime}$ is isomorphic to $Q$ (column 4 in Table III), the statements
(a) $\mathscr{U} \cup \mathscr{U}^{\mathrm{c}}$ is potentially real,
(b) $\mathscr{U} \cup \mathscr{U}^{c}$ is pseudoreal,
can respectively be characterized as follows: ( $a^{\prime}$ ) $\mathscr{U}^{\text {ca }}$ [equivalently, $\left.\left(\mathscr{U} \cup \mathscr{U}^{c}\right)^{c a}\right]$ is nonvoid and for any (equivalently, for some) $T \in\left(\mathscr{U} \cup \mathscr{U}^{c}\right)^{\text {ca }}, T^{2} \in R_{+} E$; and ( $\left.\mathrm{b}^{\prime}\right) \mathscr{U}^{\text {ca }}$ [equivalently, $\left.\left(\mathscr{W} \cup \mathscr{U}^{c}\right)^{c a}\right]$ is nonvoid and for any (equivalently, for some) $\left.T \in\left(\mathscr{U} \cup \mathscr{U}^{c}\right)^{c a},\right] T^{2} \in R_{-} E$ (see Ref. 34). In order to prove this characterization, let us preliminarily observe that, whenever $\left(\mathscr{U} \cup \mathscr{U}^{c}\right)^{c a} \neq \varnothing$, then $T^{2} \in \mathfrak{D} \cap \mathfrak{D}^{R}$ for any $T \in\left(\mathscr{U} \cup \mathscr{U}^{c}\right)^{\text {ca }}$. Indeed, $T^{2} \in\left(\mathscr{U} \cup \mathscr{U}^{c}\right)^{c l}=\left(\mathscr{U}^{c c} \cap \mathscr{U}^{c}\right)^{1}$. Now, $\mathscr{U}^{\text {cl }} \subset \mathscr{A}^{\prime \prime}=\mathfrak{D}^{\prime R}$. Furthermore, as we have already observed in the proof of Theorem 2, $\mathfrak{U}^{\prime 1}$ is a division algebra over $R$, since $\mathfrak{A}$ is irreducible in $X$, while $\mathfrak{N}^{{ }^{R}}=\mathfrak{U}^{1^{\prime}} \oplus \mathfrak{U}^{\prime a}=\mathfrak{U}^{1^{\prime}} \oplus \mathrm{T} \mathfrak{Y}^{\prime 1}$ (see Refs. 23 and 28), hence, $\mathscr{U}^{c}=\left(\mathfrak{U}^{\prime \prime} \cup \mathscr{Y}^{\prime a}\right) \backslash\{0\}$, and therefore, $\left(\mathscr{U}^{c c}\right)^{1} \subset \mathscr{U}^{c c} \subset\left(\mathscr{H}^{R}\right)^{R}=\mathscr{U} \subset \mathfrak{D}$ (see remark 2). Thus, $\left(\mathscr{U}^{c c} \cap \mathscr{U}^{c}\right)^{1} \subset \mathscr{D}^{\prime} \cap \mathfrak{D}^{\prime R}$, hence $T^{2} \in \mathfrak{D} \cap \mathfrak{D}^{\prime R}$, as stated. Then let us come to the following properties, which hold whenever $\mathscr{U}^{\prime \prime} \approx Q$.

First, by making use of the above result, we note that in this case $T^{2} \in R E$ for any $T \in\left(\mathscr{W} \cup \mathscr{U}^{\mathrm{c}}\right)^{\text {ca }}$; indeed, by inspection of Table III we get $\mathfrak{D} \cap \mathfrak{D}^{\prime R}=Q_{n / 2} \cap(n / 2) Q^{0}=2 n R$. Second, it follows at once by inspection of Table II that $\mathscr{U}^{\text {ca }}$ is nonvoid iff $\left(\mathscr{U} \cup \mathscr{U}^{c}\right)^{c a}$ is nonvoid. Third, let $T, T^{\prime} \in\left(\mathscr{U} \cup \mathscr{U}^{c}\right)^{c a} \neq \varnothing$. Then, $\quad T^{\prime}=T L \quad$ (see Ref. 28), with $L \in\left(\mathscr{U} \cup \mathscr{U}^{c}\right)^{\text {cl }}$ $\subset \mathfrak{D} \cap \mathfrak{D}^{\prime R}=2 n R$, so that some $l \in R$ exists such that $T^{\prime}=l T$, hence $T^{\prime 2}=l^{2} T^{2}$, i.e., by setting $T^{2}=r E$ with $r \in R, T^{\prime 2}$ $=r l^{2} E$.

Now, the proof of the equivalences in $\left(a^{\prime}\right)$, $\left(b^{\prime}\right)$ and the proof that (a) implies ( $a^{\prime}$ ) are straightforward. Furthermore, whenever $T \in\left(\mathscr{U} \cup \mathscr{U}^{c}\right)^{c a}$ and $T^{2}=r E$, with $r \in R_{+}$, then the mapping $\left|r^{-1 / 2}\right| T$ is involutory and belongs to $\left(\mathscr{U} \cup \mathscr{U}^{c}\right)^{\text {ca }}$, hence ( $a^{\prime}$ ) implies ( $a$ ). This suffices to prove our characterization above, the possibilities ( $a$ ) and ( $b$ ), so as ( $a^{\prime}$ ) and ( $b^{\prime}$ ), being mutually exclusive.

Remark 6: With reference to the generalized FS $\times$ W classification we notice that a particular case which is physically important ${ }^{35}$ occurs whenever $\mathscr{U}=U(\mathscr{S})$ is a factorizable group (we recall that $\mathscr{U}$ is said to be factorizable whenever, for some-equivalently, for every ${ }^{36}-S \in \mathscr{U}^{a}$, the mapping $\theta: L \in \mathscr{U}^{1} \rightarrow S^{-1} L S \in \mathscr{U}^{1}$ is an inner automorphism of $\mathscr{U}^{1}$ ). In order to discuss this case, let us observe first that, whenever $\mathscr{U}$ is a group, the following conditions are equivalent: (i) $\mathscr{U}$ is factorizable, and (ii) $\left(\mathscr{U} \cap \mathscr{U}^{c}\right)^{a}$ is nonvoid. For, it is immediate to show that $\mathscr{U}$ is factorizable iff for every $S \in \mathscr{U}^{\text {a }}$ a mapping $M_{S} \in \mathscr{U}^{1}$ exists such that $S M_{S}^{-1} \in \mathscr{U}^{\text {ca }}$. Since $S M_{S}^{-1} \in \mathscr{U}^{\mathrm{a}}$, $\mathscr{U}$ factorizable implies $\left(\mathscr{U} \cap \mathscr{U}^{c}\right)^{\mathrm{a}} \neq \varnothing$. Conversely, let $T \in\left(\mathscr{U}^{\cap} \mathscr{U}^{c}\right)^{\text {a }}$; then, $\mathscr{U}^{a}=T \mathscr{U}^{1}$ (see Ref. 28), hence for every $S \in \mathscr{U}^{\mathrm{a}}$ an $L_{S} \in \mathscr{U}^{1}$ exists such that $S=T L_{S}$. Thus, since $T L=L T$ for every $L \in \mathscr{U}^{1}$, we get $S^{-1} L S$ $=L_{S}{ }^{-1} T^{-1} L T L_{S}=L_{S}^{-1} L L_{S}$ for every $L \in \mathscr{U}^{1}$, and therefore $\mathscr{U}$ is factorizable.

Second, observe that $\mathscr{U} \cap \mathscr{U}^{c} \subset \mathscr{U}^{c c} \cap \mathscr{U}^{c}=\left(\mathscr{U} \cup \mathscr{U}^{c}\right)^{c}$.
Now, let $\mathscr{U}$ be factorizable; then, $\left(\mathscr{U} \cup \mathscr{U}^{c}\right)^{c a}$ is nonvoid, that is $\mathscr{U} \cup \mathscr{U}^{\mathrm{c}}$ cannot be complex. Hence, eight cases in the generalized FS $\times$ W classification cannot occur; the five remaining cases actually occur, as it can be easily shown by means of examples. ${ }^{37}$ Whenever $K=C$, by comparison between Table II and Table III we obtain that these cases are characterized by $\mathfrak{Q}^{1}=2 R_{n}$ and $\mathfrak{U}^{1}=Q_{n / 4}$ in column 2 , $\mathfrak{Y}^{1}=2 C_{n / 2}$ in column $3, \mathfrak{Y}^{1}=2 Q_{n / 4}$ and $\mathscr{U}^{1}=4 R_{n / 2}$ in column 4 of Table III (analogous results, for the subclass of representations to which his classification applies, are obtained by Dyson). In addition, let us observe that the results in remark 5 and in the remark quoted and restated in footnote 34 can be assembled together so that the following statement holds. Let $\mathscr{U}$ be a factorizable group, i.e., $\left(\mathscr{U} \cap \mathscr{U}^{c}\right)^{a} \neq \varnothing$, and let $\mathfrak{U}^{1} \neq 2 C_{n / 2}$. Then, the cases (a) $\mathscr{U} \cup \mathscr{U}^{c}$ is potentially real (i.e., $\mathfrak{A}^{2}=2 R_{n}$ or $\mathfrak{A}^{1}=2 Q_{n / 4}$ ), (b) $\mathscr{U} \cup \mathscr{U}^{c}$ is pseudoreal (i.e., $\mathfrak{Y}^{1}=Q_{n / 2}$ or $\mathfrak{U}^{1}=4 R_{n / 2}$ ), respectively, can be characterized by
( $a^{\prime}$ ) for any $T \in\left(\mathscr{U} \cap \mathscr{U}^{c}\right)^{a}, \quad T^{2} \in R_{+} E$,
$\left(b^{\prime}\right)$ for any $T \in\left(\mathscr{U} \cap \mathscr{U}^{c}\right)^{\mathrm{a}}, \quad T^{2} \in R_{-} E$.
Furthermore, whenever $\mathscr{U}^{1}=2 C_{n / 2}$, then for any $T \in\left(\mathscr{U} \cap \mathscr{U}^{c}\right)^{\mathrm{a}}, T^{2} \in n C$ (indeed, as we have seen in remark 5 , $T^{2} \in \mathfrak{D} \cap \mathfrak{D}^{\prime R}$, while $\mathfrak{D} \cap \mathfrak{D}^{\prime R}=C_{n} \cap n C=n C$ in the present case).

The above statements clearly reformulate Dyson's theorem III (see Ref. 35) in a generalized framework (in particular, since the operators of $\mathscr{U}$ are not supposed to be unitary or antiunitary, Dyson's statement " $[M(T)]= \pm 1$ " is substituted by the statement $T^{2} \in R_{ \pm} E$ ).

## V. EXAMPLES

In this section we give some examples which illustrate, in some cases of the generalized $\mathrm{FS} \times \mathbf{W}$ classification, the
properties collected in the corresponding squares of Table III. For the sake of brevity we limit ourselves here to considering matrix algebras that can be generated by factorizable groups (remark 6); thus, five cases only occur (we do not give explicitly the factorizable group which can be chosen as a set of generators for the algebra in each case, since it is easily recognizable by looking at the explicit form of the algebra). In each case we give a set $\mathscr{U}$ of linear and antilinear mappings (which coincides with the set introduced in Ref. 11, Sec. 5, and, except for minor changes and with the exception of case 4 , with the set introduced by Dyson in this examples, so that it can be endowed of the same physical interpretation discussed by Dyson) by specifying the set $\mathscr{M}_{\mathscr{F}}(\mathscr{W})$ of the matrices that realize the operators of $\mathscr{U}$ with respect to some basis $\mathscr{F}=\left\{f_{j}\right\}_{j=1, \ldots, n}$ in the vector space $X$ over $C$ (see Ref. 18). Whenever $\mathscr{U}$ is potentially real, we write the operator $S$ which maps $\mathscr{F}$ onto the canonical basis $\mathscr{C}=\left\{S f_{j}\right\}_{j=1, \ldots, n}$ in $X$ (see Ref. 38); then, we give the matrix set $\mathscr{M}_{\mathscr{E}}(\mathscr{U})$ and the set $\mathscr{M}_{\mathscr{E} \cup \mathscr{E}}(\mathfrak{U})$ of the matrices that realize the operators of the algebra $\mathfrak{N}$ (over $R$ ) generated by $\mathscr{U}$ with respect to the basis $\mathscr{E} \mathrm{U}_{\mathrm{i}} \mathscr{\mathscr { C }}$ of $X_{R}$ (see Ref. 39) (see Theorem 2). Whenever $\mathscr{U}$ is not potentially real, we directly write the matrix set $\mathscr{M}_{\mathscr{F} \cup i F}(\mathfrak{U})$ of the matrices that represent $\mathfrak{U}$ with respect to the basis $\mathscr{F} \cup i \mathscr{F}$ of $X_{R}$. Then, in each case we give the canonical forms of $\mathfrak{U}, \mathfrak{D}, \mathfrak{U}^{1}$, together with the new basis of $X_{R}$ (if it does not coincide with the old one) to which these canonical forms refer.

In what follows we make use of all the definitions and symbols introduced in the rest of the present paper. In particular, $\mathscr{I}_{p}$ denotes the identity in the set of the $p \times p$ matrices with elements in $R, \mathscr{C}$, and $\mathscr{Q}$ denote regular representations of $C$ and $Q$, respectively. ${ }^{29}$

For the sake of brevity, we also put

$$
\begin{aligned}
& e_{0}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) ; \quad e_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) ; \\
& e_{2}=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right) ; \quad e_{3}=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right) .
\end{aligned}
$$

(1) $\mathscr{U}^{\prime \prime}=R E, \mathscr{U}$ potentially real (column 2 , row 1 ): $X$ onedimensional, basis $\mathscr{F}=\{f\}, \mathscr{M}_{\mathscr{F}}\left(\mathscr{U}^{1}\right)=R, \mathscr{M}_{\mathscr{F}}\left(\mathscr{U}^{a}\right)$ $=\alpha R$, with $\alpha=\rho e^{i q} \in C, \mathscr{C}=\{S f\}$, with $S=e^{i \varphi / 2}$, and $\mathscr{M}_{\mathscr{E}}\left(\mathscr{U}^{1}\right)=R=\mathscr{M}_{\mathscr{E}}\left(\mathscr{U}^{\mathbf{a}}\right)$. The matrix representation of $\mathfrak{U}$ with respect to the basis $\mathscr{E} \cup i \mathscr{C}$ takes the canonical form

$$
\mathscr{M}_{\mathscr{E} \cup \mathscr{Z}}(\mathfrak{Y})=\left\{\left(\begin{array}{ll}
r & 0 \\
0 & s
\end{array}\right): r, s \in R\right\}=R \oplus R
$$

Also the matrix representations of $\mathfrak{D}$ and $\mathfrak{H}^{1}$ with respect to the same basis take the canonical form

$$
\begin{aligned}
\mathscr{M}_{\mathscr{C u i}}(\mathfrak{D}) & =R_{2}, \\
\mathscr{M}_{\mathscr{E} i \mathscr{E}}\left(\mathfrak{A}^{1}\right) & =2 R .
\end{aligned}
$$

(2) $\mathscr{U}^{\prime 1}=R E$, $\mathscr{U}$ pseudoreal (column, row 2 ): $X$ two-dimensional, basis $\mathscr{F}=\left\{f_{j}\right\}_{j=1,2}$,

$$
\begin{aligned}
& \mathscr{M}_{\mathscr{F}}\left(\mathscr{U}^{\mathrm{l}}\right)=\left\{\left(\begin{array}{cc}
\alpha & \beta \\
-\bar{\beta} & \bar{\alpha}
\end{array}\right): \alpha, \beta \in C\right\}=\mathscr{M}_{\mathscr{F}}\left(\mathscr{U}^{\mathrm{a}}\right) ; \\
& \mathscr{M}_{\mathscr{F} \cup i \mathscr{F}}(\mathfrak{U}) \\
& \quad=\left\{\left(\begin{array}{ll}
a e_{0}+b e_{2} & c e_{1}+d e_{3} \\
e e_{1}+f e_{3} & g e_{0}+h e_{2}
\end{array}\right): a, b, c, d, e_{f}, g, h \in R\right\} .
\end{aligned}
$$

By choosing the basis $S(\mathscr{F} \cup i \mathscr{F})=\mathscr{F} \cup i \mathscr{F}^{\prime}$ in $X_{R}$, with

$$
\mathscr{M}_{\mathscr{F} \cup i \mathscr{F}}(S)=\left(\begin{array}{cc}
e_{0} & 0 \\
0 & e_{3}
\end{array}\right)
$$

we get

$$
\begin{aligned}
& \mathscr{H}_{\mathscr{F} \cup i \mathscr{F}^{\prime}}(\mathfrak{N}) \\
& \quad=\left\{\left(\begin{array}{ll}
a e_{0}+b e_{2} & c e_{0}+d e_{2} \\
e e_{0}+f e_{2} & g e_{0}+h e_{2}
\end{array}\right): a, b, c, d, e_{2} f g, h \in R\right\}=\mathscr{C}_{2} .
\end{aligned}
$$

Also the matrix representations of $\mathfrak{D}$ and $\mathfrak{X}^{1}$ with respect to the same basis take the canonical form

$$
\left.\mathscr{M}_{\mathscr{F} \cup i \mathscr{F}},(\mathfrak{D})=R_{4}, \quad \mathscr{M}_{\mathscr{F} \cup i \mathscr{F}}, \mathfrak{H}^{1}\right)=\mathscr{Q} .
$$

(3) $\mathscr{U}^{1} \approx C$, $\mathscr{U}$ potentially real, $\mathscr{U}^{c} \approx C * \times G_{2}($ column 3 , row 1, upper case): $X$ two-dimensional, basis $\mathscr{F}=\left\{f_{j}\right\}_{j=1,2}$,

$$
\begin{aligned}
& \mathscr{M}_{\mathscr{F}}\left(\mathscr{U}^{1}\right)=\left\{\left(\begin{array}{ll}
\alpha & 0 \\
0 & \bar{\alpha}
\end{array}\right): \alpha \in C\right\}, \\
& \mathscr{M}_{\mathscr{F}}\left(\mathscr{U}^{a}\right)=\left\{\left(\begin{array}{ll}
0 & \alpha \\
\bar{\alpha} & 0
\end{array}\right): \alpha \in C\right\}, \\
& \mathscr{E}=S \mathscr{F}=\left\{S f_{i}\right\}_{i=1,2}, \\
& \quad \text { with } \mathscr{M}_{\mathscr{F}}(S)=\gamma e_{0}+\bar{\gamma} e_{1}, \quad \gamma \neq \bar{\gamma} \in C .
\end{aligned}
$$

By choosing $\gamma=1+i$,

$$
\mathscr{M}_{\mathscr{E}}\left(\mathscr{U}^{1}\right)=\left\{a e_{0}+b e_{2}: a, b \in R\right\}=\mathscr{M}_{\mathscr{E}}\left(\mathscr{U}^{\mathbf{a}}\right)
$$

The matrix representation of $\mathfrak{A}$ with respect to the basis $\mathscr{E} \cup i \mathscr{C}$ takes the canonical form

$$
\begin{aligned}
\mathscr{M}_{\mathscr{B} \cup \mathscr{B}}(\mathfrak{A}) & =\left\{\left(\begin{array}{cc}
a e_{0}+b e_{2} & 0 \\
0 & c e_{0}+d e_{2}
\end{array}\right): a, b, c, d \in R\right\} \\
& =\mathscr{C} \oplus \mathscr{C} .
\end{aligned}
$$

Also the matrix representations of $\mathfrak{D}$ and $\mathfrak{A}^{1}$ with respect to the same basis take the canonical form

$$
\mathscr{M}_{\mathscr{C} v i \mathscr{B}}(\mathfrak{D})=\mathscr{C}_{2}, \quad \mathscr{M}_{\mathscr{B} \cup i \mathscr{B}}\left(\mathfrak{A}^{1}\right)=2 \mathscr{C} .
$$

(4) $\mathscr{U}^{\prime \prime} \approx Q, \mathscr{U}$ potentially real, $\mathscr{U}^{c} \approx Q . \times G_{2}($ column 4 , row 1, upper case): $X$ four-dimensional, basis $\mathscr{F}=\left\{f_{j}\right\}_{j=1, \ldots, 4}$,

$$
\begin{aligned}
& \mathscr{M}_{\mathscr{F}}\left(\mathscr{U}^{1}\right)=\left\{\left(\begin{array}{rrrr}
\alpha & \beta & 0 & 0 \\
-\bar{\beta} & \bar{\alpha} & 0 & 0 \\
0 & 0 & \bar{\alpha} & -\bar{\beta} \\
0 & 0 & \beta & \alpha
\end{array}\right): \alpha, \beta \in C\right\} \\
& \mathscr{M}_{\mathscr{F}}\left(\mathscr{U}^{a}\right)=\left\{\left(\begin{array}{rrrr}
0 & 0 & \alpha & -\beta \\
0 & 0 & -\bar{\beta} & -\bar{\alpha} \\
\bar{\alpha} & \bar{\beta} & 0 & 0 \\
\beta & -\alpha & 0 & 0
\end{array}\right): \alpha, \beta \in C\right\}, \\
&=\mathscr{M}_{\mathscr{F}}\left(\mathscr{U}^{1}\right)\left(\begin{array}{cc}
0 & e_{3} \\
e_{3} & 0
\end{array}\right) . \\
& \mathscr{C}=S \mathscr{F}=\left\{S f_{j}\right\}_{j=1, \ldots, 4}, \\
& \text { with } \mathscr{M}_{\mathscr{F}}(S)=\left(\begin{array}{ll}
\gamma e_{0} & \bar{\gamma} e_{3} \\
\bar{\gamma} e_{3} & \gamma e_{0}
\end{array}\right), \quad \gamma \neq \bar{\gamma} \in C .
\end{aligned}
$$

By choosing $\gamma=1+i$,

$$
\begin{aligned}
\mathscr{M}_{\mathscr{E}}\left(\mathscr{U}^{1}\right) & =\left\{\left(\begin{array}{cc}
a e_{0}-b e_{2} & c e_{0}-d e_{2} \\
-c e_{0}-d e_{2} & a e_{0}+b e_{2}
\end{array}\right): a, b, c, d \in R\right\} . \\
& =\mathscr{M}_{\mathscr{F}}\left(\mathscr{U}^{\mathbf{a}}\right) .
\end{aligned}
$$

The matrix representation of $\mathfrak{A}$ with respect to the basis $\mathscr{E} \cup i \mathscr{C}$ takes the canonical form

$$
\mathscr{M}_{\mathscr{G} \cup i \mathscr{B}}(\mathfrak{U})=\left\{\begin{array}{cccc}
a e_{0}-b e_{2} & c e_{0}-d e_{2} & 0 & 0 \\
-c e_{0}-d e_{2} & a e_{0}+b e_{2} & 0 & 0 \\
0 & 0 & e e_{0}-f e_{2} & g e_{0}-h e_{2} \\
0 & 0 & -g e_{0}-h e_{2} & e e_{0}+f e_{2}
\end{array}\right): a, b, c, d, f, h \in R,
$$

Also the matrix representations of $\mathfrak{D}$ and $\mathfrak{U}^{3}$ with respect to the same basis take the canonical form

$$
\mathscr{M}_{\mathscr{F U I O}( }(\mathfrak{D})=\mathscr{Q}_{2}, \quad \mathscr{M}_{\mathscr{E} \cup \mathscr{E}}\left(\mathfrak{A}^{1}\right)=2 \mathscr{Q} .
$$

(5) $\mathscr{U}^{\prime \prime} \approx Q, \mathscr{U}$ potentially real, $\mathscr{U}^{c} \not \approx Q_{*} \times G_{2}$ (column 4 , row 1, lower case): $X$ two-dimensional, basis $\mathscr{F}=\left\{f_{j}\right\}_{j=1,2}$, $\mathscr{M}_{\mathscr{F}}\left(\mathscr{U}^{1}\right)=\left\{r_{0}: r \in R\right\}, \quad \mathscr{M}_{\mathscr{F}}\left(\mathscr{U}^{a}\right)=\left\{r_{2}: r \in R\right\}, \mathscr{B}=\mathscr{F}$.
The matrix representation of $\mathfrak{A}$ with respect to the basis $\mathscr{F} \cup i \mathscr{F}$ takes the form

$$
\mathscr{M}_{\mathscr{F} \mathrm{uF}}(\mathfrak{A})=\left\{\left(\begin{array}{cc}
r e_{0}-s e_{2} & 0 \\
0 & r e_{0}+s e_{2}
\end{array}\right): r, s \in R\right\}
$$

By choosing the basis $S(\mathscr{F} \cup i \mathscr{F})=\mathscr{F} \cup i \mathscr{F}^{\prime}$, with

$$
\mathscr{M}_{\mathscr{F} \cup \ddot{F}_{F}}(S)=\left(\begin{array}{cc}
e_{0} & 0 \\
0 & e_{3}
\end{array}\right)
$$

we get

$$
\mathscr{M}_{\mathscr{F} \cup \mathscr{F} \cdot}(\mathfrak{U})=\left\{\left(\begin{array}{cc}
r e_{0}+s e_{2} & 0 \\
0 & r e_{0}+s e_{2}
\end{array}\right): r, s \in R\right\}=2 \mathscr{C} .
$$

Also the matrix representations of $\mathfrak{D}$ and $\mathfrak{A}^{\mathfrak{l}}$ with respect to the same basis take the canonical form

$$
\mathscr{M}_{\mathscr{F} \cup i \mathscr{F}^{\prime}}(\mathfrak{D})=\mathscr{Q}, \quad \mathscr{M}_{\mathscr{F} \cup i \mathscr{F}^{\prime}},\left(\mathscr{U}^{1}\right)=4 R .
$$
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${ }^{13}$ N. Bourbaki, Eléments de Mathématique, Algèbre, Chap. 2: Algèbre lineaire (Hermann, Paris, 1962), Sec. 8.
${ }^{14}$ We note that, whenever $X$ has finite dimension $n, X_{A}$ has dimension $2 n$, see R. Ascoli, C. Garola, L. Solombrino, and G. Teppati, "Vector Spaces over Fields with a Conjugation and Linear-Antilinear Commutants," Rend. Mat. Ser. VI 10(1), 129 (1977), Sec. 2, Theorem 1.
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${ }^{22}$ Whenever $K$ is any field with a conjugation and $S$ any antilinear mapping the first statement in Lemma 1 can be deduced from Proposition 1 in Ref. 11, Sec. 3.
${ }^{23}$ See Ref. 14, Sec. 5, Theorem 4.
${ }^{24}$ See Ref. 11, Sec. 3, proof of Proposition 1.
${ }^{25}$ We observe that the first statement in the theorem holds invariant whenever $C$ is generalized to be any algebraically closed field $K$ with a conjugation; in the proof, no change is needed besides the substitution $C \rightarrow K$.
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${ }^{33}$ It follows in particular that Dyson's cases CC 1 and CC2 correspond to the cases in row 3, column 3 and to the upper subcase in row 1 , column 3, of Table III, respectively; the distinction between the two cases is not irrelevant, contrary to our last sentence in Ref. 11, footnote 15.
${ }^{34}$ These results complete, in some sense, the result in the remark 5 in Ref. 11, Sec. 5, which refer to columns $1,2,3$ of Table III only. However, this remark has been stated improperly (its proof being correct) since no reference to the case $\mathscr{W}$ complex should have been made. The following constitutes a proper (and simplified) statement. Whenever $\mathscr{U}^{\prime}$ is isomorphic to $R$ or to $C$ (columns 2 and 1,3 , respectively, in Table II) and $\mathscr{W}^{c} \not \approx C_{*} \times \boldsymbol{G}_{2}$, then the cases (a) $\mathscr{U}$ potentially real and $(b) \mathscr{U}$ pseudoreal, can be characterized by $\left(a^{\prime}\right) \mathscr{U}^{\mathrm{ca}} \neq \varnothing$ and for any $T \in \mathscr{U}^{\mathrm{ca}}, T^{2} \in R_{+} E ;\left(\mathrm{b}^{\prime}\right) \mathscr{U}^{\mathrm{ca}} \neq \varnothing$ and for any $T \in \mathscr{U}^{\text {ca }}, T^{2} \in R_{-} E$, respectively.
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${ }^{38}$ It is worthy of note that such a basis $\mathscr{E}$ can easily be constructed whenever an involutory $J \in \mathscr{W}^{\text {ca }}$ is known. Indeed, let us consider the mapping $S=\gamma E+\bar{\gamma} J J_{\mathscr{F}}$. Then, some $\gamma \in C$ exists such that $S$ is invertible. For, should this not be the case, for every $\gamma \in C$ some nonzero $x_{\gamma} \in X$ would exist such that $S x_{\gamma}=0$, that is, $J J_{\mathscr{F}} x_{\gamma}=-\gamma \bar{\gamma}^{-1} x_{\gamma}$, which is impossible because of basic statements about the eigenvalues of any linear mapping of $X$. Whenever $S$ is invertible, we get $J S=\bar{\gamma} J+\gamma J_{\mathscr{F}}=S J_{\mathscr{F}}$, hence $J=\bar{S} S_{\mathscr{F}}{ }^{1} J_{\mathscr{F}}$. Now, let us put $\mathscr{B}=\left\{S_{j}\right\}_{j=1, \ldots, n}$. Then, easily, $J_{\mathscr{B}}$ $=\overline{S S}_{\mathscr{S}}^{1} J_{\mathscr{S}}$, i.e., $J=J_{\mathscr{E}}$. Since $J \in \mathscr{U}^{\text {ca }}$, it follows $\bar{M}_{\mathscr{G}}=M$ for every $M \in \mathscr{U}$, which proves that $\mathscr{E}$ has the desired property.
${ }^{39}$ We notice that, whenever $\mathscr{M}=\mathscr{M}_{\mathscr{S}}(M)$ is the matrix realization with respect to any basis $\mathscr{F}$ in $X$ of some $M \in \mathscr{U}$, the matrix realization of $M$ with respect to the basis $\mathscr{F}$ viF in $X_{R}$ is given by
\[

\mathscr{M}_{Juif}(M)=\left($$
\begin{array}{lr}
\operatorname{Re} \mathscr{H} & -\operatorname{Im} \mathscr{K} \\
\operatorname{Im} \mathscr{K} & \operatorname{Re} \mathscr{M}
\end{array}
$$\right),
\]

if $M$ is a linear, and by

$$
\mathscr{M}_{\mathscr{F} \cup \mathscr{F}}(M)=\left(\begin{array}{rr}
\operatorname{Re} \mathscr{M} & \operatorname{Im} \mathscr{M} \\
\operatorname{Im} \mathscr{M} & -\operatorname{Re} \mathscr{M}
\end{array}\right),
$$

if $M$ is antilinear. In particular, we obtain

$$
\mathscr{M}_{\mathscr{F} \boldsymbol{F} \overline{\mathcal{F}}}(i E)=\left(\begin{array}{cc}
0 & -\mathscr{I}_{n} \\
\mathscr{I}_{n} & 0
\end{array}\right)
$$

and

$$
\mathscr{M}_{\mathscr{F u} \mathcal{F}}\left(J_{\mathscr{F}}\right)=\left(\begin{array}{cc}
\mathscr{F}_{n} & 0 \\
0 & -\mathscr{I}_{n}
\end{array}\right)
$$

[see also the proof of (iv) $\Rightarrow$ (i) in Theorem 2]. We observe explicitly that, whenever $M$ is antilinear, it is realized in $X$ by the pair $\left[\mathscr{M}_{s}(M), j\right]$ (see footnote 18), while the matrix $\mathscr{M}_{\text {Fuig }}(M)$ alone realizes $M$ in $X_{R}$.
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The Haar measure of the group $\mathrm{U}(n)$ is explicitly introduced using the Euler-like parameters, and the differential operators of the first- and second-parameter groups are given. The $D$-matrix elements are defined through the Gel'fand and Tsetlin basis and the orthogonality and the completeness relations for the $d$-matrix elements are given explicitly.

## I. INTRODUCTION

The Euler-like parameters and the Haar measure are useful to analyze the representation matrix elements of $\mathrm{SO}(n)$ and $\mathrm{SO}(n, 1){ }^{1}$ The Euler-like parameters of $\mathrm{U}(n)$ are also known ${ }^{2}$ and the representation matrix elements are studied by introducing the matrix elements of $\mathrm{U}(n)$ as the parameters. ${ }^{3}$ The latter procedure seems useful when we discuss the representation matrix elements by using the Young tableaux. However, we know that the representation matrix elements of $\mathrm{SO}(n)$ and $\mathrm{SO}(n, 1)$ are nicely treated with the Eulerlike parameters. ${ }^{1}$

In this paper, we introduce the Haar measure in terms of the Euler-like parameters for $\mathrm{U}(n)$ and the differential operators of the first- and the second-parameter groups. Though the orthogonality and the completeness relations for the $D$-matrix elements of the compact groups ${ }^{4}$ are well known, we give those to the $d$-matrix elements of $\operatorname{SU}(n)$.

In Sec. II, the Haar measure invariant under the right and the left shifts is given in terms of the Euler-like parameters. In Sec. III, the $D$-matrix elements are defined and then the orthogonality and the completeness relations are given to the $d$-matrix elements as well as the $D$-matrix elements. In Sec. IV, the differential operators of the first- and the sec-ond-parameter groups ${ }^{5}$ are constructed in terms of the parameters and their differential operators.

## II. HAAR MEASURE OF SU(n)

In this section, we first introduce the Euler-like parameters ${ }^{2}$ in order to explain the notations used in the following and then give the explicit form to the Haar measure.

As is well known, any elements $\mathrm{U}(n)$, whose members make $\left|z_{1}\right|^{2}+\cdots+\left|z_{n}\right|^{2}$ invariant, can be uniquely written as a matrix of $U(1)$ and $\operatorname{SU}(n)$, i.e.,

$$
U=e^{i \phi} U_{0}
$$

with $\exp (i \phi) \in U(1)$ and $U_{0} \in \mathrm{SU}(n)$. Therefore, it is sufficient for us to introduce $n^{2}-1$ parameters of $\operatorname{SU}(n)$. The generators $e_{i j}\left(=e_{j i}^{\dagger}\right)$ of $\mathrm{U}(n)$, which have matrix elements $\left(e_{i j}\right)_{k l-}$ $=\delta_{i k} \delta_{j l}$, satisfy the commutation relations

$$
\begin{equation*}
\left[e_{i j}, e_{k l}\right]=\delta_{j k} e_{i l}-\delta_{i l} e_{k j} \tag{2.1}
\end{equation*}
$$

From these generators, we construct the generators of $\mathrm{SU}(n)$ as follows:

$$
\begin{aligned}
& E_{i j}=\frac{1}{2}\left(e_{i j}+e_{j i}\right)=E_{j i}, \text { for } i \neq j, \\
& E_{(i j)}=(i / 2)\left(e_{j i}-e_{i j}\right)=-E_{(j i)}, \quad \text { for } i<j, \\
& E_{i j}=\frac{1}{\sqrt{2 j(j+1)}}\left(\sum_{k}^{j} e_{k k}-j e_{j+1 j+1}\right), \\
& \quad \text { for } j=1,2, \ldots, n-1 .
\end{aligned}
$$

Of course, we obtain the generators of $\mathrm{U}(n)$ if we add the unit generator $E=\Sigma e_{j j}$ to the above $n^{2}-1$ generators of $\operatorname{SU}(n)$. The $n^{2}-1$ generators $E_{i j}$ may be arranged from 1 to $n^{2}-1$ as follows:

$$
\begin{align*}
& E_{(j-1)^{2}+2 i-2}=E_{i j} \quad(i=1,2, \ldots j-1 ; j=2,3, \ldots, n), \\
& E_{(j-1)^{2}+2 i-1}=E_{(i j)}  \tag{2.3}\\
& E_{j-1}=E_{j-1 j-1} \quad(j=2,3, \ldots, n) .
\end{align*}
$$

We may write the commutation relations for the $E_{j}$ 's as follows:

$$
\begin{equation*}
\left[E_{j}, E_{k}\right]=i f_{j k l} E_{l} \tag{2.4}
\end{equation*}
$$

where the $f_{i j k}$ 's are the structure constants which are totally antisymmetric because of the normalization of $\operatorname{tr}\left(E_{j} E_{k}\right)$ $=\delta_{j k} / 2$.

We can parametrize the elements of $\mathrm{SU}(n)$ in a similar way as in Ref. 2 as follows:

$$
\begin{align*}
g^{(n)}= & g^{(n-1} S_{n}^{(n)} \\
S_{n}^{(n)}= & \left(\prod_{j=n}^{2} e^{i \phi_{n n-j+1} \Gamma_{j-1}} e^{i \theta_{n n-1+1} E_{f-2}}\right)  \tag{2.5}\\
& \times e^{i \Psi_{n n-1} \Gamma_{1}}, \\
g^{(2)}= & e^{i \phi_{2} \Gamma_{1}} e^{i \theta_{2}, E_{2}} e^{i \Psi_{21} \Gamma_{1}},
\end{align*}
$$

where

$$
\begin{aligned}
\Gamma_{j} & =\left(e_{j j}-e_{j+1 j+1}\right) / 2 \\
& =\left(-\sqrt{j-1} E_{j^{2}-1}+\sqrt{j+1} E_{(j+1)^{2}-1}\right) / \sqrt{2 j}
\end{aligned}
$$

The ranges of the parameters are given as follows:

$$
\begin{equation*}
0<\theta_{j k} \leqslant \pi, \quad 0<\phi_{j k}<4 \pi, \quad 0<\psi_{j j-1}<2 \pi . \tag{2.6}
\end{equation*}
$$

The meaning of $(2.5)$ is clarified by writing them explicitly, for instance,

$$
\begin{align*}
& (R)_{j-1 j-1}=\cos (\theta / 2) e^{(i / 2) \phi}, \\
& (R)_{j j}=\cos (\theta / 2) e^{-(i / 2) \phi}, \\
& (R)_{j-1 j}=\sin (\theta / 2) e^{(i / 2) \phi},  \tag{2.7}\\
& (R)_{i j-1}=-\sin (\theta / 2) e^{-(i / 2) \phi}, \\
& (R)_{l k}=\delta_{l k}, \quad \text { for } l \neq j, j-1,
\end{align*}
$$

where

$$
R \equiv e^{i \phi \Gamma_{j-1}} e^{i \theta E_{j}^{2}-2}
$$

It follows that $\left|z_{j-1}\right|^{2}+\left|z_{j}\right|^{2}$ is invariant under the transformation (2.7).

The Haar measure of $S U(n)$ with respect to the above parameters is given as follows:

$$
\begin{align*}
d V_{n}= & {\left[\prod_{i=1}^{n-1} \cos \frac{\theta_{n i}}{2}\left(\sin \frac{\theta_{n i}}{2}\right)^{2(n-i)-1} d \theta_{n i} d \phi_{n i}\right] } \\
& \times d \psi_{n n-1} d V_{n-1}  \tag{2.8}\\
d V_{2}= & \cos \left(\theta_{21} / 2\right) \sin \left(\theta_{21} / 2\right) d \theta_{21} d \phi_{21} d \psi_{21} .
\end{align*}
$$

The volume of $\mathrm{SU}(n)$ is given by $V_{n}=(4 \pi)^{n} \quad V_{n-1} /$ [ $2(n-1)!]$ and $V_{2}=(4 \pi)^{2} / 2$. Of course, the measure of $\mathrm{U}(n)$ is multiplied by $d \phi$ and the volume by $2 \pi$.

The expression (2.8) can be proved as follows. We consider the matrix $\Omega=d g^{(n)} g^{(n) \dagger}$, whose elements are one form of a linear combination of the differential of the parameters and invariant under the right shift. ${ }^{6}$ Then $\Omega$ satisfies the relation

$$
\begin{equation*}
\Omega+\Omega^{\dagger}=0 \tag{2.9}
\end{equation*}
$$

It follows from (2.9) that the real parts of $\Omega$ are antisymmetric and the imaginary parts are symmetric. The number of the parameters of $\mathrm{SU}(n)$ is $n^{2}-1$ and then the matrix elements, except for one, which we take to be the ( $n, n$ )-th ele-
ment, form the basis of the one-form. ${ }^{6}$ The right-invariant volume element is given by the exterior product of ( $n^{2}-1$ ) one-forms. It is, therefore, sufficient for us to calculate the determinant (Jacobian) formed from the coefficients of the differential of the angle parameters in order to obtain a measure. We make the $\left(n^{2}-1\right) \times\left(n^{2}-1\right)$ determinant in such a way that each column is arranged in its order of the angles in (2.5), the elements in each column are arranged in lexicographical order for the indices of $\mathrm{SU}(n-1)$, and the $(1 n), \ldots,(n-1 n),(n 1), \ldots,(n n-1)$-th elements follow after.

By noting the relation $\left(\partial g^{(n-1)} / \partial \phi g^{(n-1) \dagger}\right)_{j k}=0$ for $j=n$ or $k=n$ with any possible angles $\phi$ and $\left(g^{(n-1)} \partial S_{n}^{(n)} /\right.$ $\left.\partial \phi_{n 1} S_{n}^{(n) \dagger} g^{(n-1) \dagger}\right)_{j k}=0$ for $j=n, k \neq n$ or $j \neq n, k=n$, we obtain a product of the $(n-1)^{2} \times(n-1)^{2}$ determinant whose elements consist of $\left(\partial g^{(n-1)} / \partial \phi g^{(n-1) \dagger}\right)_{j k}$ and the $(2 n-2) \times(2 n-2)$ determinant whose elements consist of $\left(g^{(n-1) 2} S_{n}^{(n)} / \partial \phi^{\prime} S_{n}^{(n) \dagger} g^{(n-1) \dagger}\right)_{j k}(j<n, k=n$ and $j=n, k<n)$ with $\phi^{\prime}=\theta_{n 1}, \ldots, \theta_{n n-1}, \phi_{n 2}, \ldots, \phi_{n n-1}, \psi_{n n-1}$. The latter determinant is given explicitly by

$$
\Delta=\left|\begin{array}{ccc}
\left(g^{(n-1)} A^{1} g^{(n-1) \dagger}\right)_{1 n}, & \cdots, & \left(g^{(n-1)} A^{2 n-2} g^{(n-1) \dagger}\right)_{1 n}  \tag{2.10}\\
\vdots & \vdots \\
\left(g^{(n-1)} A^{1} g^{(n-1) \dagger}\right)_{n-1 n}, & \cdots, & \left(g^{(n-1)} A^{2 n-2} g^{(n-1) \dagger}\right)_{n-1 n} \\
\left(g^{(n-1)} A^{1} g^{(n-1) \dagger}\right)_{n 1}, & \cdots, & \left(g^{(n-1)} A^{2 n-2} g^{(n-1) \dagger}\right)_{n 1} \\
\vdots & \vdots \\
\left(g^{(n-1)} A^{1} g^{(n-1) \dagger}\right)_{n n-1}, & \cdots, & \left(g^{(n-1)} A^{2 n-2} g^{(n-1) \dagger}\right)_{n n-1}
\end{array}\right|,
$$

where $A^{j}=\partial S_{n}^{(n)} / \partial \phi_{j} S_{n}^{(n) \dagger}$ with possible $\phi_{j}$ 's. Equation (2.10) becomes, due to $\operatorname{det}\left(g^{(n-1)}\right)=1$,

$$
\Delta=\left|\begin{array}{ccc}
\left(A^{1}\right)_{1 n}, & \cdots, & \left(A^{2 n-2}\right)_{1 n}  \tag{2.11}\\
\vdots & & \vdots \\
\left(A^{1}\right)_{n-1 n}, & \cdots, & \left(A^{2 n-2}\right)_{n-1 n} \\
\left(A^{1}\right)_{n 1}, & \cdots, & \left(A^{2 n-2}\right)_{n 1} \\
\vdots & & \vdots \\
\left(A^{1}\right)_{n n-1}, & \cdots, & \left(A^{2 n-2}\right)_{n n-1}
\end{array}\right| .
$$

Making use of the relations
$\left(A^{1}\right)_{j n}=\left(\frac{\partial S_{n}^{(n)}}{\partial \theta_{n 1}} S_{n}^{(n) t}\right)_{j n}=\frac{1}{2} e^{i \phi_{n 1}} \delta_{j n-1}$,

$$
\Delta=\frac{1}{2}\left(-\sin \left(\theta_{n 1} / 2\right)\right)^{2 n-3}\left|\begin{array}{ccc}
0\left(V B^{2}\right)_{1 n-1}, & \cdots, & \left(V B^{2 n-2}\right)_{1 n-1}  \tag{2.13}\\
\vdots & \cdots, & \left(V B^{2 n-2}\right)_{n-2 n-1} \\
0\left(V B^{2}\right)_{n-2 n-1}, & \cdots, & \left(V B^{2 n-2}\right)_{n-1 n-1} \\
e^{(i / 2) \phi_{n 1}\left(V B^{2}\right)_{n-1 n-1},} & \cdots, & \left(B^{2 n-2} V^{\dagger}\right)_{n-11} \\
0\left(B^{2} V^{\dagger}\right)_{n-11}, & \cdots \\
\vdots & & \vdots \\
0\left(B^{2} V^{\dagger}\right)_{n-1 n-2}, & \cdots, & \left(B^{2 n-2} V^{\dagger}\right)_{n-1 n-2} \\
-e^{-(i / 2) \phi_{n 1}\left(B^{2} V^{\dagger}\right)_{n-1 n-1},} & \cdots, & \left(B^{2 n-2} V^{\dagger}\right)_{n-1 n-1}
\end{array}\right|,
$$

$$
\begin{aligned}
\left(A^{1}\right)_{n j}= & -\frac{1}{2} e^{-i \phi_{n}} \delta_{j n-1}, \\
\left(A^{k}\right)_{j n}= & -\sin \left(\theta_{n 1} / 2\right) e^{(i / 2) \phi_{n} t} \\
& \times\left[e^{i \phi_{n 1} \Gamma_{n-1}} e^{i \theta_{n 1} E_{n^{2}-2}} \frac{\partial S_{n-1}^{(n)}}{\partial \phi_{k}} S_{n-1}^{(n)}\right]_{j n-1}, \\
\left(A^{k}\right)_{n j}= & -\sin \frac{\theta_{n 1}}{2} e^{-(i / 2) \phi_{n 1}} \\
& \times\left[\frac{\partial S_{n-1}^{(n)}}{\partial \phi_{k}} S_{n-1}^{(n) \dagger} e^{\left.-i \theta_{n} 1 E_{n^{2}-2} e^{-i \phi_{n 1} \Gamma_{n-1}}\right]_{n-1 j},}\right.
\end{aligned}
$$

for $k \neq 1$ and $\phi_{k} \neq \theta_{n_{1}}$,

$$
\begin{equation*}
S_{n}^{(n)}=e^{i \phi_{n} 1 \Gamma_{n-1}} e^{i \theta_{n} E_{n^{2}}-2} S_{n-1}^{(n)} \tag{2.12}
\end{equation*}
$$

we rewrite (2.11) as follows:
where

$$
\begin{aligned}
& V=\exp \left(i \phi_{n 1} \Gamma_{n-1}\right) \exp \left(i \theta_{n 1} E_{n^{2}-2}\right), \\
& B^{k}=\frac{\partial S_{n-1}^{(n)}}{\partial \phi_{k}} S_{n-1}^{(n) \dagger} .
\end{aligned}
$$

The following relations hold:

$$
\begin{align*}
& \left(V B^{k}\right)_{j n-1}= \begin{cases}\left(B^{k}\right)_{j n-1} & \text { for } j \leqslant n-2, \\
\cos \frac{\theta_{n 1}}{2} & e^{(i / 2) \phi_{n} 1}\left(B^{k}\right)_{n-1 n-1} \\
\text { for } j=n-1,\end{cases} \\
& \left(B^{k} V^{\dagger}\right)_{n-1 j}= \begin{cases}\left(B^{k}\right)_{n-1 j} & \text { for } j<n-2, \\
\cos \frac{\theta_{n 1}}{2} & e^{-(i / 2) \phi_{n} 1\left(B^{k}\right)_{n-1 n-1}}\end{cases}  \tag{2.14}\\
&
\end{align*}
$$

We get from (2.13), by taking into account (2.14),

$$
\begin{align*}
\Delta= & (-1)^{n+1} \cos \left(\theta_{n 1} / 2\right)\left(\sin \left(\theta_{n 1} / 2\right)\right)^{2 n-3} \\
& \times\left|\begin{array}{ccc}
\left(B^{2}\right)_{1 n-1}, & \ldots, & \left(B^{2 n-2}\right)_{1 n-1} \\
\vdots & & \vdots \\
\left(B^{2}\right)_{n-2 n-1}, & \ldots, & \left(B^{2 n-2}\right)_{n-2 n-1} \\
\left(B^{2}\right)_{n-11}, & \ldots, & \left(B^{2 n-2}\right)_{n-11} \\
\vdots & & \vdots \\
\left(B^{2}\right)_{n-1 n-1}, & \ldots, & \left(B^{2 n-2}\right)_{n-1 n-1}
\end{array}\right| . \tag{2.15}
\end{align*}
$$

Finally, we use the relations

$$
\begin{aligned}
& \left(B^{2}\right)_{j n-1}=\left(\frac{\partial S_{n-1}^{(n)}}{\partial \phi_{n 2}} S_{n-1}^{(n) \dagger}\right)_{j n-1}=-\frac{i}{2} \delta_{j n-1} \\
& \left(B^{2}\right)_{n-1 j}=-(i / 2) \delta_{j n-1}
\end{aligned}
$$

to rewrite (2.15) in the form

$$
\begin{align*}
\Delta= & \frac{i}{2}(-1)^{n+1} \cos \frac{\theta_{n 1}}{2}\left(\sin \frac{\theta_{n 1}}{2}\right)^{2 n-3} \\
& \times\left|\begin{array}{ccc}
\left(B^{3}\right)_{1 n-1}, & \ldots, & \left(B^{2 n-2}\right)_{1 n-1} \\
\vdots & & \vdots \\
\left(B^{3}\right)_{n-2 n-1}, & \ldots, & \left(B^{2 n-2}\right)_{n-2 n-1} \\
\left(B^{3}\right)_{n-11}, & \ldots, & \left(B^{2 n-2}\right)_{n-11} \\
\vdots & & \vdots \\
\left(B^{3}\right)_{n-1 n-2}, & \ldots, & \left(B^{2 n-2}\right)_{n-1 n-2}
\end{array}\right| . \tag{2.16}
\end{align*}
$$

It follows from (2.16) that the determinant on the right side corresponds to $n \rightarrow n-1$ in (2.11). We, therefore, obtain an expression for $\Delta$ except for a numerical factor

$$
\begin{equation*}
\Delta=\prod_{j=1}^{n-1} \cos \frac{\theta_{n j}}{2}\left(\sin \frac{\theta_{n j}}{2}\right)^{2(n-\lambda-1} \tag{2.17}
\end{equation*}
$$

By analogy with the above procedure, it is easily seen that the other $(n-1)^{2} \times(n-1)^{2}$ determinant becomes the weight function of the measure of $\operatorname{SU}(n-1)$. A direct proof is given in the Appendix.

Thus our measure is given by (2.8). Though it is obvious that (2.8) is invariant under the right and the left shifts due to
the theorem on the external form of the compact connected Lie group, ${ }^{6}$ a direct proof is given in the Appendix.

## III. D-MATRIX ELEMENTS

In this section, we discuss the $D$-matrix elements which will be used in the following section.

The representation operators $D_{j}\left(j=1, \ldots, n^{2}-1\right)$ corresponding to $E_{j}$ satisfy the same commutation relations as (2.4), i.e.,

$$
\begin{equation*}
\left[D_{j}, D_{k}\right]=i f_{j k l} D_{l} \tag{3.1}
\end{equation*}
$$

The representation $D$-matrix of $\operatorname{SU}(n)$ corresponding to the parametrization (2.5) is given by

$$
\begin{align*}
& D^{(n)}\left(g^{(n)}\right)=D^{(n-1)}\left(g^{(n-1)}\right) H\left(S_{n}^{(n)}\right), \\
& H\left(S_{n}^{(n)}\right)=\left(\prod_{j=n}^{2} e^{i \phi_{n n-j+1} T_{j-1}} e^{i \theta_{n n-j+1} D_{f-2}}\right) e^{i \psi_{n n-1} \Gamma_{1}}, \tag{3.2}
\end{align*}
$$

where

$$
\begin{aligned}
T_{j} & =\left(D\left(e_{j j}\right)-D\left(e_{j+1 j+1}\right)\right) / 2 \\
& =\left(-\sqrt{\left.j-1 D_{j^{2}-1}+\sqrt{j+1} D_{(j+1)^{2}-1}\right)(1 / \sqrt{2 j})} .\right.
\end{aligned}
$$

The following relations are easily recognized in the same way as in $\mathrm{SO}(n)^{1}$ :

$$
\begin{align*}
& D_{j} D^{(n)}\left(g^{(n)}\right)=\bar{J}_{j} D^{(n)}\left(g^{(n)}\right),  \tag{3.3}\\
& D^{(n)}\left(g^{(n)}\right) D_{j}=J_{j} D^{(n)}\left(g^{(n)}\right),
\end{align*}
$$

where the differential operators $\bar{J}_{j}$ and $J_{j}$ of the first- and the second-parameter groups are given by

$$
\begin{align*}
& \bar{J}_{j}=\sum\left(\bar{T}^{-1}\right)_{j k} p_{k} \\
& J_{j}=\sum\left(T^{-1}\right)_{j k} p_{k} \\
& p_{k}=-\frac{i \partial}{\partial \theta_{k}}  \tag{3.4}\\
& (\bar{T})_{k j}=-2 i \operatorname{tr}\left(E_{j} \frac{\partial g^{(n)}}{\partial \theta_{k}} g^{(n) \dagger}\right), \\
& (T)_{k j}=-2 i \operatorname{tr}\left(E_{j} g^{(n) \dagger} \frac{\partial g^{(n)}}{\partial \theta_{k}}\right), \\
& \theta_{k} \equiv\left(\phi_{j k}, \theta_{j k}, \psi_{j j-1}\right) .
\end{align*}
$$

It is noted that the differential operator $J_{j}$ 's satisfy the same commutation relation as (3.1) but the $\bar{J}$,'s satisfy the relation with the minus sign on the right side in (3.1).

The matrix elements of the unitary irreducible representations (UIR) of $\mathrm{U}(n)$ are given by the Gel'fand and Tsetlin basis ${ }^{7}$

$$
\begin{equation*}
\left|m_{j k}\right\rangle \equiv\left|\lambda_{n}, \ldots, \lambda_{1}\right\rangle, \tag{3.5}
\end{equation*}
$$

where $\lambda_{j}$ stands for ( $m_{1 j}, \ldots, m_{j j}$ ). The non-negative integers $m_{j k}$ are subject to the conditions $m_{j k+1} \geqslant m_{j k} \geqslant m_{j+1 k+1}$. The dimensionality $N\left(\lambda_{n}\right)$ of the UIR of $\mathrm{U}(n)$ is given as follows ${ }^{8}$ :

$$
\begin{align*}
& N\left(\lambda_{n}\right)=D\left(l_{1}, \ldots, l_{n}\right) / D(n-1, \ldots, 0) \\
& D\left(l_{1}, \ldots, l_{n}\right)=\prod_{j<k}\left(l_{j}-l_{k}\right), \quad l_{j} \equiv m_{j n}+n-j \tag{3.6}
\end{align*}
$$

The action of $D_{j}$ on the basis (3.5) is given by ${ }^{7.9}$

$$
\begin{align*}
& \left.\left(D_{k^{2}-3}+i D_{k^{2}-2}\right) \mid m_{j k}\right)=\sum_{j=1}^{k-1} A_{k-1 k}^{j}\left|m_{j k-1}+1\right\rangle \\
& \left(D_{k^{2}-3}-i D_{k^{2}-2}\right)\left|m_{j k}\right\rangle=\sum_{j=1}^{k-1} B_{k k-1}^{j}\left|m_{j k-1}-1\right\rangle \\
& D\left(e_{k k}\right)\left|m_{j k}\right\rangle=\left(\sum_{j}^{k} m_{j k}-\sum_{j}^{k-1} m_{j k-1}\right)\left|m_{j k}\right\rangle \tag{3.7}
\end{align*}
$$

where the representation operator $D\left(e_{j j}\right)$ corresponds to $E_{j j}$ and the explicit forms of the matrix elements $A$ and $B$ are omitted here. ${ }^{7,9}$

The representation $D$-matrix elements of $\mathrm{SU}(n)$ are defined as follows:

$$
\begin{align*}
& D_{\left\{\lambda_{n-1}^{\prime}\right)\left(\lambda_{n-1}\right)}^{\left(\lambda_{n}\right)}\left(g^{(n)}\right) \\
& \quad=\left\langle\lambda_{n}\left\{\lambda_{n}^{\prime}\right\}\right| D^{(n)}\left(g^{(n)}\right)\left|\lambda_{n}\left\{\lambda_{n-1}\right\}\right\rangle, \tag{3.8}
\end{align*}
$$

where $\left\{\lambda_{n-1}\right\}$ means $\left(\lambda_{n-1}, \ldots, \lambda_{1}\right)$. The $d$-matrix elements are defined by
$\left.d_{\lambda_{n-1}}^{\left(\lambda_{n}\right)} \lambda_{n-2}\right) \lambda_{n-1}(\theta)$
$\quad=\left\langle\lambda_{n} \lambda_{n-1}^{\prime}\left\{\lambda_{n-2}\right\}\right| e^{i \theta D_{n^{2}-2}}\left|\lambda_{n}\left\{\lambda_{n-1}\right\}\right\rangle$.
As is seen from the expression (3.2) and the definition (3.8), the $D$-matrix elements are determined by the $d$-matrix element (3.9) provided that those of $\mathrm{SU}(n-1)$ are known.

The orthogonality and the completeness relations of the $D$-matrix elements are well known, ${ }^{4}$ i.e.,
$\int_{\mathrm{SU}(n)} d V_{n} \overline{D_{\left(\lambda_{n-1}\right)\left(\lambda_{n-1}^{\prime \prime \prime}\right)}^{\left(\lambda_{n}\right)}\left(g^{(n)}\right)}$

$$
\begin{align*}
& \times D_{\left.\left\{\lambda_{n-1}\right\} \mid \lambda_{n-1}^{\prime \prime}\right\}}^{\left(\lambda_{n}^{\prime}\right)}\left(g^{(n)}\right) \\
& =\delta_{\left\{\lambda_{n}\right\}\left\{\lambda_{n}^{\prime}\right\}} \delta_{\left.\left\{\lambda_{n-1}^{\prime \prime}\right\} \mid \lambda_{n-1}^{\prime \prime}\right\}}\left[V_{n} / N\left(\lambda_{n}\right)\right] \tag{3.10}
\end{align*}
$$

$$
\begin{aligned}
& \sum_{\lambda_{n}} \frac{N\left(\lambda_{n}\right)}{V_{n}} \sum_{\left\{\lambda_{n-1}^{\prime}\right\}} \sum_{\left\{\lambda_{n-1}\right\}} \overline{D_{\left\{\lambda_{n-1} \mid\left\{\lambda_{n-1}\right\}\right.}^{\left(\lambda_{n}\right)}\left(g^{(n)}\right)} \\
& \quad \times D_{\left\{\lambda_{n-1} \mid\left\{\lambda_{n-1}\right\}\right.}^{\left(\lambda_{n}\right)}\left(g^{(n)}\right) \\
& \left.\quad=\delta_{(n)}\left\{\delta_{n}\right\},\left\{\phi_{n}^{\prime}\right\}\right) \delta_{(n)}\left(\left\{\theta_{n}\right\},\left\{\theta_{n}^{\prime}\right\}\right) \\
& \quad \times \delta_{(n)}\left(\left\{\psi_{n}\right\},\left\{\psi_{n}^{\prime}\right\}\right),
\end{aligned}
$$

where $\delta_{\left\{\lambda_{n}\right\}\left\{\lambda_{n}^{\prime}\right\}}$ stands for a product of Kronecker $\delta$ 's in each of the indices, and the expressions for the $\delta_{(n)}$ 's are given by

$$
\begin{aligned}
& \begin{aligned}
& \delta_{(n)}\left(\left\{\phi_{n}\right\},\left\{\phi_{n}^{\prime}\right\}\right) \\
&=\prod_{j=1}^{n-1} \delta\left(\phi_{n j}-\phi_{n j}^{\prime}\right) \delta_{(n-1)}\left(\left\{\phi_{n-1}\right\},\left\{\phi_{n-1}^{\prime}\right\}\right), \\
& \delta_{(2)}\left(\left\{\phi_{2}\right\},\left\{\phi_{2}^{\prime}\right\}\right)=\delta\left(\phi_{21}-\phi_{21}^{\prime}\right) \\
& \delta_{(n)}\left(\left\{\theta_{n}\right\},\left\{\theta_{n}^{\prime}\right\}\right) \\
&= {\left[\prod_{j=1}^{n-1}\left\{\cos \frac{\theta_{n j}}{2}\left(\sin \frac{\theta_{n j}}{2}\right)^{2(n-n-1}\right\}^{-1}\right.} \\
&\left.\times \delta\left(\theta_{n j}-\theta_{n j}^{\prime}\right)\right] \delta_{(n-1)}\left(\left\{\theta_{n-1}\right\},\left\{\theta_{n-1}^{\prime}\right\}\right) \\
& \begin{aligned}
\delta_{(2)}( & \left.\left(\theta_{2}\right\},\left\{\theta_{2}^{\prime}\right\}\right) \\
& =\left(\cos \frac{\theta_{21}}{2} \sin \frac{\theta_{21}}{2}\right)^{-1} \delta\left(\theta_{21}-\theta_{21}^{\prime}\right)
\end{aligned} \\
& \delta_{(n)}\left(\left\{\psi_{n}\right\},\left\{\psi_{n}^{\prime}\right\}\right)=\prod_{j=2}^{n} \delta\left(\psi_{j j-1}-\psi_{j j-1}^{\prime}\right)
\end{aligned}
\end{aligned}
$$

From (3.10), the following orthogonality and completeness relations are easily obtained:

$$
\begin{align*}
& \sum_{\lambda_{n-2}} N\left(\lambda_{n-2}\right) \int_{0}^{\pi} d \theta \cos \frac{\theta}{2}\left(\sin \frac{\theta}{2}\right)^{2 n-3} \\
& \quad \times{\overline{d_{\lambda_{n-1}}^{\left(\lambda_{n}\right)}\left(\lambda_{n-2}\right) \lambda_{n-1}^{\prime}(\theta)} d_{\lambda_{n-1}\left(\lambda_{n-2}\right) \lambda_{n-1}^{\prime}}^{\left(\lambda_{n}^{\prime}\right)}(\theta)}=\delta_{\lambda_{n} \lambda_{n} \frac{1}{n-1} \frac{1}{N\left(\lambda_{n-1}\right) N\left(\lambda_{n-1}\right)}}^{N\left(\lambda_{n}\right)},
\end{align*}
$$

$$
\begin{gathered}
\sum_{\lambda_{n}} N\left(\lambda_{n}\right) \overline{d_{\lambda_{n-1}^{\prime}\left(\lambda_{n-2} \mid \lambda_{n-1}^{\prime}\right.}^{\left(\lambda_{n}\right)}(\theta)} d_{\lambda_{n-1}\left(\lambda_{n-2}^{\prime}\right)}^{\left(\lambda_{n-1}^{\prime}\right.}\left(\theta^{\prime}\right) \\
=\left[\cos (\theta / 2)(\sin (\theta / 2))^{2 n-3}\right]^{-1} \delta\left(\theta-\theta^{\prime}\right) \\
\quad \times \delta_{\lambda_{n-2} \lambda_{n-2}^{\prime}} \frac{1}{n-1} \frac{N\left(\lambda_{n-1}\right) N\left(\lambda_{n-1}^{\prime}\right)}{N\left(\lambda_{n-2}\right)}
\end{gathered}
$$

Similar relations are known for those of $\mathrm{SO}(n) .{ }^{1}$

## IV. DIFFERENTIAL OPERATORS

In this section, we discuss the expressions for $\bar{J}_{j}$ and $J_{j}$ of the first- and the second-parameter groups, respectively. The expressions for these in terms of the matrix elements of $\mathrm{U}(n)$ as the parameters are given in Ref. 3.

The differential operators $\bar{J}_{j}$ and $J_{j}$ are obtained from (3.4). We first discuss the expressions for $\bar{J}_{j}$ and $J_{j}$ with $j=1, \ldots,(n-1)^{2}-1$, i.e., those of $\operatorname{SU}(n-1) \subset \operatorname{SU}(n)$. It follows from (2.5) and the definition of $\bar{T}$ below (3.4) that the following relation holds:

$$
\begin{align*}
\bar{T}_{j k} & =\operatorname{tr}\left(-2 i E_{k} \frac{\partial g^{(n)}}{\partial \theta_{j}} g^{(n) \dagger}\right) \\
& =\operatorname{tr}\left(-2 i E_{k} \frac{\partial g^{(n-1)}}{\partial \theta_{j}} g^{(n-1) \dagger}\right) \tag{4.1}
\end{align*}
$$

for $\theta_{j} \neq\left(\theta_{n j}, \phi_{n j}, \psi_{n n-1}\right)$ with $j=1,2, \ldots, n-1$. Equation (4.1) means that the differential operators of the first-parameter $\operatorname{group}\left(\bar{J}_{j}\right)$ for $j=1,2, \ldots,(n-1)^{2}-1$ are the same as for those of $\operatorname{SU}(n-1)$. In order to consider $J_{j}$, we write $g^{(n)}$ in the form

$$
\begin{align*}
& g^{(n)}=g^{(n-1)} S_{n}^{(n)}, \quad g^{(2)}=S_{2}^{(2)} \\
& S_{j}^{(j)}=\left(\prod_{l=1}^{k} e^{i \phi_{j} \Gamma_{j-l}} e^{i \theta_{j l}} E_{(j-l+1)^{2}-2}\right) S_{j-k}^{(j)} \tag{4.2}
\end{align*}
$$

## Making use of the relation

$$
\left(E_{j^{2}-2}\right)_{s t}=-(i / 2)\left(\delta_{s j-1} \delta_{t j}-\delta_{s j} \delta_{t j-1}\right)
$$

we obtain the relation

$$
\begin{align*}
& -i\left(g^{(n) \dagger} \frac{\partial g^{(n)}}{\partial \theta_{j k}}\right)_{s t} \\
& =\left[\left(S_{j-k}^{(j)} S_{j+1}^{(j+1)} \cdots S_{n}^{(n)}\right)^{\dagger} E_{(j-k+1)^{2}-2}\right. \\
& \left.\times S_{j-k}^{(n)} S_{j+1}^{(j+1)} \ldots S_{n}^{(n)}\right]_{s t} \\
& =-(i / 2)\left[\left(S_{j-k}^{(\lambda)} S_{j+1}^{(j+1)} \ldots S_{n}^{(n)}\right)_{s j-k}^{\dagger}\right. \\
& \times\left(S_{j-k}^{(\cap)} S_{j+1}^{(j+1) \cdots} S_{n}^{(n)}\right)_{j-k+1 t} \\
& -\left(S_{j-k}^{(\lambda)} S_{j+1}^{(j+1)} \cdots S_{n}^{(n)}\right)_{s j-k+1}^{\dagger} \\
& \left.\times\left(S_{j-k}^{(n)} S_{j+1}^{(j+1)} \cdots S_{n}^{(n)}\right)_{j-k t}\right] . \tag{4.3}
\end{align*}
$$

It is easily seen that the following relations hold for $n>2$ :

$$
\begin{align*}
& \left(S_{j-k}^{(\cap)} S_{j+1}^{(j+1) \ldots} S_{n}^{(n)}\right)_{j-k+1 t} \\
& \quad=\left(S_{j-k}^{(\lambda)} S_{j}^{(j+1) \ldots} S_{n-1}^{(n)}\right)_{j-k+1 t}  \tag{4.4}\\
& \left(S_{j-k}^{(j)} S_{j+1}^{(j+1) \ldots} S_{n}^{(n)}\right)_{j-k t} \\
& \quad=\left(S_{j-k}^{(j)} S_{j}^{(j+1) \ldots} S_{n-1}^{(n)}\right)_{j-k t} .
\end{align*}
$$

Taking into account (4.4), we can rewrite (4.3) in the form

$$
\begin{align*}
& -i\left(g^{(n) \dagger} \frac{\partial g^{(n)}}{\partial \theta_{j k}}\right)_{s t} \\
& \quad=\left[\left(S_{j-k}^{(j)} S_{j}^{(j+1)} \ldots S_{n-1}^{(n)}\right)^{\dagger} E_{(j-k+1)^{2}-2}\right. \\
& \left.\quad \times S_{j-k}^{(j)} S_{j}^{(j+1) \ldots} \ldots S_{n-1}^{(n)}\right]_{s t} . \tag{4.5}
\end{align*}
$$

The right side of (4.5) is equal to $-i\left(g^{(n-1) \dagger} \partial g^{(n-1)} /\right.$ $\left.\partial \theta_{j-1 k-1}\right)_{s t}$ in which the angles $\left(\theta_{j k}, \phi_{j k}, \psi_{j j-1}\right)$ are replaced by $\left(\theta_{j+1 k+1}, \phi_{j+1 k+1}, \psi_{j+1 j}\right)$. Similarly, the following relations are easily found for $n \geqslant 2$ :

$$
\begin{align*}
& -i\left(g^{(n) \dagger} \frac{\partial g^{(n)}}{\partial \phi_{j k}}\right)_{s t} \\
& \quad=-i\left[\left(g^{(n-1) \dagger} \frac{\partial g^{(n-1)}}{\partial \phi_{j-1 k-1}}\right)_{s t}\right]_{\left.\left\{\theta_{i}\right\} \rightarrow \mid \theta_{i+1}\right\}} \\
& -i\left(g^{(n) \dagger} \frac{\partial g^{(n)}}{\partial \psi_{k k-1}}\right)_{s t}  \tag{4.6}\\
& \quad=-i\left[\left(g^{(n-1) \dagger} \frac{\partial g^{(n-1)}}{\partial \psi_{k-1 k-2}}\right)_{s t}\right]_{\left\{\theta_{i}|\rightarrow| \theta_{l+1}\right\}}
\end{align*}
$$

where the notation $\left\{\theta_{i}\right\} \rightarrow\left\{\theta_{i+1}\right\}$ on the right side means the replacement $\left(\theta_{j k}, \phi_{j k}, \psi_{j j-1}\right) \mapsto\left(\theta_{j+1 k+1}, \phi_{j+1 k+1}\right.$, $\psi_{j+1 j}$ ). It follows from (4.5) and (4.6) that the differential operators ( $J_{j}$ ) for $j=1,2, \ldots,\left((n-1)^{2}-1\right)$ are given by those of $\operatorname{SU}(n-1)$ in which the angles $\left(\theta_{j k}, \phi_{j k}, \psi_{j j-1}\right)$ are replaced by $\left(\theta_{j+1 k+1}, \phi_{j+1 k+1}, \psi_{j+1 j}\right)$. It, therefore, follows from the above discussion that in order to obtain the differential operators $\bar{J}_{j}$ and $J_{j}$ of $\operatorname{SU}(n)$ it is sufficient for us to determine $J_{j}\left(\bar{J}_{j}\right)$ for $j=(n-1)^{2}, \ldots, n^{2}-1$ [or $J_{j \underline{n}}\left(\bar{J}_{j n}\right)$, $j=1,2, \ldots, n-1]$. Furthermore, the operators $J_{j n}\left(\bar{J}_{j n}\right)$ for $j<n-1$ are obtained from $J_{n-1 n}$ and $J_{n^{2}-1}\left(=J_{n-1 n-1}\right)$ through the commutation relations.

## A. The operators $J_{n^{2}-1}$, and $J_{n^{2}-1}$

Though the expression of $J_{n^{2}-1}\left(\bar{J}_{n^{2}-1}\right)$ is obtained from (3.4), it is convenient to use the last of (3.7) and (3.8). The following relations are obtained from (3.8) and the last of (3.7):

$$
\begin{align*}
J_{n^{2}-1} & D_{\left.\left\{\lambda_{n-1}\right\} \mid \lambda_{n-1}\right\}}^{\left(\lambda_{n}\right)}\left(g^{(n)}\right) \\
= & \frac{1}{\sqrt{2 n(n-1)}}\left(n^{n} \sum_{k=1}^{n-1} m_{k n-1}-(n-1) \sum_{k=1}^{n} m_{k n}\right) \\
& \times D_{\left\{\lambda_{n-1} \mid\right\}\left(\lambda_{n-1}\right)}^{\left(\lambda_{n}\right)}\left(g^{(n)}\right) . \\
\bar{J}_{n^{2}-1} & D_{\left\{\lambda_{n-1}^{\prime} \mid\left\{\lambda_{n-1}\right\}\right.}^{\left(\lambda_{n}\right)}\left(g^{(n)}\right)  \tag{4.7}\\
= & \frac{1}{\sqrt{2 n(n-1)}}\left(n \sum_{k=1}^{n-1} m_{k n-1}^{\prime}-(n-1) \sum_{k=1}^{n} m_{k n}\right) \\
& \times D_{\left\{\lambda_{n-1} \mid\left\{\lambda_{n-1}\right\}\right.}^{\left(\lambda_{n}\right)}\left(g^{(n)}\right) .
\end{align*}
$$

The differential operator $J_{n^{2}-1}\left(\bar{J}_{n^{2}-1}\right)$ will be given in terms of a linear combination of the differential operators of $\phi$ and $\psi$, because the $D$-matrix elements contain $\phi$ and $\psi$ in the exponential form and must become the eigenfunction of $J_{n^{2}-1}\left(\bar{J}_{n^{2}-1}\right)$. We therefore, assume the following expressions:

$$
\begin{align*}
J_{n^{2}-1}= & \frac{-2 i}{\sqrt{2 n(n-1)}} \\
& \times\left(\sum_{k=2}^{n} \sum_{j=1}^{k-1} a_{k j} \frac{\partial}{\partial \phi_{k j}}+\sum_{j=2}^{n} b_{j j-1} \frac{\partial}{\partial \psi_{j j-1}}\right), \tag{4.8}
\end{align*}
$$

$$
\begin{aligned}
\bar{J}_{n^{2}-1}= & \frac{-2 i}{\sqrt{2 n(n-1)}} \\
& \times\left(\sum_{k=2}^{n} \sum_{j=1}^{k-1} \bar{a}_{k j} \frac{\partial}{\partial \phi_{k j}}+\sum_{j=2}^{n} \bar{b}_{j j-1} \frac{\partial}{\partial \psi_{j j-1}}\right) .
\end{aligned}
$$

Substituting (4.8) into (4.7) and comparing the coefficients of the $m_{j k}$ 's on both sides after operating the differential operators, we obtain the following equations:
$a_{21}=0, \quad 2 a_{31}-a_{21}-b_{21}=0, \quad a_{n 1}=n-1$,
$a_{n 2}=-n, \quad b_{n n-1}=0, \quad a_{n n-1}+b_{n n-1}=0$,
$2 a_{32}-a_{31}+2 b_{21}=0, \quad a_{n j}=0, \quad$ for $3 \leqslant j \leqslant n-2$,
$2 a_{j 1}-a_{j-11}=0$,
$\left.\begin{array}{l}2 a_{j 1}-a_{j-11}=0, \\ 2 a_{j j-1}+2 b_{j-1 j-2}-a_{j j-2}=0,\end{array}\right\}$ for $4 \leqslant j \leqslant n$,
$2 a_{j 2}-a_{j 1}-a_{j-12}-b_{32} \delta_{j 4}=0$,
$2 a_{j j-2}-a_{j j-3}-a_{j-1 j-2}-b_{j-1 j-2}=0, \quad$ for $5 \leqslant j \leqslant n$,
$2 a_{k j}-a_{k j-1}-a_{k-1 j}=0$,
for $6 \leqslant k \leqslant n$ and $3 \leqslant j \leqslant k-3$,
from the first of (4.7), and
$\bar{a}_{21}=0, \quad 2 \bar{a}_{31}-\bar{a}_{21}-\bar{b}_{21}=0, \quad 2 \bar{a}_{n 1}-\bar{a}_{n-11}=n$,
$\bar{a}_{n 1}=n-1, \quad 2 \bar{a}_{32}-\bar{a}_{31}+2 \bar{b}_{21}=0, \quad \bar{b}_{n n-1}=0$,
$\bar{a}_{n 2}=0, \quad \bar{a}_{n n-1}+\bar{b}_{n n-1}=0, \quad \bar{a}_{n j}=0$,
for $3 \leqslant j \leqslant n-1$,
$\left\{\begin{array}{l}2 \bar{a}_{j 1}-\bar{a}_{j-11}=0, \quad 2 \bar{a}_{j j-1}+2 \bar{b}_{j-1 j-2}-\bar{a}_{j j-2}=0, ~\end{array}\right.$ $2 \bar{a}_{j 2}-\bar{a}_{j 1}-\bar{a}_{j-12}-\bar{b}_{32} \delta_{j 4}=0$, for $4 \leqslant j \leqslant n$,
$2 \bar{a}_{j J-2}-\bar{a}_{j j-3}-\bar{a}_{j-1 j-2}-\bar{b}_{j-1 j-2}=0$, for $5 \leqslant j \leqslant n$, $2 \bar{a}_{k j}-\bar{a}_{k j-1}-\bar{a}_{k-1 j}=0$,
for $6 \leqslant k \leqslant n$ and $3 \leqslant j \leqslant k-3$,
from the second of (4.7). Equations (4.9a) and (4.9b) are easily solved as follows:

$$
\begin{aligned}
& a_{j j-1}= 2^{n-2 j+2}(-1)^{j}(3 n-2 j+3) \\
& \times \frac{(n-j)!}{(j-3)!(n-2 j+3)!}, \\
& b_{j j-1}= 2^{n-2 j+2}(-1)^{j} \frac{(n-j+1)!}{(j-2)!(n-2 j+2)!}, \\
& a_{k j}=2^{n-k-j+1}(-1)^{j-1}\left[n^{2}-(k-j+1) n+k+j-2\right] \\
& \times(n-k)!/[(j-1)!(n-k-j+2)!] \\
&(k=j+2, \ldots, n ; j=1, \ldots, n-2),
\end{aligned}
$$

$\bar{a}_{j j-1}=2^{n-2 j+1}(-1)^{j} \frac{(3 n-2 j)(n-j-1)!}{(j-3)!(n-2 j+2)!}$
$(j \leqslant n-1)$,
$\bar{a}_{n 1}=n-1, \quad \bar{a}_{n j}=0 \quad(2 \leqslant j \leqslant n-1)$,
$\bar{b}_{j j-1}=2^{n-2 j+1}(-1)^{j} \frac{(n-j)!}{(j-2)!(n-2 j+1)!}$,
$\bar{a}_{k j}=2^{n-k-j}(-1)^{j-1}\left[n^{2}-(k-j+3) n+2 k\right]$
$\times(n-k-1) /[(j-1)!(n-k-j+1)!]$ $(k=j+2, \ldots, n-1 ; j=1, \ldots, n-3)$.
An inverse of a factorial of a negative number is to be put to zero. The expressions for $J_{j^{2}-1}$ and $\bar{J}_{j^{2}-1}(j=2, \ldots, n-1)$ can, therefore, be given according to the procedure mentioned in the first part of this section. The expressions in the case of low $n$ 's are, of course, easily obtained directly from (3.4).
B. The operators $\bar{J}_{n-1 n}^{( \pm)}$and $\bar{J}{ }_{n-1 n}^{( \pm)}$

We rewrite (3.4) as follows:

$$
\begin{align*}
& -i \sum_{j=2}^{n} \sum_{l=1}^{J-1}\left[\operatorname{tr}\left(E_{l j} g^{(n) \dagger} \frac{\partial g^{(n)}}{\partial \theta_{k}}\right)\right. \\
& \left.\quad-i \operatorname{tr}\left(E_{l(l)} g^{(n) \dagger} \frac{\partial g^{(n)}}{\partial \theta_{k}}\right)\right] J_{l j}^{(+1} \\
& \quad-i \sum_{j=2}^{n} \sum_{l=1}^{j-1}\left[\operatorname{tr}\left(E_{l j} g^{(n) \dagger} \frac{\partial g^{(n)}}{\partial \theta_{k}}\right)\right. \\
& \left.\quad+i \operatorname{tr}\left(E_{l l j} g^{(n)+} \frac{\partial g^{(n)}}{\partial \theta_{k}}\right)\right] J_{l j}^{(-)} \\
& \quad-2 i \sum_{j=2}^{n} \operatorname{tr}\left(E_{j-1 j-1} g^{(n)+} \frac{\partial g^{(n)}}{\partial \theta_{k}}\right) J_{j^{2}-1}=p_{k}, \tag{4.11}
\end{align*}
$$

where the notations $J_{j k}^{(+)}=J_{(k-1)^{2}+2 j-2}+i J_{(k-1)^{2}+2 j-1}$ are used. The equations for $\bar{J}_{j}$ are obtained from (4.11) by the substitutions of $g^{(n) \dagger} \partial g^{(n)} / \partial \theta_{k}$ and $J_{i j}^{( \pm)}$into $\partial g^{(n)} / \partial \theta_{k} g^{(n) \dagger}$ and $\bar{J}_{j}{ }^{ \pm)}$. Equation (4.11) can be rewritten by taking into account the matrix elements of $E_{i j}$ and $E_{(i)}$ as follows:

$$
\begin{align*}
& -i \sum_{j=2}^{n} \sum_{l=1}^{j-1}\left[\left(g^{(n)+} \frac{\partial g^{(n)}}{\partial \theta_{k}}\right)_{l j} J_{l j}^{(+)}\right. \\
& \left.\quad+\left(g^{(n)+} \frac{\partial g^{(n)}}{\partial \theta_{k}}\right)_{j l} J_{l j}^{(-1}\right] \\
& \quad-i \sum_{j=2}^{n} \frac{2}{2 j(j-1)}\left[\sum_{l=1}^{j}\left(g^{(n) t} \frac{\partial g^{(n)}}{\partial \theta_{k}}\right)_{u}\right. \\
& \left.\quad-j\left(g^{(n+\rangle} \frac{\partial g^{(n)}}{\partial \theta_{k}}\right)_{j j}\right] J_{j^{2}-1}=p_{k} . \tag{4.12}
\end{align*}
$$

As is seen from (4.2)-(4.6), it is sufficient for us to consider the cases of $\theta_{j} \rightarrow\left(\theta_{j+11}, \phi_{j+11}\right)$ and $J_{j n}(j=1, \ldots, n-1)$. It is straightforward and elementary to obtain the expression for $J_{n-1}^{(+1)}$ from (4.12), and therefore we give only the result

$$
\begin{aligned}
J_{n-1 n}^{(+1)}= & \sum_{j=1}^{n-1} \Delta_{j}^{(1)}\left(-i \frac{\partial}{\partial \theta_{n-j+11}}\right) \\
& +\sum_{j=1}^{n-1} \Delta_{j}^{(2)}\left(-i \frac{\partial}{\partial \phi_{n-j+11}}\right)
\end{aligned}
$$

$$
\begin{align*}
& -\sum_{j=2}^{n-1} \sum_{i=1}^{1-1} \sum_{k=1}^{n-1}\left[\Delta_{k}^{(1)}\left\{a_{k l}(j) J_{l j}^{(+)}+a_{k l}^{*}(j) J_{l j}^{(-)}\right\}\right. \\
& \left.+\Delta_{k}^{(2)}\left\{b_{k l}(j) J_{l j}^{(+)}+b_{k l}^{*}(j) J_{l j}^{(-1)}\right\}\right]  \tag{4.13}\\
& -\sum_{j=2}^{n} \frac{2}{\sqrt{2 j(j-1)}} \sum_{k=1}^{n-1}\left\{c_{k j} \Delta_{k}^{(1)}\right. \\
& \left.+c_{k j}^{\prime} \Delta_{k}^{(2)}\right\} J_{j^{2}-1},
\end{align*}
$$

where

$$
\begin{aligned}
& a_{k l}(j)=a_{k j}^{*}(l)=-i\left(g^{(n) \dagger} \frac{\partial g^{(n)}}{\partial \theta_{n-k+11}}\right)_{l j}, \\
& b_{k l}(j)=b_{k j}^{*}(l)=-i\left(g^{(n) \dagger} \frac{\partial g^{(n)}}{\partial \phi_{n-k+11}}\right)_{l j}, \\
& c_{k j}=\sum_{l=1}^{j} a_{k l}(l)-j a_{k j}(j), \\
& c_{k j}^{\prime}=\sum_{l=1}^{j} b_{k l}(l)-j b_{k j}(j), \\
& \Delta_{j}^{(1)}=i e^{(i / 2) \phi_{2} 2}\left[K_{n-j} /\left(A_{n-j}\right)_{n-j+1 n}\right], \\
& \Delta_{j}^{(2)}=e^{(i / 2) \phi_{2}}\left[\frac{1}{\left(A_{n-j}\right)_{n-j+1 n}} \frac{K_{n-j}}{\sin \theta_{n-j+11}}\right. \\
& \left.+\sum_{l=1}^{n-j-1} \frac{K_{n-j-1}}{\left(A_{n-j-l}\right)_{n-j-l+1 n}} \frac{\cot \theta_{n-j-l+1!}}{2^{l}}\right] \text {, } \\
& \left(A_{k}\right)_{j n}=\left(\prod_{p=k+2}^{n} \sin \frac{\theta_{\rho 1}}{2} e^{(i / 2) \phi_{p 1}}\right) \delta_{j k+1} \text {, for } k \geqslant 2 \text {, } \\
& \left(A_{1}\right)_{j n}=\left(\prod_{p=3}^{n} \sin \frac{\theta_{\rho 1}}{2} e^{(i / 2) \phi_{p 1}}\right) e^{-(i / 2) \phi_{2} 1} \delta_{j 2}, \\
& K_{n-1}= \begin{cases}\cos \frac{\theta_{n 2}}{2} e^{-(i / 2)\left(\phi_{n 2}+\psi_{21}\right)}, & \text { for } n>3, \\
\cos \frac{\theta_{32}}{2} e^{-(i / 2)\left(\psi_{2}+\phi_{32}+\psi_{32}\right)}, & \text { for } n=3,\end{cases}
\end{aligned}
$$

The expression for $J_{n-1 n}^{(-1)}\left(J_{n^{2}-3}-i J_{n^{2}-2}\right)$ is obtained from (4.13) by replacing $\partial / \partial \theta_{j k}$ and $\exp (i x)$ with $-\partial / \partial \theta_{j k}$ and $\exp (-i x)$, respectively.

Similarly, the expression for $\bar{J}_{n-1 n}^{(+)}\left(=\bar{J}_{n^{2}-3}\right.$ $+i \bar{J}_{n^{2}-2}$ ) is given as follows:

$$
\begin{align*}
\bar{J}_{n-1 n}^{(+)}= & \sum_{j=1}^{n-1} \bar{\Delta}_{j}^{(1)} p_{j}+\sum_{j=1}^{n-1} \bar{\Delta}_{j}^{(2)} p_{j+1}^{\prime} \\
& -\sum_{j=1}^{n-1} \sum_{i=1}^{1 j-1} \sum_{k=1}^{n-1}\left[\bar{\Delta}_{k}^{(1)}\left\{\bar{a}_{k l}(j) \bar{J}_{l j}^{(+)}+\bar{a}_{k l}^{*}(j) \bar{J}_{l j}^{(-)}\right\}\right. \\
& +\bar{\Delta}_{k}^{(2)}\left\{\bar{b}_{k+1}\left(j\left(j \bar{J}_{l j}^{(+)}+\bar{b}_{k+1 i}^{*}(j) \bar{l}_{l j}^{(-1)}\right\}\right]\right. \\
& -\sum_{j=2}^{n} \frac{2}{\sqrt{2 j(j-1)}} \sum_{k=1}^{n-1}\left[\bar{\Delta}_{k}^{(1)} \bar{c}_{k j}\right. \\
& \left.+\bar{\Delta}_{k}^{(2)} \bar{c}_{k+1 j}^{\prime}\right] \bar{J}_{j^{2}-1} \tag{4.14}
\end{align*}
$$

where

$$
\begin{aligned}
& p_{j}=-i \frac{\partial}{\partial \theta_{n j}}, \quad p_{j}^{\prime}=-i \frac{\partial}{\partial \phi_{n j}}(j=1,2, \ldots, n-1), \\
& p_{n}^{\prime}=-i \frac{\partial}{\partial \psi_{n n-1}}, \\
& \bar{a}_{k l}(j)=\bar{a}_{k j}^{*}(l)=-i\left(\frac{\partial g^{(n)}}{\partial \theta_{n k}} g^{(n) \dagger}\right)_{l j}, \\
& \bar{b}_{k l}(j)=\bar{b}_{k j}^{*}(l)=-i\left(\frac{\partial g^{(n)}}{\partial \phi_{n k}} g^{(n) \dagger}\right)_{l j}, \\
& \bar{b}_{n k}(j)=\bar{b}_{n j}^{*}(k)=-i\left(\frac{\partial g^{(n)}}{\partial \psi_{n n-1}} g^{(n) \dagger}\right)_{k j}, \\
& \bar{c}_{k j}=\sum_{l=1}^{j} \bar{a}_{k l}(l)-j \bar{a}_{k j}(j), \\
& \bar{c}_{k j}^{\prime}=\sum_{l=1}^{j} \bar{b}_{k l}(l)-j \bar{b}_{k j}(j), \\
& \bar{\Delta}_{j}^{(1)}=i e^{-i \phi_{n^{\prime}}} \frac{\left(S_{n-1}^{(n-1)}\right)_{n-1 n-j}^{*}}{\left(U_{j-1}^{(n)}\right)_{n n-j+1}^{*}}, \\
& \bar{\Delta}_{j}^{(2)}=\frac{2 e^{-i \phi_{n j}}}{\sin \theta_{n j}} \frac{\left(S_{n-1}^{(n-1)}\right)_{n-1 n-j}^{*}}{\left(U_{j-1}^{(n)}\right)_{n-j+1}^{*}} \\
& -\tan \frac{\theta_{n j+1}}{2} \frac{\left(S_{n-1}^{(n-1)}\right)_{n-1 n-j-1}^{*}}{\left(U_{j}^{(n)}\right)_{n n-j}^{*}} \\
& \text { for } j=1, \ldots, n-3 \text {, } \\
& \bar{\Delta}_{n-2}^{(2)}=-\frac{2 e^{-i \phi_{n-2}}}{\sin \theta_{n n-2}} \frac{\left(S_{n-1}^{(n-1)_{n-12}^{*}}\right.}{\left(U_{n-3}^{(n)}\right)_{n 3}^{*}} \\
& -\cot \theta_{n n-1} e^{-i \phi_{n-1}} \frac{\left(S_{n-1}^{(n-1)}\right)_{n-11}^{*}}{\left(U_{n-2}^{(n)}\right)_{n 2}^{*}}, \\
& \bar{\Delta}_{n-1}^{(2)}=-\frac{e^{-i \phi_{n n-1}}}{\sin \theta_{n n-1}} \frac{\left(S_{n-1}^{(n-1)}\right)_{n-11}^{*}}{\left(U_{n-2}^{(n)}\right)_{n 2}^{*}}, \\
& S_{n}^{(n)}=U_{k-1}^{(n)}\left(\prod_{l=k}^{n-1} e^{i \phi_{n l} \Gamma_{n-t}} e^{i \theta_{n l} E_{(n-1+1)^{2}-2}}\right) \\
& \times e^{i \psi_{n n-1} \Gamma_{1}} \text {, } \\
& U_{k-1}^{(n)}=\prod_{l=1}^{k-1} e^{i \phi_{n l} I_{n-l}} e^{\left.i \theta_{n} E_{(n-l}+1\right)^{2}-2}, \\
& \left(U_{k-1}^{(n)}\right)_{n j}=\prod_{l=1}^{k-1}\left(-e^{-(i / 2) \phi_{n l}} \sin \frac{\theta_{n l}}{2}\right) \delta_{j n-k+1} \\
& -\left(\prod_{I=1}^{k-1}\left(-\cos \frac{\theta_{n I}}{2} e^{-(i / 2) \phi_{n I}}\right)\right) \delta_{j n-k+2} .
\end{aligned}
$$

The expression for $\bar{J}_{n-1 n}^{(-1)}$ is also obtained from (4.14) in the same way as in $J_{n-1 n}^{(-)}$.

## APPENDIX: PROOF OF BOTH SHIFT INVARIANCES OF THE MEASURE

In this appendix, we show that the determinant mentioned below (2.9) becomes the measure of $\operatorname{SU}(n-1)$ and then the right shift invariant measure (2.8) is also invariant under the left shift.

The $(n-1)^{2} \times(n-1)^{2}$ determinant mentioned below (2.9) may be written as follows:

$$
\left|\begin{array}{cccc}
\left(A_{1}\right)_{11}, & \ldots, & \left(A_{(n-1)^{2}-1}\right)_{11} & (C)_{11}  \tag{A1}\\
\vdots & \vdots & \vdots \\
\left(A_{1}\right)_{n-1 n-1}, & \ldots,\left(A_{(n-1)^{2}-1}\right)_{n-1 n-1} & (C)_{n-1 n-1}
\end{array}\right|,
$$

where

$$
\begin{aligned}
A_{j} & =\frac{\partial g^{(n-1)}}{\partial \phi_{j}} g^{(n-1) \dagger} \quad \text { for possible } \phi_{j} \\
& \left(j=1, \ldots,(n-1)^{2}-1\right), \\
C & =g^{(n-1)} \frac{\partial S_{n}^{(n)}}{\partial \phi_{n l}} S_{n}^{(n) \dagger} g^{(n-1) \dagger} .
\end{aligned}
$$

Taking into account the property of the determinant and $g^{(n-1)} g^{(n-1 \dagger}=g^{(n-1) \dagger} g^{(n-1)}=1$ with $\operatorname{det} g^{(n-1)}=1$, we rewrite (A1) in the form

$$
\left|\begin{array}{cccc}
\left(B_{1}\right)_{11}, & \ldots, & \left(B_{(n-1)^{2}-1}\right)_{1}, & \left(C_{1}\right)_{11}  \tag{A2}\\
\vdots & \vdots & \vdots \\
\left(B_{1}\right)_{n-1 n-1}, & \ldots, & \left(B_{(n-1)^{2}-1}\right)_{n-1 n-1} & \left(C_{1}\right)_{n-1 n-1}
\end{array}\right|,
$$

where

$$
B_{j}=g^{(n-1) \dagger} \frac{\partial g^{(n-1)}}{\partial \phi_{j}}, \quad C_{1}=\frac{\partial S_{n}^{(n)}}{\partial \phi_{n l}} S_{n}^{(n) \dagger}
$$

Making use of the relation $\left(C_{1}\right)_{j k}=i\left(\delta_{j k} \delta_{j n-1}-\delta_{j k} \delta_{n j}\right) / 2$, we obtain from (A2)

$$
\frac{i}{2}\left|\begin{array}{ccc}
\left(B_{1}\right)_{11}, & \ldots, & \left(B_{(n-1)^{2}-1}\right)_{11}  \tag{A3}\\
\vdots & & \vdots \\
\left(B_{1}\right)_{n-1 n-2}, & \cdots, & \left(B_{(n-1)^{2}-1}\right)_{n-1 n-2}
\end{array}\right|
$$

Equation (A3) gives the left-invariant measure of $\mathrm{SU}(n-1)$.
The quantity $\Omega=d g^{(n)} g^{(n) \dagger}$ becomes for the left shift $g^{(n)} \rightarrow g^{(n),}=V g^{(n)}$ for $V \in \mathrm{SU}_{(n)}$,
$\Omega^{\prime}=V \Omega V^{\dagger}$.
The $\left(n^{2}-1\right) \times\left(n^{2}-1\right)$ determinant necessary for us is written in the form

$$
\begin{align*}
& \left|\begin{array}{ccc}
\left(\Omega_{1}^{\prime}\right)_{11}, & \ldots, & \left(\Omega_{n^{2}-1}^{\prime}\right)_{11} \\
\vdots & & \vdots \\
\left(\Omega_{1}^{\prime}\right)_{n 1}, & \ldots, & \left(\Omega_{n^{2}-1}^{\prime}\right)_{n 1} \\
\left(\Omega_{1}^{\prime}\right)_{12}, & \ldots, & \left(\Omega_{n^{2}-1}^{\prime}\right)_{12} \\
\vdots & \vdots \\
\left(\Omega_{1}^{\prime}\right)_{n n-1}, & \ldots, & \left(\Omega_{n^{2}-1}^{\prime}\right)_{n n-1}
\end{array}\right| \\
& \quad=(-1)^{n^{2}}\left|\begin{array}{ccc}
0 & \left(\Omega_{1}^{\prime}\right)_{11} & \ldots, \\
\vdots & \left(\Omega_{n^{2}-1}^{\prime}\right)_{11} \\
0\left(\Omega_{i}^{\prime}\right)_{n n-1}, \ldots, & \vdots \\
1 & \left(\Omega_{i}^{\prime}\right)_{n n}^{\prime}, & \ldots, \\
\left.\left(\Omega_{n^{2}-1}^{\prime}\right)_{n n-1}^{\prime}\right)_{n n}
\end{array}\right|, \tag{A5}
\end{align*}
$$

where the $n^{2}-1$ elements except for the $(n, n)$-th element in each $\Omega_{j}$ are ordered lexicographically and the second expression is obvious from the property of the determinant. The right side of (A5) can be rewritten as a product of the determinant of the $V$ 's, which consists of the $n V$ 's in the diagonal, and becomes, by taking into account $\operatorname{det} V=1$,

$$
(-1)^{n^{2}}\left|\begin{array}{cccc}
0 & \left(\Omega_{1} V^{\dagger}\right)_{11}, & \ldots, & \left(\Omega_{n^{2}-1} V^{\dagger}\right)_{11}  \tag{A6}\\
\vdots & \vdots & & \vdots \\
0 & \left(\Omega_{1} V^{\dagger}\right)_{n-11}, & \ldots, & \left(\Omega_{n^{2}-1} V^{\dagger}\right)_{n-11} \\
V_{n 1}^{*} & \left(\Omega_{1} V^{\dagger}\right)_{1 n}, & \ldots, & \left(\Omega_{n^{2}-1} V^{\dagger}\right)_{1 n} \\
\vdots & \vdots & & \vdots \\
V_{n n}^{*} & \left(\Omega_{1} V^{\dagger}\right)_{n n}, & \cdots, & \left(\Omega_{n^{2}-1} V^{\dagger}\right)_{n n}
\end{array}\right|,
$$

where $V V^{\dagger}=V^{\dagger} V=1$ is considered. Similarly, (A6) is rewritten as follows:

$$
\left|\begin{array}{ccc}
\left(\Omega_{1}\right)_{11} & \ldots, & \left(\Omega_{n^{2}-1}\right)_{11} \\
\vdots & & \vdots \\
\left(\Omega_{1}\right)_{n n-1}, & \ldots, & \left(\Omega_{n^{2}-1}\right)_{n n-1}
\end{array}\right|
$$

(A7) ${ }^{8} \mathrm{H}$. Weyl, The Theory of Groups and Quantum Mechanics (Dover, New York, 1950).
${ }^{9}$ G. E. Baird and L. C. Biedenharn, J. Math. Phys. 4, 1449 (1963).
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The explicit formula for evaluating integrals of a product of the matrix elements of $\mathrm{SU}(n)$ is given in terms of Kronecker delta symbols.

## I. PRELIMINARIES

The integrals involving the matrix elements of $\operatorname{SU}(n)$, which are necessary for the strong coupling expansion of lattice gauge theory in the case of $\operatorname{SU}(3)$ (see Ref. 1), are given by the graphical method. ${ }^{2}$ In this paper, we give the explicit formula to the integrals by using the well-known group theoretical procedure. ${ }^{3}$

A parametrization of the elements of $\mathrm{SU}(n)$ and the Haar measure are given as follows ${ }^{4}$ :

$$
\begin{align*}
& g^{(n)}= g^{(n-1)} S_{n}^{(n)},  \tag{1}\\
& S_{n}^{(n)}=\left(\prod_{j=n}^{2} e^{i \phi_{n n-j+1} \Gamma_{j-1}} e^{\left.i \theta_{n-j+1} E_{i^{2}-2 i}\right)} e^{i \psi_{n n-1} \Gamma_{1},}\right. \\
& g^{(2)}=e^{i \phi_{2} r_{1} e^{i \theta_{2} E_{2} E_{2}} e^{i \psi_{2} \Gamma_{1}},} \\
& d V_{n}= {\left[\prod_{i=1}^{n-1} \cos \frac{\theta_{n i}}{2}\left(\sin \frac{\theta_{n i}}{2}\right)^{2(n-i)-1} d \theta_{n i} d \phi_{n i}\right] } \\
& \quad \times d \psi_{n n-1} d V_{n-1},  \tag{2}\\
& d V_{2}=\cos \left(\theta_{21} / 2\right) \sin \left(\theta_{21} / 2\right) \mathrm{d} \theta_{21} \mathrm{~d} \phi_{21} \mathrm{~d} \psi_{21}, \\
& 0 \leqslant \theta_{j k}<\pi, \quad 0 \leqslant \phi_{j k}<4 \pi, \quad 0<\psi_{j j-1}<2 \pi .
\end{align*}
$$

The matrix elements of (1) are, for example, given by the expressions

$$
\begin{aligned}
& \left(R_{j}\right)_{j-1 j-1}=\cos (\theta / 2) e^{i \phi / 2}, \\
& \left(R_{j}\right)_{j j}=\cos (\theta / 2) e^{-i \phi / 2}, \\
& \left(R_{j}\right)_{j-1 j}=\sin (\theta / 2) e^{i \phi / 2}, \\
& \left(R_{j}\right)_{j j-1}=-\sin (\theta / 2) e^{-i \phi / 2}, \\
& \left(R_{j}\right)_{k l}=\delta_{k l}, \quad \text { for } k \neq j, j-1,
\end{aligned}
$$

where

$$
R_{j}=e^{i \phi \Gamma_{j-1}} e^{i \theta E_{\rho}-2}
$$

If we introduce $d g=d V_{n} / V_{n}$ with $V_{n}=(4 \pi)^{n} V_{n-1} /$ [ $2(n-1)!]$ and $V_{2}=(4 \pi)^{2} / 2$, the measure $d g$ is normalized to one on $\operatorname{SU}(n)$, i.e.,

$$
\begin{equation*}
\int_{\mathrm{SU}(n)} d g=1 \tag{3}
\end{equation*}
$$

It is our problem to calculate the integrals of the form

$$
\begin{equation*}
\int_{\mathrm{SU}(n)} d g g_{i_{i},} \cdots g_{i_{j} j_{s}} g_{k_{1} l_{1}}^{*} \cdots g_{k_{t} l_{t}}^{*} \tag{4}
\end{equation*}
$$

where the superscript $n$ on $g$ is omitted. The integral (4) is easily calculated if we decompose a direct product quantity $g_{i_{j},} \cdots g_{i_{s} j_{s}}$ into the irreducible components of the representation. Therefore, we first show that the representation given by $g_{i j}$ is equivalent to a vector representation of $\operatorname{SU}(n)$.

The elements of the unitary irreducible representations (UIR) of $\mathrm{U}(n)$ are given by the Gel'fand and Tsetlin basis ${ }^{5}$

$$
\begin{equation*}
\left|m_{j k}\right\rangle=\left|\lambda_{n}, \ldots, \lambda_{1}\right\rangle \tag{5}
\end{equation*}
$$

where $\lambda_{j}$ denotes $\left(m_{1 j}, \ldots, m_{j j}\right)$. The non-negative integers $m_{j k}$ are subject to the conditions $m_{j k+1} \geqslant m_{j k}>m_{j+1 k+1}$. The dimension of the UIR of $\mathrm{U}(n)$ is given by ${ }^{3}$

$$
\begin{equation*}
N\left(\lambda_{n}\right)=\frac{\Pi_{i<j}\left(t_{i}-t_{j}\right)}{(n-1)!\cdot \cdot 2!1!}, \quad t_{j}=m_{j n}+n-j \tag{6}
\end{equation*}
$$

It is noted that the representations of $\mathrm{SU}(n)$ are given by taking $m_{n n}=0$, and the vector representation with the dimension $n$ is given by $m_{1 n}=1$ and $m_{j n}=0(j=2, \ldots, n)$.

The representation $D$ matrix elements of $\mathrm{U}(n)$ are defined as follows:

$$
\begin{align*}
& D_{\left\{\lambda_{n-1}| | \lambda_{n-1}\right\}}^{\left(\lambda_{n}\right)}\left(g^{(n)}\right) \\
& \quad=\left\langle\lambda_{n}\left\{\lambda_{n-1}^{\prime}\right\}\right| D^{(n)}\left(g^{(n)}\right) \mid \lambda_{n}\left\{\lambda_{n-1}\right\} \tag{7}
\end{align*}
$$

where $\left\{\lambda_{n-1}\right\}$ means $\left(\lambda_{n-1}, \ldots, \lambda_{1}\right)$ and $D^{(n)}\left(g^{(n)}\right)$ denotes the representation matrix corresponding to (1). The orthogonality relation for (7) is given by ${ }^{4,6}$

$$
\begin{gather*}
\int_{\mathrm{SU}(n)} \overline{D_{\left.\left\{\lambda_{n-1}^{\prime}\right\} \mid \lambda_{n-1}^{\prime \prime}\right\}}^{\left(\lambda_{n}^{\prime}\right)}}(g) D_{\left\{\lambda_{n-1} \mid\left\{\lambda_{n-1}^{\prime \prime}\right\}\right.}^{\left(\lambda_{n}\right)}(g) d g \\
=  \tag{8}\\
=\frac{1}{N\left(\lambda_{n}\right)} \delta_{\left|\lambda_{n}\right|\left\{\lambda_{n} \mid\right.} \delta_{\left\{\lambda_{n-1}^{\prime \prime}| | \lambda_{n-1}^{\prime \prime \prime}\right\}} .
\end{gather*}
$$

As noted below (6), the vector representation is given by taking $m_{1 n}=1$ and $m_{j n}=0(j=2, \ldots, n)$ and has dimension $n$. Then we may write the basis corresponding to (5) as follows:

$$
\begin{equation*}
|1,(m)\rangle \equiv\left|1, m_{n-1}, m_{n-2}, \ldots, m_{1}\right\rangle, \tag{9}
\end{equation*}
$$

where $(m)$ stands for $\left(m_{n-1}, \ldots, m_{1}\right)$ and $m_{j}$ takes the values from 0 to $m_{j+1}$, which takes 0 or 1 . There are $n$ independent bases corresponding to the dimension $n$. The matrix elements of the vector representation are given in terms of (9) by

$$
\begin{equation*}
\left\langle 1,\left(m^{\prime}\right)\right| g^{(n)}|1,(m)\rangle . \tag{10}
\end{equation*}
$$

The matrix elements $g_{i j}$ are specified by the basis $|j\rangle(j=1, \ldots, n)$, which is given by a column vector with one on the $j$ th and zeros on the other $n-1$ components. As we have $n$ independent bases for both (9) and $|j\rangle$, we may write the relation between them as follows:

$$
\begin{equation*}
|j\rangle=\sum_{(m)} U_{j m)}|1,(m)\rangle \tag{11}
\end{equation*}
$$

It follows from (11) that the coefficients $U_{f(m)}$ satisfy the unitarity conditions, i.e.,

$$
\begin{align*}
& \delta_{j k}=\langle j \mid k\rangle=\sum_{(m)} U_{j(m)}^{*} U_{k(m)} \\
& \delta_{\left(m^{\prime}\right)(m)}=\left\langle 1,\left(m^{\prime}\right) \mid 1,(m)\right\rangle=\sum_{j} U_{\hat{N}\left(m^{\prime}\right)}^{*} U_{j(m)} \tag{12}
\end{align*}
$$

The matrix elements $g_{i j}$ are given in terms of (10) as follows:

$$
\begin{align*}
g_{i j} & =\langle i| g^{(n)}|j\rangle \\
& =\sum_{\left(m^{\prime}| |\left(m^{2}\right)\right.} U_{i\left(m^{\prime}\right)}^{*} U_{\lambda|m|}\left\langle 1,\left(m^{\prime}\right)\right| g^{(n)}|1,(m)\rangle . \tag{13}
\end{align*}
$$

It is, therefore, evident from (13) that the representation $g_{i j}$ is equivalent to the vector representation and the $g_{i j}$ 's satisfy the following relations:

$$
\begin{equation*}
\int_{\mathrm{SU}(n)} g_{i j} d g=0, \quad \int_{\mathrm{SU}(n)} g_{i j} g_{k l}^{*} d g=\frac{1}{n} \delta_{i k} \delta_{j l} \tag{14}
\end{equation*}
$$

where the relations ( 8 ) and (12) are used.
In order to decompose the direct product of the $g_{i j}$ 's into irreducible ones, we explain Young's diagram briefly. ${ }^{3}$ For a given integer $s$, a partition of $s$ is considered as follows:

$$
\begin{equation*}
s=m_{1}+\cdots+m_{r}, \quad m_{1} \geqslant m_{2} \geqslant \cdots \geqslant m_{r}>0, \tag{15}
\end{equation*}
$$

where $m_{1}, \cdots, m_{r}$ are all integers. To each partition of (15) corresponds the Young's diagram $B$. The diagram $B$ has $f_{(m)}$ standard tableaux, which are defined by the condition that the numbers $(1,2, \ldots, s)$ increase in each row of $B$ from left to right and in every column of $B$ downwards,

$$
\begin{equation*}
f_{(m)}=s!\frac{\Pi_{i<j}\left(l_{i}-l_{j}\right)}{l_{1}!\cdots l_{r}!}, \tag{16}
\end{equation*}
$$

where $(m)=\left(m_{1}, m_{2}, \ldots, m_{r}\right)$ and $l_{j}=m_{j}+r-j(j=1,2, \ldots, r)$. We introduce Young's symmetrizer to one of the standard tableaux as follows:

$$
\begin{equation*}
\sum \epsilon_{q} q \sum p \tag{17}
\end{equation*}
$$

where $p$ denotes any permutation which interchanges only the numbers of each row among themselves, $\Sigma p$ means the sum over all $p$, and $q$ denotes the vertical permutation with plus or minus sign according to whether the permutation $q$ is even or odd. Using (16) and (17), we can make the decomposition of the unit element as follows ${ }^{3}$ :

$$
\begin{equation*}
1=\sum \frac{f_{(m)}}{s!} e_{B} \tag{18}
\end{equation*}
$$

where the summation is taken over all possible partitions of $s$ in (15) and $e_{B}$ is the sum of the Young's symmetrizers corresponding to the standard tableaux of the diagram $B$.

## II. CONSTRUCTION OF COMPUTATION FORMULA OF INTEGRAL

Making use of (18), we decompose the quantity contained in (4) into the irreducible components as follows:

$$
\begin{equation*}
g_{i, j,} \cdots g_{i, j_{s}}=\sum \frac{f_{(m)}}{s!} e_{B} g_{i_{i} j_{1}} \cdots g_{i_{s}, s_{s}}, \tag{19}
\end{equation*}
$$

where the permutation in $e_{B}$ is taken over the indices of $j$ s for fixed $i$ 's. For example, $e_{B}$ corresponding to the case of $s=3$ with the partition $3=2+1$ and its action on the indices are given by

$$
\begin{aligned}
& e_{B}=(1-(13))(1+(12))+(1-(12))(1+(13)),
\end{aligned}
$$

which agrees with that given for $s=n$ in Ref. 2. Here, $e_{B}=\Sigma \epsilon_{q} q$ in (23) corresponds to a column diagram and means all possible permutations over the indices of the $j$ 's with plus or minus one according to even or odd permuta-
It is, of course, known that the irreducible quantities corresponding to the different standard tableaux of the same diagram are equivalent to each other. Though it is possible to introduce the symmetrizer with respect to the $i$ 's in (19), it is sufficient for us to consider (19).

The matrix elements of the irreducible unitary representation of the compact group satisfy the following orthogonal relation ${ }^{6}$ :

$$
\begin{equation*}
\int_{g} t^{(\alpha)}(g) t_{m n}^{(\beta) *}(g) d g=\frac{1}{d_{\alpha}} \delta_{\alpha \beta} \delta_{i m} \delta_{j n}, \tag{21}
\end{equation*}
$$

where $\alpha$ is a parameter characterizing the irreducible representation, $i$ and $j$ specify the matrix elements of the representation matrix, and $d_{\alpha}$ is the dimension of the irreducible representation $\alpha$. In the case of $\operatorname{SU}(n)$, the partition (15) gives the $f_{(m)}$ equivalent irreducible representations and the dimension of the irreducible representation corresponding to a standard tableau is given as follows ${ }^{3}$ :

$$
\begin{equation*}
d_{(m)}=\prod_{i<j}\left(p_{i}-p_{j}\right) /[(n-1)!\cdots 2!1!], \tag{22}
\end{equation*}
$$

where $(m)=\left(m_{1}, m_{2}, \ldots, m_{r}, 0, \ldots, 0\right)$ with $r \leqslant n$ and $n-r$ zeros, and $p_{j}=m_{j}+n-j(j=1,2, \ldots, n)$. Of course, the partition $(m)$ corresponds to ( $m_{1 n}, \ldots, m_{r n}, 0, \ldots, 0$ ) in the Gel'fand and Tsetlin basis and (22) to (6).

It follows from (14) that the indices $i$ and $j$ of $g$ are used to specify the matrix elements of the fundamental representation of $\operatorname{SU}(n)$ that has the dimension $n$. The left side of (19), the direct product of $g$ 's, can be considered as the representation matrix elements such as $t_{\left(i_{i}, \cdots, i j j_{i}-\tilde{j}_{j}\right)}(g)$, which is reducible. Therefore, it is considered that (19) expresses the decomposition of the representation matrix elements into the irreducible components in which the equivalent representations are included. Taking into account (21) and the fact that the different partitions of (15) give nonequivalent representations, we easily calculate the integral (4).

As the right side of (19) can contain a scalar only for $s=n(s<2 n)$, which corresponds to one column diagram, we obtain

$$
\begin{align*}
& \int_{\mathrm{SU}(n)} g_{i, j_{1}} \cdots g_{i_{j, j}} d g \\
& =\delta_{s n} \frac{1}{n!} \int_{\mathrm{SU}(n)} e_{B} g_{i, j}, \cdots g_{i_{n} j_{n}} d g \\
& =\frac{1}{n!} \delta_{s n} \int_{\mathrm{SU}(n)}\left|\begin{array}{llr}
g_{i_{i, j}} & \cdots & g_{i_{1} j_{n}} \\
\cdot & & \cdot \\
\cdot \dot{g}_{i_{n} j_{1}} & \cdots & g_{i_{n} \dot{j}_{n}}
\end{array}\right| d g \\
& =\frac{1}{n!} \delta_{s n} \epsilon_{i, \ldots \cdots_{n}} \epsilon_{j, \ldots j_{n}} \\
& =\frac{1}{n!} \delta_{s n}\left|\begin{array}{llr}
\delta_{i, j_{1}} & \cdots & \delta_{i_{i, j_{n}}} \\
\cdot & & \cdot \\
\cdot & & \cdot \\
\dot{\delta}_{i_{n} j_{1}} & \cdots & \delta_{i_{n} j_{n}}
\end{array}\right|, \tag{20}
\end{align*}
$$

tion $q$. Similarly, we can give the following formula to the integral (4) for $0<s, t \leqslant n$ :

$$
\begin{aligned}
\int_{\mathrm{SU}(n)} g_{i_{1} j_{1}} & \cdots g_{i_{s} j_{s}} g_{k_{t} l_{1},}^{*} \cdots g_{k_{1} l_{t}}^{*} d g \\
= & \delta_{s t} \sum_{(m)} \frac{\left(f_{(m)}\right)^{2}}{(s!)^{2}} \frac{1}{d_{(m)}} \\
& \quad \times \sum_{p}\left\{P \delta_{i, k_{1}} \cdots \delta_{i_{s} k_{s}}\left(e_{B} \delta_{j_{1} l_{1}} \cdots \delta_{j_{s} l_{s}}\right)\right\}
\end{aligned}
$$

where $e_{B}$ denotes the sum of the Young's symmetrizers formed from the standard tableaux corresponding to the dia$\operatorname{gram} B$ and the permutations in $e_{B}$ act on the indices of $l$ 's for fixed $j$ 's, $\Sigma_{(m)}$ means the sum over all possible partitions of $s\left(=m_{1}+\cdots+m_{r}, r \leqslant n\right)$ as in (15), and $\Sigma_{P}$ means the sum in the same way over the indices $k$ 's and $l$ 's for fixed $i$ 's and $j$ 's. The last statement means, for instance, for $e_{B}$ $=(1-(12))(1+(13))+(1-(13))(1+(12))$ corresponding to the diagram


$$
\begin{aligned}
& \sum_{P} P \delta_{i, k} \delta_{i_{2} k_{2}} \delta_{i_{3} k_{3}} e_{B} \delta_{j_{1} l_{1}} \delta_{j_{2} l_{2}} \delta_{j_{3} l_{3}} \\
& =\delta_{i, k_{1}} \delta_{i_{2} k_{2}} \delta_{i_{3} k_{3}} e_{B} \delta_{j_{1} l_{1}} \delta_{j_{2} l_{2}} \delta_{j_{3} l_{3}}+\delta_{i, k_{1}} \delta_{i_{2} k_{3}} \delta_{i_{3} k_{2}} e_{B} \delta_{j_{1} l_{1}} \delta_{j_{2} l_{3}} \delta_{j_{3} l_{2}}+\delta_{i, k_{2}} \delta_{i_{2} k_{1}} \delta_{i_{3} k_{3}} e_{B} \delta_{j l_{2} l_{2}} \delta_{j_{2} l_{1}} \delta_{j_{3} l_{3}} \\
& +\delta_{i_{1} k_{2}} \delta_{i_{2} k_{3}} \delta_{i_{3} k_{1}} e_{B} \delta_{j_{1} l_{2}} \delta_{j_{2} l_{3}} \delta_{j_{3} l_{1}}+\delta_{i_{1} k_{3}} \delta_{i_{2} k_{1}} \delta_{i_{3} k_{2}} e_{B} \delta_{j_{1} l_{3}} \delta_{j_{2} l_{1}} \delta_{j_{3} l_{2}}+\delta_{i_{1} k_{3}} \delta_{i_{2} k_{2}} \delta_{i_{3} k_{1}} e_{B} \delta_{j, l_{3}} \delta_{j_{2} l_{2}} \delta_{j_{3} l_{1}}, \\
& e_{B} \delta_{j^{\prime} l_{1}} \delta_{j^{\prime} l_{2} l_{2}} \delta_{j^{\prime} l_{3}}=2 \delta_{j_{1}^{\prime} l_{1}} \delta_{j_{2}^{\prime} l_{2}} \delta_{j_{3}^{\prime} l_{3}}-\delta_{j_{1}^{\prime} l_{3}} \delta_{j_{2}^{\prime} l_{1}} \delta_{j_{3}^{\prime} l_{2}}-\delta_{j_{1}^{\prime} l_{2}} \delta_{j^{\prime} l_{3}} \delta_{j_{3}^{\prime} l_{1}} .
\end{aligned}
$$

Though the integral (24) is given for $s, t \leqslant n$, those for $s>n(t>n)$ or $s, t>n$ are easily found. For instance, in the case of $s=n+t$ and $\mathrm{t}<\mathrm{n}$, the partition of $s$ which contributes to the integral is $(m)=\left(m_{1}, m_{2}, \ldots m_{n-1}, 1\right)$ and the representations given by the partition are equivalent to those given by $\left(m^{\prime}\right)=\left(m_{1}-1, m_{2}-1, \ldots, m_{n-1}, 0\right)$ with $t=m_{1}^{\prime}+\ldots+m_{n-1}^{\prime}, m_{1}^{\prime}$ $\geqslant m_{2}^{\prime} \geqslant \cdots \geqslant m_{n-1}^{\prime} \geqslant 0$. The explicit form of the decomposition into the irreducible components is given as follows:

$$
\begin{equation*}
g_{i_{1}, j_{1}} \cdots g_{i_{s} j_{s}} \cong \sum \frac{f_{(m)}}{s!} \epsilon_{i_{1}, \cdots i_{n}} \epsilon_{j_{1} \cdots j_{n}} e_{B} g_{i_{n+1} j_{n+1}} \ldots g_{i_{s} s} \tag{25}
\end{equation*}
$$

where on the right side only the typical term, which contributes to the integrals, is written and therefore we must add over the terms corresponding to the standard tableaux. Then the integral is easily found because only the same form of the integral as in (24) is needed.

## III. SIMPLE EXAMPLES

Some simple examples for the integral (15) are given below.
(1) For $s=2$. There are two diagrams $\square \square$ and

$$
d_{(2,0, \ldots, 0)}=n(n+1) / 2, \quad d_{(1,1,0, \ldots, 0)}=n(n-1) / 2
$$

The integral (24) gives

$$
\begin{align*}
\int_{\mathrm{SU}(n)} g_{i_{1},} g_{i_{2} j_{2}} g_{k_{1} l_{1}}^{*} g_{k_{2} l_{2}}^{*} d g= & \frac{1}{(2)^{2}} \frac{1}{d_{(2,0, \ldots, 0)}} \sum P \delta_{i_{1} k_{1}} \delta_{i_{2} k_{2}}(1+(12)) \delta_{j_{1} l_{1}} \delta_{j_{2} l_{2}} \\
& +\frac{1}{(2)^{2}} \frac{1}{d_{(1,1,0, \ldots, \ldots)}} \sum P \delta_{i_{1} k_{1}} \delta_{i_{2} k_{2}}(1-(12)) \delta_{j_{1} l_{1}} \delta_{j_{2} l_{2}} \\
= & \frac{1}{2 n(n+1)}\left(\delta_{i_{1} k_{1}} \delta_{i_{2} k_{2}}+\delta_{i_{1} k_{2}} \delta_{i_{2} k_{1}}\right)\left(\delta_{j_{1} l_{1}} \delta_{j_{2} l_{2}}+\delta_{j_{1} l_{2}} \delta_{j_{2} l_{2}}\right) \\
& +\frac{1}{2 n(n-1)}\left(\delta_{i_{1} k_{1}} \delta_{i_{2} k_{2}}-\delta_{i_{1} k_{2}} \delta_{\left.i_{2} k_{1}\right)}\right)\left(\delta_{j_{1} l_{1}} \delta_{j_{2} l_{2}}-\delta_{j_{2} l_{1}} \delta_{j_{1} l_{2}}\right) \tag{26}
\end{align*}
$$

which leads to the same expression as in Ref. 2.
(2) For $s=3$. There are three diagrams:


The dimensions of their irreducible representations are, respectively,

$$
d_{(3,0, \ldots, 0)}=n(n+1)(n+2) / 3!, \quad d_{(2,1,0, \ldots, 0)}=n\left(n^{2}-1\right) / 3, \quad d_{(1,1,1,0, \ldots, 0)}=n(n-1)(n-2) / 3!
$$

The integral (24) gives

$$
\begin{align*}
& \int_{\mathrm{SU}(n)} g_{i j_{1}} g_{i_{i_{2}}} g_{i_{3} j_{3}} g_{k_{1} l_{1}}^{*} g_{k_{2} l_{2}}^{*} g_{k_{3} l_{3}}^{*} d g \\
& = \\
& =\frac{1}{3!n(n+1)(n+2)} \sum P \delta_{i, k_{1}} \delta_{i_{2} k_{2}} \delta_{i_{3} k_{3}} e_{B_{1}} \delta_{j_{1} l_{1}} \delta_{j_{2} l_{2}} \delta_{j_{3} l_{3}}+\frac{1}{3 n\left(n^{2}-1\right)} \sum P \delta_{i_{1} k_{1}} \delta_{i_{2} k_{2}} \delta_{i_{3} k_{3}} e_{B_{2}} \delta_{j_{1} l_{1}} \delta_{j_{2} l_{2}} \delta_{j_{3} l_{3}}  \tag{27}\\
& \\
& \quad+\frac{1}{3!n(n-1)(n-2)} \sum P \delta_{i_{1} k_{1}} \delta_{i_{2} k_{2}} \delta_{i_{3} k_{3}} e_{B_{3}} \delta_{j_{1} l_{1}} \delta_{j_{2} l_{2}} \delta_{j_{3} l_{3}}
\end{align*}
$$

where

$$
\begin{aligned}
& e_{B_{1}}=1+(12)+(13)+(23)+(123)+(132) \\
& e_{B_{2}}=(1-(12))(1+(13))+(1-(13))(1+(12)) \\
& e_{B_{3}}=1-(12)-(13)-(23)+(123)+(132)
\end{aligned}
$$

(3) For $s=4$. There are five diagrams:


The dimensions of their irreducible representations are, respectively,

$$
\begin{aligned}
& d_{(4,0, \ldots, 0)}=n(n+1)(n+2)(n+3) / 4!, \quad d_{(3,1,0, \ldots, 0)}=n(n-1)(n+1)(n+2) / 8 \\
& d_{(2,2,0, \ldots, 0}=n^{2}\left(n^{2}-1\right) / 12, \quad d_{(2,1,1,0, \ldots, 0)}=n\left(n^{2}-1\right)(n-2) / 8, \quad d_{(1,1,1,1,0, \ldots, 0)}=n(n-1)(n-2)(n-3) / 4!.
\end{aligned}
$$

The expression (16) gives

$$
f_{(4,0, \ldots, 0)}=f_{(1,1,1,1,0, \ldots, 0)}=1, \quad f_{(2,2,0, \ldots, 0)}=2, \quad f_{(3,1,0, \ldots, 0)}=f_{(2,1,1,0, \ldots, 0)}=3
$$

The integral (24) gives
$\int_{\mathrm{SU}(n)} g_{i_{1} j_{1}} g_{i_{2} j_{2}} g_{i_{3} j_{3}} g_{i_{4} j_{4}} g_{k_{1} l_{1}}^{*} g_{k_{2} l_{2}}^{*} g_{k_{3} l_{3}}^{*} g_{k_{4} l_{4}}^{*} d g$

$$
\begin{align*}
= & \frac{1}{4!n(n+1)(n+2)(n+3)} \sum P \delta_{i_{1} k_{1}} \delta_{i_{2} k_{2}} \delta_{i_{3} k_{3}} \delta_{i_{4} k_{4}} e_{B_{1}} \delta_{j_{1} l_{1}} \delta_{j_{2} l_{2}} \delta_{j_{3} l_{3}} \delta_{j_{4} l_{4}} \\
& +\frac{1}{8 n(n-1)(n+1)(n+2)} \sum P \delta_{i_{1} k_{1}} \delta_{i_{2} k_{2}} \delta_{i_{3} k_{3}} \delta_{i_{4} k_{4}} e_{B_{2}} \delta_{i_{1} l_{1}} \delta_{j_{2} l_{2}} \delta_{j_{3} l_{3}} \delta_{j_{4} l_{4}} \\
& +\frac{1}{12 n^{2}\left(n^{2}-1\right)} \sum P \delta_{i_{1} k_{1}} \delta_{i_{2} k_{2}} \delta_{i_{3} k_{3}} \delta_{i_{4} k_{4}} e_{B_{3}} \delta_{j_{1} l_{1}} \delta_{j_{2} l_{2}} \delta_{j_{3} l_{3}} \delta_{j_{4} l_{4}} \\
& +\frac{1}{8 n(n+1)(n-1)(n-2)} \sum P \delta_{i_{1} k_{1}} \delta_{i_{2} k_{2}} \delta_{i_{3} k_{3}} \delta_{i_{4} k_{4}} e_{B_{4}} \delta_{j_{1} l_{1}} \delta_{j_{2} l_{2}} \delta_{j_{3} l_{3}} \delta_{j_{4} l_{4}} \\
& +\frac{1}{4!n(n-1)(n-2)(n-3)} \sum P \delta_{i_{1} k_{1}} \delta_{i_{2} k_{2}} \delta_{i_{3} k_{3}} \delta_{i_{4} k_{4}} e_{B_{3}} \delta_{j_{1} l_{1}} \delta_{j_{2} l_{2}} \delta_{j_{3} l_{3}} \delta_{j_{4} l_{4}} \tag{28}
\end{align*}
$$

where

$$
\begin{aligned}
e_{B_{1}}= & 1+(12)+(13)+(14)+(23)+(24)+(34)+(12)(34)+(13)(24)+(14)(23)+(123)+(132)+(124) \\
& +(142)+(134)+(143)+(234)+(243)+(1234)+(1243)+(1324)+(1342)+(1423)+(1432), \\
e_{B_{2}}= & (1-(12))(1+(13)+(14)+(34)+(134)+(143))+(1-(13))(1+(12)+(14)+(24)+(124)+(142))) \\
& +(1-(14))(1+(12)+(13)+(23)+(123)+(132)), \\
e_{B_{3}}= & (1-(12))(1-(34))(1+(13))(1+(24))+(1-(13))(1-(24))(1+(12))(1+(34)), \\
e_{B_{4}}= & (1-(12)-(14)-(24)+(124)+(142))(1+(13))+(1-(12)-(13)-(23)+(123)+(132))(1+(14)), \\
e_{B_{3}}= & 1-(12)-(13)-(14)-(23)-(24)-(34)+(12)(34)+(13)(24)+(14)(23)+(123)+(132)+(124) \\
& +(142)+(134)+(143)+(234)+(243)-(1234)-(1243)-(1324)-(1342)-(1423)-(1432) .
\end{aligned}
$$

It is noted that the expressions corresponding to a row and a column on the right side of (24) can be rewritten, respectively, as follows:

$$
\left.\begin{array}{l}
\frac{(n-1)!}{(n+s-1) \backslash s!}\left(\sum P \delta_{i, k_{1}} \cdots \delta_{i s k_{s}}\right)\left(\sum P \delta_{j_{1} l_{1}} \cdots \delta_{j l_{s},}\right) \\
\frac{(n-s)!}{n!s!}\left(\sum \epsilon_{p} P \delta_{i, k_{1}} \cdots \delta_{i s} k_{s}\right. \tag{29}
\end{array}\right)\left(\sum \epsilon_{p} P \delta_{j_{1} l_{1}} \cdots \delta_{j l_{s} s}\right), ~ l
$$

where $\Sigma P$ means the sum over all permutations of the indices of $k$ 's ( $l$ 's) for fixed $i$ 's $\left(J\right.$ 's), and similarly $\Sigma \epsilon_{p} P$ means the same as $\Sigma P$ except for plus or minus one according to whether $P$ is an even or odd permutation.
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#### Abstract

We obtain expansions for the eigenvalues $C_{p}$ of the invariant operators (Casimir operators) of the general linear, and the orthosymplectic Lie superalgebras in terms of products of suitably defined graded power sums $P_{k}$. The resulting expressions are closed and provide unified formulas for computing the $C_{p}$ 's for those superalgebras as well as their corresponding Lie algebras. The formulas are remarkably simple to suggest that the power sums used in this text could play a more basic role in the understanding of the pattern of the expansion coefficients. Explicit illustrations are given for the various series for $p \leqslant 8$.


## I. INTRODUCTION

The problem of constructing the generalized invariant operators of the general linear, the special linear, and the orthosymplectic Lie superalgebras has been successfully accomplished. ${ }^{1-4}$ The related problem of finding the generalized eigenvalues of these invariants in simple and convenient forms continues to receive attention. ${ }^{5-15}$

Recently Scheunert, ${ }^{6}$ and Bincer, ${ }^{7}$ working in tensor basis, were able to obtain expressions for the eigenvalues of these superalgebras in a particularly useful closed form, analogous to those of Perelomov and Popov ${ }^{8}$ for the unitary, and the present authors ${ }^{13}$ for the orthogonal and the symplectic Lie algebras [see Eq. (2.8) of this paper].

As recognized by earlier authors, ${ }^{9,14}$ this form of expression though useful for studying the analytic structures of the $C_{p}$, is not particularly suited for practical calculations even for low values of $p$, since the summation as well as the product runs through to the rank of the algebra. The equation also contains fractional terms, whereas the $C_{p}$ is a polynomial in the $\lambda$ 's, and there must be cancellations. Some successful attempts have been made in the past for the various series of the classical Lie algebras to rewrite the $C_{p}$ using generating functions, as a polynomial expansion in the $\lambda$ 's. Perhaps the most convenient form so far as a result of this endeavor is the power sums product expansion formula for the $C_{p}$, obtained for the $u(n)$ by Popov, ${ }^{10}$ and for the $\mathrm{o}(n)$ and the $\mathrm{sp}(2 n)$ by one of the present authors. ${ }^{15}$

In what follows we attempt to express directly the eigenvalues of the general linear $u(n, m)$, the special linear $\operatorname{su}(n, m)$ and the orthosymplectic $\operatorname{osp}(N, 2 m)$ Lie superalgebras, as sums of products of suitably defined power sums, obtaining expressions for these Lie superalgebras analogous to those of Refs. (10) and (15) for the Lie algebras, and thus tying together the treatment of this aspect of the problem.

In so doing we have chosen to expand in terms of the naturally occurring graded power sum $P_{k}$ defined in Eq. (2.15). With this power sum, half of the terms in the coefficients of the expansion vanish resulting in considerable time

[^2]saved. The final result appears remarkably simple to suggest that the $P_{k}$ 's and therefore their nongraded limits $P_{k}^{0}$ could play a useful role in the study of the general patterns for these coefficients. Our result also affords a direct proof of the Ansatz obtained by Balantekin and Bars ${ }^{2,5}$ for the su(n), and conjectured by them for the o $(N)$. Finally, for the case of the $\mathrm{sp}(2 n)$ we obtain the corresponding Ansatz.

In order to fix the notations and keep the presentation as self-contained as practicable, we outline briefly in Sec . II some of the earlier results which we need to derive our main equations in Sec. III. Illustrative examples are outlined in Sec. IV, which also contains pertinent discussions. There are appendices which outline the properties of the coefficients $Q_{l}(v)$ and $\beta_{p}(v)$ for completeness.

## II. NOTATIONS AND DEFINITIONS

The infinitesimal generators $X_{j}^{i}$, in the canonical two index form (Racah basis) of the general linear, and the orthosymplectic Lie superalgebras satisfy the commutation relations, which can be written in a single form as

$$
\begin{align*}
\left\langle X_{j}^{i}, X_{l}^{k}\right\rangle= & \delta_{j}^{k} X_{l}^{i}-(-1)^{\left.\left(\eta_{i}+\eta_{j}\right) \eta_{k}+\eta_{l}\right)} \delta_{l}^{i} X_{j}^{k} \\
& -(-1)^{\eta \eta_{j}} \epsilon_{-i} \epsilon_{j}\left(\delta_{-i}^{k} X_{l}^{-j}\right. \\
& \left.-(-1)^{\left(\eta_{i}+\eta_{j}\left(\eta_{k}+\eta_{l}\right.\right.} \delta_{l}^{-j} X_{-i}^{k}\right), \tag{2.1}
\end{align*}
$$

where the supercommutator $\langle$,$\rangle is defined by$

$$
\begin{equation*}
\left\langle X_{j}^{i}, X_{l}^{k}\right\rangle=X_{j}^{i} X_{I}^{k}-(-1)^{\left(\eta_{i}+\eta_{j} \lambda \eta_{k}+\eta_{l}\right.} X_{l}^{k} X_{j}^{i}, \tag{2.2}
\end{equation*}
$$

with the index grading

$$
\eta_{i}= \begin{cases}0, & -n<i \leqslant n,  \tag{2.3}\\ 1, & n+1 \leqslant|i| \leqslant n+m,\end{cases}
$$

and

$$
\epsilon_{i}= \begin{cases}1, & -n<i<n  \tag{2.4}\\ \operatorname{sgn} i, & n+1 \leqslant|i| \leqslant n+m .\end{cases}
$$

Equation (2.1) as it stands in full with the indices running from $-n-m$ to $n+m$ describes the orthosymplectic Lie superalgebra osp $(N, 2 m)$. Here $N$ stands for $2 n$ or $2 n+1$, and zero is included only when $N$ is odd. If the $\eta_{i}$ 's are set
equal to zero (one) we recover the Lie algebra o( $N$ ) $[\operatorname{sp}(2 n)]$. If the indices are restricted to vary from 1 to $n+m$ only, the general linear Lie superalgebra $u(n, m)$, is obtained. In this case the Lie algebra $u(n)$ is recovered by setting the $\eta_{i}$ 's equal to zero.

The pth-order invariant (Casimir) operators $\widehat{C}_{p}$ for each of the superalgebras are defined by

$$
\begin{align*}
& \hat{C}_{p}=\sum_{i_{1}, \cdots, i_{p}} X_{i_{1}}^{i_{P}} \sigma_{i_{1}} X_{i_{2}}^{i_{1}} \sigma_{i_{2}} \cdots X_{i_{p}}^{i_{p}-1}, \quad p \geqslant 1,  \tag{2.5}\\
& \widehat{C}_{0}=\sum_{i} \sigma_{i}, \quad \text { where } \sigma_{i}=(-1)^{\eta_{i}}, \tag{2.6}
\end{align*}
$$

and the summation runs over the appropriate ranges of the indices in each case. Clearly, these operators commute accordingly with all the generators of the algebra, and by the generalized Schur lemma, they are constant multiples of the identity matrix in any irreducible representation, except possibly when the dimensions of the bosonic and fermionic subspaces of the superalgebra are equal. This case is therefore excluded from consideration in this paper. ${ }^{16}$

For representations with unique highest weight, by acting recursively $p$ times on the highest weight with the operator $T_{j}^{i}(p)$ defined by

$$
\begin{equation*}
T_{j}^{i}(p)=\sum_{i_{1}}\left(X^{p-1}\right)_{i_{1}}^{i} \sigma_{i_{1}} X_{j}^{i_{1}}, \tag{2.7}
\end{equation*}
$$

and contracting the $i$ and $j$ indices afterwards, one obtains the expression for the eigenvalues $C_{p}$ of the Casimir operators of the superalgebras as sums of the elements of the corresponding Perelomov-Popov matrix $A_{i j}$ raised to the power $p$. On diagonalizing the $A_{i j}$, the $C_{p}$ can be written in the form ${ }^{6,7}$

$$
\begin{equation*}
C_{p}=\sum_{i} \sigma_{i} \lambda_{i}^{P} \xi_{i} \prod_{j \neq \pm i, 0}\left(1-\frac{\sigma_{j}}{\lambda_{i}-\lambda_{j}}\right) \tag{2.8}
\end{equation*}
$$

where the summation and the product run over the respective ranges as indicated earlier for each superalgebra.

In Eq. (2.8)

$$
\zeta_{i}= \begin{cases}1, & \text { for the } \mathbf{u}(n, m)  \tag{2.9}\\ 1+\frac{\sigma_{i}-1}{\lambda_{-i}-\lambda_{i}}, & \text { for the } \operatorname{osp}(2 n, 2 m), \\ 1+\left(1-\delta_{i 0}\right) \frac{\sigma_{i}+1}{\lambda_{-i}-\lambda_{i}}, & \text { for the } \operatorname{osp}(2 n+1,2 m)\end{cases}
$$

Here the $\lambda_{i}$ 's are the diagonal elements of $A_{i j}$ given by
$\lambda_{i}= \begin{cases}\sigma_{i} f_{i}+r_{i}+\frac{1}{2}\left(n-m-\sigma_{i}\right), & \text { for the u }(n, m), \\ \sigma_{i} f_{i}+r_{i}+\frac{1}{2}\left(2 n-2 m-1-\sigma_{i}\right), & \text { for the osp(2n,2m), } \\ \sigma_{i} f_{i}+r_{i}+\frac{1}{2}\left(2 n-2 m-\sigma_{i}+\delta_{i 0}\right), & \text { for the osp(2n+1,2m), }\end{cases}$
where $f_{i}$ is the number of boxes in the $i$ th row of the Young supertableaux corresponding to the highest weight of the irreducible representation of interest. The quantities $r_{i}$ take different values for the different superalgebras. For the $\mathrm{u}(n, m)$,

$$
\begin{equation*}
r_{i}=\frac{1}{2}\left(\sum_{j>i} \sigma_{j}-\sum_{j<i} \sigma_{j}\right), \tag{2.11}
\end{equation*}
$$

while for the $\operatorname{osp}(2 n, 2 m)$, and the $\operatorname{osp}(2 n+1,2 m)$, respectively,

$$
\begin{equation*}
r_{i}=\sum_{j>i>1} \sigma_{j}+\frac{1}{2}\left(\sigma_{i}-1\right) \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{i}=\sum_{j>i>0} \sigma_{j}+\frac{1}{2} \sigma_{i} \tag{2.13}
\end{equation*}
$$

with the subsidiary conditions $r_{-i}=-r_{i}$ in the two latter cases.

It remains to define the graded power sums. For this purpose it is convenient to introduce the symbol

$$
\begin{equation*}
\rho_{i}=\lambda_{i}-\sigma_{i} f_{i} \tag{2.14}
\end{equation*}
$$

Then for each of the superalgebras, the graded power sums $P_{k}$ are defined by

$$
\begin{equation*}
P_{k}=\sum_{i} \sigma_{i}\left[\left(\lambda_{i}+\frac{\sigma_{i}}{2}\right)^{k}-\left(\rho_{i}+\frac{\sigma_{i}}{2}\right)^{k}\right] \tag{2.15}
\end{equation*}
$$

with $P_{1}=0$ for the $\operatorname{su}(n, m)$ and the $\operatorname{osp}(N, 2 m)$. Here the summation again runs over the ranges of $i$.

## III. THE PRODUCT POWER SUM EXPANSION FORMULAS

## A. The integral representation and generating functions

In this subsection it is convenient to separate the cases.
(i) The $u(n, m)$ and the $\mathrm{su}(n, m)$. For the $u(n, m)$ and the $\operatorname{su}(n, m)$, Eq. (2.8) together with Eq. (2.9) can be recast in the integral form

$$
\begin{equation*}
C_{p}=-\frac{1}{2 \pi i} \oint d \lambda \lambda^{p} \prod_{i=1}^{n+m}\left(1-\frac{\sigma_{i}}{\lambda-\lambda_{i}}\right) \tag{3.1}
\end{equation*}
$$

where the integration is over a large circle with the origin as center on the complex $\lambda$ plane, containing all the poles. By setting $\lambda=1 / z$, we have

$$
\begin{equation*}
C_{p}=-\frac{1}{2 \pi i} \oint d z \frac{f(z)}{z^{p+2}} \tag{3.2}
\end{equation*}
$$

which implies the identity

$$
\begin{equation*}
1-f(z)=\sum_{p=0}^{\infty} C_{p} z^{p+1} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
f(z)=\prod_{i=1}^{n+m}\left(1-\frac{\sigma_{i} z}{1-\lambda_{i} z}\right) \tag{3.4}
\end{equation*}
$$

and the integration in Eq. (3.2) is along a closed path containing the origin but excluding all the poles of $f(z)$.

Furthermore, let $f_{0}(z)$ be the corresponding function $f(z)$ for the identity representation for which $f_{i}=0$ for all $i$. Then

$$
\begin{align*}
f_{0}(z) & =\prod_{i=1}^{n+m}\left(1-\frac{\sigma_{i} z}{1-\rho_{i} z}\right)  \tag{3.5}\\
& =\exp \left(-\sum \frac{z^{k}}{k}(n-m)^{k}\right) \tag{3.6}
\end{align*}
$$

(ii) The $\operatorname{osp}(2 n, 2 m)$. For this case, Eqs. (2.8) and (2.9) become

$$
\begin{align*}
C_{p}= & \sum_{i=-n-m}^{n+m} \sigma_{i} \lambda_{i}^{p} \frac{\lambda_{i}-n+m+1}{\lambda_{i}-n+m+\frac{1}{2}} \\
& \times \prod_{\substack{j=n-m \\
\neq i}}^{n+m}\left(1-\frac{\sigma_{j}}{\lambda_{i}-\lambda_{j}}\right)  \tag{3.7}\\
= & -\frac{1}{2 \pi i} \oint d \lambda \lambda^{p} \frac{\lambda-n+m+1}{\lambda-n+m+\frac{1}{2}} \\
& \times \prod_{i=-n-m}^{n+m}\left(1-\frac{\sigma_{i}}{\lambda-\lambda_{i}}\right)+\frac{1}{2}\left(n-m-\frac{1}{2}\right)^{p} . \tag{3.8}
\end{align*}
$$

Here, the extra term in Eq. (3.8) takes care of the pole in the integrand at $\lambda=n-m-\frac{1}{2}$ which is not included in the summation Eq. (3.7); and we have made use of the identity

$$
\begin{equation*}
\prod_{i=n-m}^{n+m}\left(1-\frac{\sigma_{i}}{n-m-\frac{1}{2}-\lambda_{i}}\right)=1 \tag{3.9}
\end{equation*}
$$

In terms of the variable $z=1 / \lambda$, Eq. (3.8) becomes

$$
\begin{equation*}
C_{p}=-\frac{1}{2 \pi i} \oint \frac{d z}{z^{p+2}} f(z)+\frac{1}{2}\left(n-m-\frac{1}{2}\right)^{p} \tag{3.10}
\end{equation*}
$$

which implies the identity

$$
\begin{equation*}
1-f(z)=\sum_{p=0}^{\infty} C_{p} z^{p+1}-\frac{1}{2} \sum_{p=0}^{\infty}\left(n-m-\frac{1}{2}\right)^{p} z^{p+1} \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
f(z)=\frac{1-(n-m-1) z}{1-\left(n-m-\frac{1}{2}\right) z} \prod_{i=-m-m}^{n+m}\left(1-\frac{\sigma_{i} z}{1-\lambda_{i} z}\right) . \tag{3.12}
\end{equation*}
$$

Furthermore, as in the previous case

$$
\begin{align*}
f_{0}(z)= & \left.f(z)\right|_{f_{i}=0}=\exp \left(-\sum_{k>1} \frac{z^{k}}{k}\left[(2 n-2 m-1)^{k}\right.\right. \\
& \left.\left.+(n-m)^{k}-\left(n-m-\frac{1}{2}\right)^{k}\right]\right) \tag{3.13}
\end{align*}
$$

(iii) The $\operatorname{osp}(2 n+1,2 m)$. In a similar way, the $C_{p}$ for the $\operatorname{osp}(2 n+1,2 m)$ can be written in the form

$$
\begin{align*}
C_{p}= & \sum_{i=-n-m}^{n+m} \sigma_{i} \lambda_{i}^{p} \frac{\lambda_{i}-n+m-\frac{1}{2}}{\lambda_{i}-n+m-1} \\
& \times \prod_{j=\substack{n-m \\
\neq i}}^{n+m}\left(1-\frac{\sigma_{j}}{\lambda_{i}-\lambda_{j}}\right)+\frac{1}{2} \lambda_{0}^{p}  \tag{3.14}\\
= & -\frac{1}{2 \pi i} \oint \frac{d z}{z^{p+2}} f(z)+\frac{1}{2}(n-m)^{p}, \tag{3.15}
\end{align*}
$$

where

TABLEI. $C_{p}(p<8)$ forthesu $(n, m), d=n-m$.

| $K$ | $P_{k}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ | $C_{5}$ | $C_{6}$ | $C_{7}$ | $C_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $P_{2}$ | 1 | $1^{-d}$ | $1 / 2$$-d$ | $-d / 2$ | 3/16 | $-3 d / 16$ | 1/16 |
| 3 | $P_{3}$ |  |  |  | 5/6 | $-5 d / 6$ | 7/16 | $-7 d / 16$ |
| 4 | $P_{4}$ |  |  |  | -d | 5/4 | $-5 d / 4$ | 7/8 |
| 5 | $P_{5}$ |  |  |  | $\begin{aligned} & 1 \\ & -1 / 2 \end{aligned}$ | $-d$ | 7/4 | $-7 d / 4$ |
|  | $P_{2}^{2}$ |  |  |  |  | $d / 2$ | -25/32 | 25d/32 |
| 6 | $P_{6}$ |  |  |  |  | $\begin{aligned} & 1 \\ & -1 \end{aligned}$ | $-d$ | 7/3 |
|  | $P_{3} P_{2}$ |  |  |  |  |  | ${ }^{\text {d }}$ | -25/12 |
| 7 | $P_{7}$ |  |  |  |  |  | 1 | -d |
|  | $\mathrm{P}_{4} \mathrm{P}_{2}$ |  |  |  |  |  | -1 | d |
|  | $P_{3}^{2}$ |  |  |  |  |  | $-1 / 2$ | $d / 2$ |
| 8 | $P_{8}$ |  |  |  |  |  |  | 1 |
|  | $P_{5} \boldsymbol{P}_{2}$ |  |  |  |  |  |  | -1 |
|  | $P_{4} P_{3}$ |  |  |  |  |  |  | -1 |
|  | $P_{2}^{3}$ |  |  |  |  |  |  | 1/6 |

$\ln F(z)=-\sum_{k>1}^{\infty} z^{k+1} P_{k} \psi_{k}(z)$,
where $\psi_{k}(z)$ has the formal form

$$
\begin{align*}
\psi_{k}(z) & =\sum_{l=1}^{\infty}\binom{k+l}{k} \frac{\xi^{l-1}(z / 2)^{l-1}}{k+l} \\
& \equiv \frac{2}{k z}\left[\left(1-\xi \frac{z}{2}\right)^{-k}-1\right] \tag{3.24}
\end{align*}
$$

From Eq. (3.23),

$$
\begin{equation*}
F(z)=\prod_{k=1}^{\infty} \sum_{v_{k}=0}^{\infty} z^{(k+1) v_{k}} \frac{(-)^{v_{k}}}{v_{k}!} P_{k}^{v_{k}}\left[\psi_{k}(z)\right]^{v_{k}} \tag{3.25}
\end{equation*}
$$

Now let us introduce the abbreviations

$$
\begin{equation*}
\bar{v}=\sum_{k} v_{k} \tag{3.26}
\end{equation*}
$$

$$
\begin{equation*}
[v!]=\prod_{k} v_{k}! \tag{3.27}
\end{equation*}
$$

and let $(v)$ denote the set of all non-negative integers satisfying the constraint equation

$$
\begin{equation*}
K+1=2 v_{1}+3 v_{2}+\cdots+(k+1) v_{k} \tag{3.28}
\end{equation*}
$$

for some integer $K\left[v_{1}=0\right.$ for the $\operatorname{su}(n, m)$ and the $\operatorname{osp}(N, 2 m)]$. Equation (3.25) can be written in a form in which all the coefficients of a typical product term $P_{1}^{\nu_{1}} \ldots P_{k}^{v_{k}}$ are collected together:

$$
\begin{equation*}
F(z)=\sum_{\gg 0} \sum_{(v)} \frac{(-)^{\bar{v}}}{[v!]} Q_{l}(v) P_{1}^{v_{1}} \ldots P_{k}^{v_{k} K} z^{K+l+1} \tag{3.29}
\end{equation*}
$$

where $Q_{I}(v)$ is the rank-independent function satisfying

$$
\begin{equation*}
\sum_{\gg 0} Q_{l}(v) z^{l}=\left[\Psi_{1}(z)\right]^{v_{1}} \cdots\left[\Psi_{k}(z)\right]^{v_{k}} . \tag{3.30}
\end{equation*}
$$

The $Q_{i}(\nu)$ 's play a universal role in this problem in the sense that for a well-defined set of power sums and for a given $l$ and $(v)$, they have the same value for all the Lie superalgebras considered, and also for their corresponding Lie algebras. It is this remarkable property that enables considerable unification in the treatment of this aspect of the problem.

Equation (3.30) implies the following special values for the $Q_{l}(v)$ 's:

$$
\begin{align*}
& Q_{0}(v)=1, \quad \text { for all }(v)  \tag{3.31}\\
& Q_{1}(0)=Q_{-1}(v)=0, \quad l \geq 1  \tag{3.32}\\
& Q_{2 r+1}(v)=0, \quad r \geqslant 0 \tag{3.33}
\end{align*}
$$

TABLE II' ."Correction effects"for the $C_{p}(p<8)$ for the $u(n, m), d=n-m$.

${ }^{n}$ The $C_{p}$ for the $u(n, m)$ is obtained by adding the terms here for a given $p$ to the corresponding terms in Table I for the su(n,m).

Finally, on substituting Eqs. (3.29) and (3.20) into Eqs. (3.3), (3.11), and (3.18) for the various cases, we obtain the desired expansion for the $C_{p}$,

$$
\begin{equation*}
C_{p}=-\sum_{|v|} \beta_{p}(v) P_{1}^{v_{1}} \ldots P_{k}^{v_{k}}, \quad p>1 . \tag{3.34}
\end{equation*}
$$

In this equation, for the $\mathbf{u}(n, m)$,

$$
\begin{equation*}
\beta_{p}(v)=\frac{(-)^{\bar{v}}}{[v!]}\left(Q_{l}(v)-d Q_{l-1}(v)\right), \tag{3.35}
\end{equation*}
$$

where

$$
\begin{gather*}
d=n-m, l=p-K \geqslant 0, \quad p \geqslant K \geqslant 1 \\
{[p \geqslant K \geqslant 2 \text { for the } \operatorname{su}(n, m)],} \tag{3.36}
\end{gather*}
$$

and for the $\operatorname{osp}(N, 2 m)$

$$
\begin{align*}
\beta_{p}(v)= & \frac{\left(-l^{\bar{l}}\right.}{[v!]}\left[Q_{l}(v)-\left(d-\frac{1}{2}\right) Q_{I_{-1}}(v)\right. \\
& \left.+\frac{1}{2} \sum_{i=0}^{l-2} Q_{t}(v)\left(\frac{d-1}{2}\right)^{t-t-1}\right] \tag{3.37}
\end{align*}
$$

with

$$
\begin{equation*}
d=N-2 m, \quad l=p-K \geqslant 0, \quad p \geqslant K \geqslant 2 . \tag{3.38}
\end{equation*}
$$

## IV. RESULTS AND DISCUSSIONS

Further properties of the coefficients $Q_{l}(v)$ and $\beta_{p}(v)$ and illustrations are given in the appendices for more specific cases. Using these we compute the $C_{p}$ for $p \leqslant 8$. The cases of the su( $n, m$ ) and the osp $(N, 2 m)$ are further simplified by the fact that $P_{1}=0=v_{1}$. Table I contains the $C_{p}$ 's for the $\operatorname{su}(n, m)$, and Table II the "correction effects" due to the $\mathbf{u}(n, m)$. In Table III we show the corresponding values for the $\operatorname{osp}(N, 2 m)$.

Our results agree with those of Scheunert ${ }^{6}$ when expressed in terms of the power sums

$$
\begin{equation*}
Q_{k}=\sum_{i=1}^{n+m} \sigma_{i}\left(l_{i}^{k}-r_{i}^{k}\right), \tag{4.1}
\end{equation*}
$$

using the relation

$$
\begin{equation*}
P_{k}=(2) \sum_{l=1}^{k}\binom{k}{l}\left(\frac{d}{2}\right)^{k-l} Q_{k} \tag{4.2}
\end{equation*}
$$

for the $\mathrm{u}(n, m)$ and the $\operatorname{osp}(N, 2 m)$, the factor of 2 being applicable only in the case of the $\operatorname{osp}(N, 2 m)$. In Eq. (4.1),

$$
\begin{equation*}
l_{i}=\sigma_{i} f_{i}+r_{i} . \tag{4.3}
\end{equation*}
$$

In the nongraded limit in which $\sigma_{i}=1$, and $d$ is replaced by $n(N)$ for the $u(n)$ [ $0(N)]$

$$
\begin{equation*}
P_{k} \rightarrow P_{k}^{0}=\sum_{i}\left[\left(\lambda_{i}^{0}+\frac{1}{2}\right)^{k}-\left(\rho_{i}^{0}+\frac{1}{2}\right)^{k}\right], \tag{4.4}
\end{equation*}
$$

where $\lambda_{i}^{0}$ and $\rho_{i}^{0}$ are the corresponding values of $\lambda_{i}$ and $\rho_{i}$ in this limit. We recover the results of Popov for the $u(n)$ and those of Ref. (15) for the o( $N$ ), by using the relations

$$
\begin{align*}
& P_{k}^{0}=\sum_{l=1}^{k}\binom{k}{l}\left(\frac{1}{2}\right)^{k-t} S_{l},  \tag{4.5}\\
& S_{l}=\sum_{i}\left(\lambda_{i}^{0 l}-\rho_{i}^{0}\right), \quad S_{1}=0, \quad \text { for } \operatorname{su}(n), \mathrm{o}(N) . \tag{4.6}
\end{align*}
$$

This is a direct proof of the Ansatz of Ref. 5 for the $u(n)$ and the o $(N)$.
TABLE III. $C_{p}(p<8)$ for the $\operatorname{osp}(N, 2 m), d=N-2 m$.

| $K$ | $P_{k}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ | $C_{5}$ | $c_{6}$ | $c$ | $C_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $P_{2}$ | 1 | $\frac{1}{1-d}$ | [ $11+d$ ) | ${ }_{8}\left(3-6 d+d^{2}\right)$ | $\frac{1}{16}\left(13+5 d-3 d^{2}+d^{3}\right)$ | $+\frac{3}{32}\left(6-14 d+4 d^{2}-4 d^{3}+d^{4}\right)$ | $\frac{1}{8}\left(-2+14 d-16 d^{2}+12 d^{3}-5 d^{4}+d^{5}\right)$ |
| 3 | $P_{3}$ |  | 1 | $\frac{1}{1-d}$ | $1(13+d)$ |  |  |  |
| 4 | $P_{4}$ |  |  | 1 | $\frac{1}{2}-d$ | $1(4+d)$ | $1\left(6-7 d+d^{2}\right)$ | ${ }_{16}\left(8+8 d-3 d^{2}+d^{3}\right)$ |
| 5 | $P_{5}$ |  |  |  | 1 | 1-d | $1(6+d)$ | ${ }^{\left(18-16 d+d^{2}\right)}$ |
|  | $P^{\frac{3}{2}}$ |  |  |  | - $\frac{1}{2}$ | ${ }^{2}-\frac{1}{2}\left(\frac{1}{2}-d\right)$ | ${ }_{-1} \frac{1}{6}\left(\frac{2}{4}+d\right)$ | ${ }_{-18}^{18}\left(\frac{1}{4}-\frac{3}{2} d+d^{2}\right)$ |
| 6 | $P_{6}$ |  |  |  |  | 1 | $\frac{1-d}{}$ |  |
|  | $P_{3} P_{2}$ |  |  |  |  | -1 | -( $\left(\frac{1}{2}-d\right)$ | $-1\left(12{ }^{2}+d\right)$ |
| 7 | ${ }_{P}^{P_{7} P_{1}}$ |  |  |  |  |  | 1 | $\frac{1-d}{2-d}$ |
|  | ${ }_{\text {Pa }}^{P_{1} P_{2}}$ |  |  |  |  |  | -1 | -( $\left(\frac{1}{2}-d\right)$ |
|  | ${ }_{P}^{P_{8}^{2}}$ |  |  |  |  |  | -1 | $1^{-\frac{1}{2}\left(\frac{1}{2}-d\right)}$ |
|  | ${ }_{P}{ }_{P} P_{2}$ |  |  |  |  |  |  | -1 |
|  | $P_{4} P_{3}$ |  |  |  |  |  |  | -1 |
|  | $P_{2}^{3}$ |  |  |  |  |  |  | ${ }^{6}$ |

If we replace $\sigma_{i}$ by $-1, \lambda_{i}$ by $-\lambda_{i}$, and $d$ by $-2 m$, we obtain for the case of the $\mathrm{sp}(2 m)$,

$$
\begin{equation*}
P_{k} \rightarrow(-)^{k+1} \sum_{l=2}^{k}\binom{k}{l}\left(\frac{1}{2}\right)^{k-l} S_{l} \tag{4.7}
\end{equation*}
$$

according to which

$$
\begin{equation*}
C_{p}^{\mathrm{osp}(2 n, 2 m)} \underset{n \rightarrow 0}{\rightarrow} C_{p}^{0}=(-)^{p+1} C_{p}^{N}, \tag{4.8}
\end{equation*}
$$

where $C_{p}^{N}$ is the eigenvalue of the Casimir operator of order $p$ for the $\mathrm{sp}(2 m)$ in Table II of Ref. 15. This provides the equivalent Ansatz for obtaining the osp $(2 n, 2 m)$ results from those of the $\mathrm{sp}(2 m)$ and vice versa: multiply the $C_{p}$ of $\mathrm{sp}(2 m)$ by $(-)^{p+1}$ and replace $2 m$ by $d=2 n-2 m$.

Generally, when compared with earlier results, our results show that the $C_{p}$ 's appear in their simplest form revealing an interesting pattern when expressed in terms of the
graded power sums $P_{k}$, or equivalently $P_{k}^{0}$ for the corresponding Lie algebras, a fact hardly apparent if one confined one's investigations to the Lie algebras and blindly applied existing Ansätze. Also in terms of the $P_{k}$ or $P_{k}^{0}$ half the coefficients $Q_{I}(v)$ appearing in the main expansion formula vanish resulting in considerable time savings. These power sums could play a more significant role in the detailed study of the general pattern of these coefficients.
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## APPENDIX A: THE COEFFICIENTS $Q_{l}(v)$

More specific forms for the coefficients $Q_{l}(v)$ can be established using the relation

$$
\begin{align*}
\Psi_{k_{1}}(z) \cdots \Psi_{k_{t}}(z)= & \frac{(2 \mid z)^{t-1}}{k_{1} \cdots k_{t}}\left\{\left(k_{1}+k_{2}+\cdots+k_{t}\right) \Psi_{k_{1}+k_{2}+\cdots+k_{t}}(z)-\left[\left(k_{1}+\cdots+k_{t-1}\right) \Psi_{k_{1}+\cdots+k_{t-1}}(z)\right.\right. \\
& \left.\left.-\left(k_{1}+\cdots+k_{t-2}\right) \Psi_{k_{1}+\cdots k_{t-2}}^{(z)}+\cdots+(-)^{t} k_{1} \Psi_{k_{1}}(z)+\operatorname{com} . k_{1}, k_{2}, \ldots, k_{t}\right]\right\}, \tag{A1}
\end{align*}
$$

where com. means all possible combinations of $k_{1}, \ldots, k_{t}$ in all the terms appearing in the square bracket [ ]. This relation can readily be established by induction on $t$ using the defining equation (3.24).

Now let $Q_{l}\left(P_{k_{1}} \cdots P_{k_{1}}\right)$ denote $Q_{l}(v)$ for the particular set $(v)$ which satisifes the constraint equation (3.28) for the values $v_{k_{1}}=v_{k_{2}}=\cdots=v_{k_{1}}=1$, all other $v$ 's being equal to zero. Then using Eqs. (3.30) to (3.33) in (A1), we obtain, for $l=2 r(r$ positive integer),

$$
\begin{align*}
Q_{2 r}\left(P_{k_{1}} \cdots P_{k_{t}}\right)= & \frac{2^{-2 r}}{k_{1} \cdots k_{t}}\left\{\binom{k_{1}+\cdots+k_{t}+2 r+t-1}{2 r+t}-\left[\binom{k_{1}+\cdots+k_{t-1}+2 r+t-1}{2 r+t}\right.\right. \\
& \left.\left.-\binom{k_{1}+\cdots+k_{t-2}+2 r+t-1}{2 r+t}+\cdots+(-)^{t}\binom{k_{1}+2 r+t-1}{2 r+t}+\operatorname{com} . k_{1}, \cdots, k_{t}\right]\right\} . \tag{A2}
\end{align*}
$$

Equation (A2) determines the values of all the $Q_{l}(v)$ needed for the calculation of $\beta_{p}(v)$. We present three examples.
(i) For $t=1$, set $k_{1}=k$,
$Q_{2 r}\left(P_{k}\right)=\frac{2^{-2 r}}{k}\binom{k+2 r}{2 r+1}$.
(ii) For $t=2$,
$Q_{2 r}\left(P_{k_{1}} P_{k_{2}}\right)=\frac{2^{-2 r}}{k_{1} k_{2}}\left\{\binom{k_{1}+k_{2}+2 r+1}{2 r+2}-\binom{k_{1}+2 r+1}{2 r+2}-\binom{k_{2}+2 r+1}{2 r+2}\right\}$.
If, in Eq. (A4), $k_{1}=k_{2}=k$, we have
$Q_{2 r}\left(P_{k}^{2}\right)=\frac{2^{-2 r}}{k^{2}}\left\{\binom{2 k+2 r+1}{2 r+2}-2\binom{k+2 r+1}{2 r+2}\right\}$.
(iii) For $t=3$,

$$
\begin{align*}
Q_{2 r}\left(P_{k_{1}} P_{k_{2}} P_{k_{3}}\right)= & \frac{2^{-2 r}}{k_{1} k_{2} k_{3}}\left\{\binom{k_{1}+k_{2}+k_{3}+2 r+2}{2 r+3}-\binom{k_{1}+k_{2}+2 r+2}{2 r+3}-\binom{k_{1}+k_{3}+2 r+2}{2 r+3}\right. \\
& \left.-\binom{k_{2}+k_{3}+2 r+2}{2 r+3}+\binom{k_{1}+2 r+2}{2 r+3}+\binom{k_{2}+2 r+2}{2 r+3}+\binom{k_{3}+2 r+2}{2 r+3}\right\}, \tag{A6}
\end{align*}
$$

with quantities $Q_{2 r}\left(P_{k_{1}} P_{k}^{2}\right)$ and $Q_{2 r}\left(P_{k}^{3}\right)$ obtained by setting $k_{2}=k_{3}=k$, and $k_{1}=k_{2}=k_{3}=k$, respectively, in this equation.

## APPENDIX B: THE COEFFICIENTS $\beta_{p}(v)$

These are determined directly from Eqs. (3.35) and (3.37). It is, however, sometimes convenient to use simpler forms derived from these equations as illustrated below for the case of $u(n, m)$.
(i) The $\beta_{p}\left(P_{k}\right)$ : The sum $P_{k}$ corresponds to the partition $(v)$ for which $v_{k}=1, v_{i}=0, i \neq k$, which satisfies the constraint equation (3.28) for $K=k$. Thus, $l=p-k \geqslant 0$, and from Eq. (3.25)

$$
\beta_{p}\left(P_{k}\right)= \begin{cases}\frac{2^{k-p}}{k}\binom{p}{k-1}, & p-k \text { even }  \tag{Bla}\\ \frac{2^{k-p+1} d}{k}\binom{p-1}{k-1}, & p-k \text { odd }\end{cases}
$$

(ii) The $\boldsymbol{\beta}_{p}\left(P_{k_{1}} P_{k_{2}}\right)$ : The product sum $P_{k_{1}} P_{k_{2}}$ occurs when $\quad v_{k_{1}}=v_{k_{2}}=1, v_{i}=0, i \neq k_{1}, k_{2}$. In this case $K=k_{1}+k_{2}+1$, and $l=p-\left(k_{1}+k_{2}+1\right)>0$ so that

$$
\begin{align*}
\beta_{p}\left(P_{k_{1}} P_{k_{2}}\right) & =\frac{2^{k_{1}+k_{2}-p+1}}{k_{1} k_{2}}\left[\binom{p}{k_{1}+k_{2}-1}-\binom{p-k_{2}}{k_{1}-1}-\binom{p-k_{1}}{k_{2}-1}\right], p-k_{1}-k_{2}-1 \text { even, }  \tag{B2a}\\
& =\frac{2^{k_{1}+k_{2}-p+2} d}{k_{1} k_{2}}\left[\binom{p-k_{2}-1}{k_{1}-1}+\binom{p-k_{1}-1}{k_{2}-1}-\binom{p-1}{k_{1}+k_{2}-1}\right], p-k_{1}-k_{2}-1 \text { odd. } \tag{B2b}
\end{align*}
$$

From Eqs. (B2) $\beta_{p}\left(P_{k}^{2}\right)$ is obtained by setting $k_{1}=k_{2}=k$ and dividing through by $2!$, and so on for higher products.
${ }^{1}$ P. D. Jarvis and H. S. Green, J. Math. Phys. 20, 2115 (1979).
${ }^{2}$ B. Balantekin and I. Bars, J. Math. Phys. 22, 1149 (1981).
${ }^{3}$ M. Bednar and V. Sachl, J. Math. Phys. 19, 1487 (1978).
${ }^{4}$ For the construction of generalized Casimir operators for the classical Lie algebras see, for example, G. Racah, reprinted in Springer Tracts Mod. Phys. 37, 28 (1965); H. B. G. Casimir, Proc. Roy. Acad. Amsterdam 34, 844 (1931); L. C. Biedenharn and J. D. Louck, Commun. Math. Phys. 8, 89 (1968).
${ }^{5}$ B. Balantekin, J. Math. Phys. 24, 486 (1982); see also Refs. 1-3.
${ }^{6}$ M. Scheunert, J. Math. Phys. 24, 2681 (1983).
${ }^{7}$ A. M. Bincer, J. Math. Phys. 24, 2546 (1983).
${ }^{8}$ A. M. Perelomov and V. S. Popov, J. Nucl. Phys. USSR 3, 924 (1966); 3, 1127 (1966).
${ }^{9}$ A. M. Perelomov and V. S. Popov, J. Nucl. Phys. USSR 5, 693 (1967).
${ }^{10}$ V. S. Popov, Theor. Mat. Fiz. 29, 357 (1976) [Theor. Math. Phys. 29, 1122 (1976) (translated August 1977)].
${ }^{11}$ J. D. Louck and L. C. Biedenharn, J. Math. Phys. 11, 2368 (1970).
${ }^{12}$ S. Okubo, J. Math. Phys. 16, 528 (1975).
${ }^{13}$ C. O. Nwachuku and M. A. Rashid, J. Math. Phys. 17, 1611 (1976).
${ }^{14}$ C. O. Nwachuku and M. A. Rashid, J. Math. Phys. 18, 1387 (1977).
${ }^{15}$ C. O. Nwachuku, J. Math. Phys. 20, 1260 (1979).
${ }^{16} \mathrm{~V}$. Rittenberg, "A guide to Lie superalgebras," invited talk at the VI International Colloquium on Group Theoretical Methods in Physics, Tübingen, 18-22 July 1977.

# The symmetric and antisymmetric structure constants for SU(6) 

Uri Sarid<br>Department of Physics, University of Arizona, Tucson, Arizona 85721

(Received 25 July 1984; accepted for publication 4 April 1985)
The 124 completely antisymmetric $f_{i j k}$ and 221 completely symmetric $d_{i j k}$ (nonzero) structure constants for a simple representation of $S U(6)$ are tabulated. The basis matrices $\lambda_{i}$ used to generate the structure constants are also given.

## I. INTRODUCTION

The structure constants proposed for $\mathrm{SU}(3)$ by GellMann ${ }^{1}$ in 1961 and later ${ }^{2}$ extended to $\operatorname{SU}(4)$ are generalized herein to $\operatorname{SU}(6)$. With the recent probable identification ${ }^{3}$ of bound states of the sixth quark $t$ at CERN's UA1 detector, the significance of $\mathrm{SU}(6)$ is now evident. The symmetric $d_{i j k}$ and antisymmetric $f_{i j k}$ structure constants, which determine the Lie algebra associated with this group, are used as fundamental couplings in a variety of ways. Working with the $d$ 's and $f$ 's usually eliminates the need for Clebsch-Gordan coefficients and with them the difficulties due to phase conventions. As a prominent example, the charge operator acts on any hadron state $\left|H^{j}\right\rangle$ through $Q^{i}\left|H^{j}\right\rangle=i f^{i j k}\left|H^{k}\right\rangle$, and the commutator of two charge operators is given by $\left[Q_{i}, Q_{j}\right]$ $=i f_{i j k} Q_{k}$, this latter property generalizing to the commutation relations with the other components of the current operator $J_{j}^{\mu}$. The structure constants also figure prominently in the quark energy densities $u^{i}=\bar{q} \lambda^{i} q$ for a scalar and $v^{i}=\bar{q} \lambda^{i} \gamma_{5} q$ for a pseudoscalar, which therefore obey commutation relations with the charge operator [ $Q^{i}, u^{j}$ ] $=i f^{i j k} u^{k},\left[Q_{s}^{i}, v^{j}\right]=i d^{i j k} u^{k}$, and so on.

## II. THEORY

We choose as the representation the equivalent of the familiar Pauli matrices $\tau_{i}$ extended to six dimensions and labeled $\lambda_{i}$. Typically the columns and rows are labeled by the six quark flavors $u-d-s-c-b-t$ in order of increasing mass, and we assume this convention unless otherwise mentioned. But since the $f_{i j k}$ and $d_{i j k}$ are derived strictly from the $\lambda_{i}$ without regard for the row and column labeling, one need only make sure to use the proper indices $i, j, k$ from the $\lambda_{i}$ corresponding to the particular application.

To generate the $\lambda_{i}$ we begin with $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ as the $\tau_{1}$, $\tau_{2}$, and $\tau_{3}$ matrices, respectively, in the $\{u, d\}$ subspace. The normalized identity matrix $\lambda_{0}$ is included from the extension to $\mathrm{U}(6)$ via $\mathrm{U}(1) \times \mathrm{SU}(6)$. The $\tau_{1}$ and $\tau_{2}$ in the $\{u, s\}$ and $\{d, s\}$ subspaces are next, followed by the diagonal counterpart of $\tau_{3}$ in the $\{u, d, s\}$ subspace. Thus each quark flavor is added until the $36 \lambda_{i}$, for $i=0,1, \ldots, 35$, are generated. Note that appropriate normalization factors are needed for the diagonal matrices to preserve the relations

$$
\begin{equation*}
\operatorname{tr} \lambda_{i} \lambda_{j}=2 \delta_{i j} \tag{1}
\end{equation*}
$$

The $\lambda_{i}$ matrices are listed more compactly below by either designating the subspace in which they take the form of a $\tau$ matrix, or (if diagonal) by explicitly writing down $\bar{q} \lambda_{i} q$. We label their rows by the basis row vectors $\bar{u}, \bar{d}, \bar{s}, \bar{c}, \bar{b}$, and $\bar{t}$ and their columns by the basis column vectors $u, d, s, c, b$, and $t$ to comply with the standard quark assignments. Thus the first
two matrices conventionally written

$$
\begin{aligned}
& \lambda_{0}=\frac{1}{\sqrt{3}}\left[\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right], \\
& \lambda_{1}=\left[\begin{array}{llllll}
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
\end{aligned}
$$

appear as $\bar{q} \lambda_{0} q=(1 / \sqrt{3})(\bar{u} u+\bar{d} d+\bar{s} s+\bar{c} c+\bar{b} b+\bar{t} t)$ and $\lambda_{1}=\tau_{1}(u, d)$. The $\lambda_{i}$ used to generate the $\mathrm{SU}(6)$ structure constants are

$$
\begin{aligned}
& \bar{q} \lambda_{0} q=(1 / \sqrt{3})(\bar{u} u+\bar{d} d+\bar{s} s+\bar{c} c+\bar{b} b+\bar{t} t), \\
& \lambda_{1}=\tau_{1}(u, d), \quad \lambda_{2}=\tau_{2}(u, d), \\
& \bar{q} \lambda_{3} q=\bar{u} u-\bar{d} d, \\
& \lambda_{4}=\tau_{1}(u, s), \quad \lambda_{5}=\tau_{2}(u, s), \\
& \lambda_{6}=\tau_{1}(d, s), \quad \lambda_{7}=\tau_{2}(d, s), \\
& \bar{q} \lambda_{8} q=(1 / \sqrt{3})(\bar{u} u+\bar{d} d-2 \bar{s} s), \\
& \lambda_{9}=\tau_{1}(u, c), \quad \lambda_{10}=\tau_{2}(u, c), \\
& \lambda_{11}=\tau_{1}(d, c), \quad \lambda_{12}=\tau_{2}(d, c), \\
& \lambda_{13}=\tau_{1}(s, c), \quad \lambda_{14}=\tau_{2}(s, c), \\
& \bar{q} \lambda_{15} q=(1 / \sqrt{6})(\bar{u} u+\bar{d} d+\bar{s} s-3 \bar{c} c), \\
& \lambda_{16}=\tau_{1}(u, b), \quad \lambda_{17}=\tau_{2}(u, b), \\
& \lambda_{18}=\tau_{1}(d, b), \quad \lambda_{19}=\tau_{2}(d, b), \\
& \lambda_{20}=\tau_{1}(s, b), \quad \lambda_{21}=\tau_{2}(s, b), \\
& \lambda_{22}=\tau_{1}(c, b), \quad \lambda_{23}=\tau_{2}(c, b), \\
& \bar{q} \lambda_{24} q=(1 / \sqrt{10})(\bar{u} u+\bar{d} d+\bar{s} s+\bar{c} c-4 \bar{b} b), \\
& \lambda_{25}=\tau_{1}(u, t), \quad \lambda_{26}=\tau_{2}(u, t), \\
& \lambda_{27}=\tau_{1}(d, t), \quad \lambda_{28}=\tau_{2}(d, t), \\
& \lambda_{29}=\tau_{1}(s, t), \quad \lambda_{30}=\tau_{2}(s, t), \\
& \lambda_{31}=\tau_{1}(c, t), \quad \lambda_{32}=\tau_{2}(c, t), \\
& \lambda_{33}=\tau_{1}(b, t), \quad \lambda_{34}=\tau_{2}(b, t), \\
& \bar{q} \lambda_{35} q=(1 / \sqrt{15})(\bar{u} u+\bar{d} d+\bar{s} s+\bar{c} c+\bar{b} b-5 \bar{t}) .
\end{aligned}
$$

Since the $\lambda_{i}$ for $\mathrm{SU}(n)$ contain the $\lambda_{i}$ for $\mathrm{SU}(m)$ where $m<n$, the structure constants $f_{i j k}$ and $d_{i j k}$ tabulated below may be

TABLE I. The symmetric structure constants for $\operatorname{SU}(6)$.

| $i j k$ | $d_{i j k}$ | $i j k$ | $d_{i j k}$ | $i j k$ | $d_{i j k}$ | $i j k$ | $d_{i j k}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 j $k$ | $1 / \sqrt{3} \delta_{j k}$ |  |  |  |  |  |  |
| 118 | $1 / \sqrt{3}$ | $\begin{array}{llll}5 & 5 & 15\end{array}$ | $1 / \sqrt{6}$ | 91723 | 1/2 | 153232 | $-3 / 2 \sqrt{6}$ |
| 1115 | $1 / \sqrt{6}$ | $5 \quad 524$ | $1 / \sqrt{10}$ | 92531 | 1/2 | 161624 | $-3 / 2 \sqrt{10}$ |
| 1124 | $1 / \sqrt{10}$ | $5 \quad 535$ | $1 / \sqrt{15}$ | 92632 | 1/2 | 161635 | $1 / \sqrt{15}$ |
| 1135 | $1 / \sqrt{15}$ | $\begin{array}{lll}5 & 9 & 14\end{array}$ | $-1 / 2$ | 101015 | $-1 / \sqrt{6}$ | 162533 | 1/2 |
| 146 | 1/2 | 51013 | 1/2 | 101024 | $1 / \sqrt{10}$ | 162634 | 1/2 |
| 157 | 1/2 | 51621 | $-1 / 2$ | 101035 | $1 / \sqrt{15}$ | 171724 | $-3 / 2 \sqrt{10}$ |
| 1911 | 1/2 | 51720 | 1/2 | 101623 | $-1 / 2$ | 171735 | $1 / \sqrt{15}$ |
| 11012 | 1/2 | 52530 | $-1 / 2$ | 101722 | 1/2 | 172534 | $-1 / 2$ |
| 11618 | 1/2 | 52629 | 1/2 | 102532 | $-1 / 2$ | 172633 | 1/2 |
| 11719 | 1/2 | 668 | $-1 / 2 \sqrt{3}$ | 102631 | 1/2 | 181824 | $-3 / 2 \sqrt{10}$ |
| 12527 | 1/2 | 6615 | $1 / \sqrt{6}$ | 111115 | $-1 / \sqrt{6}$ | 181835 | $1 / \sqrt{15}$ |
| 12628 | 1/2 | 6624 | $1 / \sqrt{10}$ | 111124 | $1 / \sqrt{10}$ | 182733 | 1/2 |
| 228 | $1 / \sqrt{3}$ | 6635 | $1 / \sqrt{15}$ | 111135 | $1 / \sqrt{15}$ | 182834 | 1/2 |
| 2 2 15 | $1 / \sqrt{6}$ | 61113 | 1/2 | 111822 | 1/2 | 191924 | $-3 / 2 \sqrt{10}$ |
| 2224 | $1 / \sqrt{10}$ | 61214 | 1/2 | 111923 | 1/2 | 191935 | $1 / \sqrt{15}$ |
| 2235 | $1 / \sqrt{15}$ | 61820 | 1/2 | 112731 | 1/2 | 192734 | $-1 / 2$ |
| 247 | $-1 / 2$ | 61921 | 1/2 | 112832 | 1/2 | 192833 | 1/2 |
| 256 | 1/2 | 62729 | 1/2 | 121215 | $-1 / \sqrt{6}$ | 202024 | $-3 / 2 \sqrt{10}$ |
| 2912 | $-1 / 2$ | 62830 | 1/2 | 121224 | $1 / \sqrt{10}$ | 202035 | $1 / \sqrt{15}$ |
| 21011 | 1/2 | $\begin{array}{lll}7 & 7 & 8\end{array}$ | $-1 / 2 \sqrt{3}$ | 121823 | $-1 / 2$ | 202933 | 1/2 |
| 21619 | $-1 / 2$ | $\begin{array}{llll}7 & 715\end{array}$ | $1 / \sqrt{6}$ | 121922 | 1/2 | 203034 | 1/2 |
| 21718 | 1/2 | $7 \quad 724$ | $1 / \sqrt{10}$ | 122732 | $-1 / 2$ | 212124 | $-3 / 2 \sqrt{10}$ |
| 22528 | $-1 / 2$ | 7735 | $1 / \sqrt{15}$ | 122831 | 1/2 | 212135 | $1 / \sqrt{15}$ |
| 22627 | 1/2 | 71114 | $-1 / 2$ | 131315 | $-1 / \sqrt{6}$ | 212934 | $-1 / 2$ |
| $\begin{array}{lll}3 & 3\end{array}$ | $1 / \sqrt{3}$ | 71213 | 1/2 | 131324 | $1 / \sqrt{10}$ | 213033 | 1/2 |
| $\begin{array}{llll}3 & 315\end{array}$ | $1 / \sqrt{6}$ | 71821 | $-1 / 2$ | 131335 | $1 / \sqrt{15}$ | 222224 | $-3 / 2 \sqrt{10}$ |
| $\begin{array}{lll}3 & 3 & 24\end{array}$ | $1 / \sqrt{10}$ | 71920 | 1/2 | 132022 | 1/2 | 222235 | $1 / \sqrt{15}$ |
| 3 3 35 | $1 / \sqrt{15}$ | 72730 | -1/2 | 132123 | 1/2 | 223133 | 1/2 |
| $\begin{array}{lll}3 & 4 & 4\end{array}$ | 1/2 | 72829 | 1/2 | 132931 | 1/2 | 223234 | 1/2 |
| 355 | 1/2 | 888 | $-1 / \sqrt{3}$ | 133032 | 1/2 | 232324 | $-3 / 2 \sqrt{10}$ |
| 3 6 | $-1 / 2$ | 8815 | $1 / \sqrt{6}$ | 141415 | $-1 / \sqrt{6}$ | 232335 | $1 / \sqrt{15}$ |
| 377 | $-1 / 2$ | 8824 | $1 / \sqrt{10}$ | 141424 | $1 / \sqrt{10}$ | 233134 | $-1 / 2$ |
| $\begin{array}{llll}3 & 9 & 9\end{array}$ | 1/2 | 8835 | $1 / \sqrt{15}$ | 141435 | $1 / \sqrt{15}$ | 233233 | 1/2 |
| 31010 | 1/2 | 899 | $1 / 2 \sqrt{3}$ | 142023 | $-1 / 2$ | 242424 | $-3 / \sqrt{10}$ |
| 31111 | $-1 / 2$ | 81010 | $1 / 2 \sqrt{3}$ | 142122 | 1/2 | 242435 | $1 / \sqrt{15}$ |
| 31212 | $-1 / 2$ | 81111 | $1 / 2 \sqrt{3}$ | 142932 | $-1 / 2$ | 242525 | 1/2 10 |
| 31616 | 1/2 | 81212 | $1 / 2 \sqrt{3}$ | 143031 | 1/2 | 242626 | $1 / 2 \sqrt{10}$ |
| 31717 | 1/2 | 81313 | $-1 / \sqrt{3}$ | 151515 | $-2 / \sqrt{6}$ | 242727 | $1 / 2 \sqrt{10}$ |
| 31818 | $-1 / 2$ | 81414 | $-1 / \sqrt{3}$ | 151524 | $1 / \sqrt{10}$ | 242828 | $1 / 2 \sqrt{10}$ |
| $\begin{array}{lll}3 & 1919\end{array}$ | $-1 / 2$ | 81616 | $1 / 2 \sqrt{3}$ | 151535 | $1 / \sqrt{15}$ | 242929 | $1 / 2 \sqrt{10}$ |
| 32525 | 1/2 | 81717 | $1 / 2 \sqrt{3}$ | 151616 | $1 / 2 \sqrt{6}$ | 243030 | $1 / 2 \sqrt{10}$ |
| 32626 | 1/2 | 81818 | 1/2 $\sqrt{3}$ | 151717 | $1 / 2 \sqrt{6}$ | 243131 | $1 / 2 \sqrt{10}$ |
| 32727 | $-1 / 2$ | 81919 | $1 / 2 \sqrt{3}$ | 151818 | $1 / 2 \sqrt{6}$ | 243232 | $1 / 2 \sqrt{10}$ |
| 32828 | $-1 / 2$ | 82020 | $-1 / \sqrt{3}$ | 151919 | $1 / 2 \sqrt{6}$ | 243333 | $-2 / \sqrt{10}$ |
| 448 | $-1 / 2 \sqrt{3}$ | 82121 | $-1 / \sqrt{3}$ | 152020 | 1/2 $\sqrt{6}$ | 243434 | $-2 / \sqrt{10}$ |
| 4415 | $1 / \sqrt{6}$ | 82525 | $1 / 2 \sqrt{3}$ | 152121 | $1 / 2 \sqrt{6}$ | 252535 | $-2 / \sqrt{15}$ |
| 4424 | $1 / \sqrt{10}$ | 82626 | $1 / 2 \sqrt{3}$ | 152222 | $-3 / 2 \sqrt{6}$ | 262635 | $-2 / \sqrt{15}$ |
| 4435 | $1 / \sqrt{15}$ | 82727 | $1 / 2 \sqrt{3}$ | 152323 | $-3 / 2 \sqrt{6}$ | 272735 | $-2 / \sqrt{15}$ |
| 4913 | 1/2 | 82828 | $1 / 2 \sqrt{3}$ | 152525 | 1/2 $\sqrt{6}$ | 282835 | $-2 / \sqrt{15}$ |
| 41014 | 1/2 | 82929 | $-1 / \sqrt{3}$ | 152626 | $1 / 2 \sqrt{6}$ | 292935 | $-2 / \sqrt{15}$ |
| 41620 | 1/2 | 83030 | $-1 / \sqrt{3}$ | 152727 | $1 / 2 \sqrt{6}$ | 303035 | $-2 / \sqrt{15}$ |
| 41721 | 1/2 | 9915 | $-1 / \sqrt{6}$ | 152828 | $1 / 2 \sqrt{6}$ | 313135 | $-2 / \sqrt{15}$ |
| 42529 | 1/2 | 9924 | $1 / \sqrt{10}$ | 152929 | $1 / 2 \sqrt{6}$ | 323235 | $-2 / \sqrt{15}$ |
| 42630 | 1/2 | 9935 | $1 / \sqrt{15}$ | 153030 | $1 / 2 \sqrt{6}$ | 333335 | $-2 / \sqrt{15}$ |
| $\begin{array}{llll}5 & 5 & 8\end{array}$ | $-1 / 2 \sqrt{3}$ | 91622 | 1/2 | 153131 | $-3 / 2 \sqrt{6}$ | 343435 | $-2 / \sqrt{15}$ |

applied to $\mathrm{SU}(m)$ by simply restricting the indices $i, j, k \leqslant m^{2}-1$. From the defining commutation relation $\left[\lambda_{i}, \lambda_{j}\right]=2 i f_{j i k} \lambda_{k}$ we solve for $f_{i j k}$ by multiplying by $\lambda_{k}$, and taking the trace, using (1) to simplify the resulting expression. This immediately shows

$$
\begin{equation*}
f_{i j k}=-(i / 4) \operatorname{tr}\left(\left[\lambda_{i}, \lambda_{j}\right] \lambda_{i k}\right) . \tag{2}
\end{equation*}
$$

Similarly, by using the defining anticommutation relation

$$
\begin{gather*}
\left\{\lambda_{i}, \lambda_{j}\right\}=2 d_{i j k} \lambda_{k} \text { we arrive at } \\
d_{i j k}=\frac{1}{4} \operatorname{tr}\left(\left\{\lambda_{i}, \lambda_{j}\right\} \lambda_{k}\right) . \tag{3}
\end{gather*}
$$

Note that, as for example in Gell-Mann's original formulation ${ }^{1}$ for $\mathrm{SU}(3)$, the anticommutator may be given as $\left\{\lambda_{i}, \lambda_{j}\right\}$ $=\xi_{i j}+2 d_{j k} \lambda_{k}, i, j, k=1, \ldots, 8$. Then for $\mathrm{SU}(6)$ the generalization is $\left\{\lambda_{i}, \lambda_{j}\right\}={ }_{6}^{4} \delta_{i j}+2 d_{i j k} \lambda_{k}, i, j, k=1, \ldots, 35$. If we let $i, j$, and $k$ run from 0 to 35 as for $U(6)$, the $\delta_{i j}$ term can be

TABLE II. The antisymmetric structure constants for $\operatorname{SU}(6)$.

| $i$ | $j$ | $k$ | $f_{i j k}$ | $i \quad j \quad k$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 |  |  |  |  |  |

dropped. ${ }^{4}$ The $d_{i j k}$ are thus shown for all of $\mathrm{U}(6)-$ for $i, j$, or $k=0$, we simply get from (3) and (1) that $d_{0 j k}=(1 / \sqrt{3}) \delta_{j k}$, the $1 / \sqrt{3}$ coming from the normalization factor for $\lambda_{0}$. The $f_{i j k}$, of course, will not involve $\lambda_{0}$. Due to the complete symmetry of the $d$ 's and complete antisymmetry of the $f$ 's, it suffices to consider only those cases where $i<j<k$ for $\mathrm{d}_{i j k}$ and $i<j<k$ for $f_{i j k}$. When individual $f_{i j k}$ and $d_{i j k}$ are computed by hand, it is usually easier to simply multiply out the lefthand sides of the defining relations and arrive at the structure constants by inspection; however, for computer calcula-
tions, (2) and (3) are easier to use despite being more time consuming. Equations (2) and (3) may be directly programmed even on a microcomputer to generate the structure constants for higher dimensions, for example, using the language forth as was done for the Tables I and II.

## III. CONCLUSION

We have computed the nonzero symmetric and antisymmetric structure constants $d_{i j k}$ and $f_{i j k}$ for the group $\operatorname{SU}(6)$. The generating basis matrices $\lambda_{i}$ are listed, using the
simple representation of Gell-Mann generalized from the usual representation of the $\tau_{i} \mathrm{SU}(2)$ matrices.
'M. Gell-Mann, "The eightfold way: A theory of strong interaction symmetry," California Institute of Technology Synchrotron Laboratory Report CTSL-20(1961), unpublished; M. Gell-Mann and Y. Ne'eman, The Eight-
fold Way (Benjamin, New York, 1964).
${ }^{2}$ Z. Maki, T. Maskawa, and I. Umemura, "Quartet scheme of hadrons in chiral U(4) $\times$ U(4)," Prog. Theor. Phys. 47, 1682 (1972).
${ }^{3}$ UAI Collaboration, presented at the XXII International Conference on High Energy Physics, Leipzig, July 1984.
${ }^{4}$ M. Gell-Mann, "Symmetries of baryons and mesons," Phys. Rev. 125, 1067 (1962).
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#### Abstract

We state and prove rigorous mathematical results on the orbital stability of certain rectilinear trajectories of sufficiently energetic particles subjected to appropriate periodic potentials. This is done in the context of nontrivial classical Hamiltonian models, nonrelativistic and relativistic, in two space dimensions. The main steps involved in the proofs are the derivation of the asymptotic form of certain canonical maps in the plane in the limit of large particle energies and the application of a version of Moser's twist theorem. When suitably specialized, these results establish rigorously for the first time that the pertinent straight-line channeling trajectories of fast particles in two-dimensional rigid crystal lattices have this stability property under reasonable conditions on the crystal potential.


## I. INTRODUCTION

Consider the following question of classical mechanics. Let a fast positively charged particle travel along the midline between two lines of atoms of a rectangular atomic array in the plane. Is this rectilinear motion stable in some sense under reasonable assumptions on the repulsive interactions between the fast particle and the atoms of the array? Numerical studies ${ }^{1,2}$ suggest that the answer is affirmative. The present paper was motivated by the desire to investigate in a mathematically rigorous way problems of this type in the context of well-defined Hamiltonian models.

Motions of fast charged particles in crystals which, e.g., remain confined between lines or planes of atoms, at least over distances which are large compared to the relevant atomic spacings, are called channeling motions, or simply channeling. This is an old subject in physics which even now is not well understood mathematically. In 1912, Stark ${ }^{3}$ suggested on purely intuitive grounds the existence of channeling of fast positive particles in crystals. Independently of Stark, the channeling phenomenon was discovered by Robinson and $\mathrm{Oen}^{4}$ in 1963 by computer-simulation calculations. Since then, the literature on channeling has become very large (see, e.g., the bibliographies in Refs. 1 or 2) and much physical insight has been gained on the phenomenon. Knowledge of the above literature ${ }^{1,2}$ is not needed to understand the present work, which is largely self-contained and devoted to the basic theoretical questions of classical mechanics concerned.

In this paper, we will state and prove rigorous results on the stability of certain rectilinear motions occurring in the context of two nontrivial classical Hamiltonian models in two space dimensions. ${ }^{5}$ These models, termed the NR model and the $\mathbf{R}$ model, describe nonrelativistic and relativistic motion, respectively, of a particle in an external potential $V\left(x_{1}, x_{2}\right)$. We assume that the function $V$ is real valued and analytic in the real variables $x_{1}, x_{2}{ }^{6}$ in some neighborhood of the line $x_{2}=0$ in $\mathbb{R}$, is periodic in $x_{1}$ with period unity, is such that $\partial V\left(x_{1}, 0\right) \partial x_{2}=0$ for $x_{1} \in \mathbb{R}$, and satisfies natural stability conditions (see Sec. II for an exact statement of these conditions). Since the $x_{2}$ component of the force on the particle vanishes along the entire line $x_{2}=0$, these hypotheses
entail that at large enough $E$ the equations of motion pertaining to either of these models have solutions whose corresponding orbits are half-infinite straight-line segments of the form $\rho<x_{1}<\infty, x_{2}=0$ which are traversed in the time interval $0<t<\infty$.

Our main result-Theorem 1-is a stability theorem from which one can infer directly that this rectilinear motion is orbitally stable for fixed $\rho$ for both the NR model and the R model, provided that the energy $E$ of the particle is sufficiently large. Theorem 1 is stated in Sec. II, and in that section we also outline the strategy of its proof. Its assertions for the NR model and the R model are proved in Secs. III and IV, respectively. The stability proof for each of these models has two major steps. The first is to derive the asymptotic behavior in the limit $E \rightarrow \infty$ of a certain natural canonical map defined in terms of suitable Poincaré surfaces of section. The second is to apply a version of Moser's twist theorem for analytic maps $^{7}$ to the asymptotic form of the map in question (see Ref. 8 for the original version of the twist theorem and Refs. 9-13 for related results and further bibliography). The version of this theorem used in this paper is stated in the Appendix for the reader's convenience.

When suitably specialized, the above orbital stability results yield the first rigorous statements on channeling stability in the nonrelativistic and relativistic regimes for appropriate two-dimensional rigid crystal lattices, without making the customary continuum-model idealization of replacing the interaction potential between an energetic injected particle and a line of atoms by an average potential.

Key results of Secs. III and IV used to prove Theorem 1 entail that for sufficiently large $E$ there exist abundant motions for the NR model and the R model which wind around the line $x_{2}=0$ and which can be viewed as quasiperiodic by identifying all hyperplanes $x_{1}=\rho+n(|n|=0,1,2, \ldots)$. From previous numerical work, ${ }^{1,2}$ one expects that chaotic motions, in some sense, also exist for these models. However, no rigorous results on the existence of chaos are known in this context, and no systematic numerical experiments to detect chaotic motion for these dynamical systems have been reported in the literature. ${ }^{14,15}$

The Poincaré surface-of-section method exploited in the present paper and in the work in Refs. 14 and 15 is of
great potential usefulness for systematic analytical and numerical studies of regular and chaotic motions of fast particles in crystals, described by appropriate Hamiltonian models. In view of this, it is very surprising that in the literature no mention is made by other investigators of the use of this method in channeling research.

By the approach of Secs. III and IV, we have proved a generalized version of Theorem 1 which applies to a nonrelativistic and a relativistic model encompassing the NR model and the R model, respectively, as special cases. This generalization of the latter two models consists in replacing the assumption that $\partial V\left(x_{1}, 0\right) / \partial x_{2}=0$ for $x_{1} \in \mathbb{R}$ by the condition that $\int_{0}^{1} \partial V\left(x_{1}, 0\right) / \partial x_{2} \cdot d x_{1}=0$, which demands only that the $x_{2}$ component of the force on the particle of interest vanish on the average along the line $x_{2}=0$. We have shown for these generalized models that at sufficiently high $E$ there exist distinguished solutions of the equations of motion which exist for all time and are orbitally stable. The corresponding trajectories in configuration space are slightly deformed versions of the line $x_{2}=0$ for large enough $E$. This weakening of our assumptions on $V$ is of both physical and mathematical interest. In particular, it is of interest physically because it models what happens in many real channeling phenomena. This generalization of Theorem 1 will be discussed in detail in a future publication. ${ }^{16}$

## II. STATEMENT OF PRINCIPAL THEOREM AND STRATEGY OF PROOF

## A. Statement of main result

We begin by defining the two-dimensional chaneling models alluded to in the Introduction. In suitable units, the Hamiltonians $H_{\mathrm{NR}}, H_{\mathrm{R}}$ for the NR model and the R model, respectively, are smooth real-valued functions defined for each $\left(x_{1}, x_{2}, p_{1}, p_{2}\right) \in \mathbb{R}^{4}$ such that $\left(x_{1}, x_{2}\right)$ is in a neighborhood of the line $x_{2}=0$ in $\mathbb{R}^{2}$ :
$H_{\mathrm{NR}}\left(x_{1}, x_{2}, p_{1}, p_{2}\right)=\frac{1}{2}\left(p_{1}^{2}+p_{2}^{2}\right)+V\left(x_{1}, x_{2}\right)$,
$H_{\mathrm{R}}\left(x_{1}, x_{2}, p_{1}, p_{2}\right)=\sqrt{p_{1}^{2}+p_{2}^{2}+1}+V\left(x_{1}, x_{2}\right)$.
The symbol $H$ will stand for $H_{\mathrm{NR}}$ or $H_{\mathrm{R}}$.
In this paper, the potential $V$ in (2.1a) and (2.1b) will be a fixed function which will be assumed to satisfy conditions (I)-(III) below.
(I) $V$ is a real-valued function which is analytic in the real variables $x_{1}, x_{2}{ }^{6}$ in the closed strip

$$
\begin{equation*}
\mathscr{S}=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}:\left|x_{2}\right| \leqslant \kappa\right\}, \tag{2.2}
\end{equation*}
$$

for some constant $\kappa>0$.
(II) In the strip (2.2), $V$ is periodic in $x_{1}$ with period unity and

$$
\begin{equation*}
\frac{\partial V\left(x_{1}, 0\right)}{\partial x_{2}}=0, \quad x_{1} \in \mathbb{R} \tag{2.3}
\end{equation*}
$$

(III) The following inequalities hold:

$$
\begin{align*}
& A_{2}>0  \tag{2.4a}\\
& A_{2} A_{4}-\frac{5}{3} A_{3}^{2} \neq 0 \tag{2.4b}
\end{align*}
$$

where

$$
\begin{equation*}
A_{j} \equiv \int_{0}^{1} \frac{\partial^{j} V\left(x_{1}, 0\right)}{\partial x_{2}^{j}} \cdot d x_{1} \tag{2.4c}
\end{equation*}
$$

The analyticity requirement in (I) was imposed to simplify the proofs; with some more work one should be able to prove Theorem 1 below for suitable potentials of an appropriate $C^{r}$ class. We do not need to assume that $V$ is periodic in $x_{2}$, since only trajectories close to the line $x_{2}=0$ are of interest here. The inequalities (2.4a) and (2.4b) are stability conditions. Condition (2.4a) is very natural physically; conditions of the same type are satisfied in continuum models of classical channeling (see, e.g., Ref. 1 or Chap. 10 of Ref. 2). Requirement ( 2.4 b ) is very weak; we imposed it in order that the relevant canonical maps were analytically conjugate to twist maps to which the version of the twist theorem in the Appendix was applicable.

Unless an explicit statement to the contrary is made, the discussions in the remainder of this sections apply to both cases $H=H_{\mathrm{NR}}, H=H_{\mathrm{R}}$.

For each quadruple $\rho, \xi, \eta, E$ of real numbers with $(\rho, \xi) \in \mathscr{S}$ for which they exist, we denote by $x_{i}(t ; \xi, E)$, $p_{i}(t ; \zeta, E)(i=1,2)$ functions having the following properties at each $t$ in a maximal open interval of $\mathbf{R}$ containing the origin: they are differentiable in $t$, are such that $\left(x_{i}(t ; \zeta, E)\right.$, $\left.x_{2}(t ; \zeta, E)\right) \in \mathscr{S}$, they satisfy the Hamiltonian equations of motion

$$
\begin{equation*}
\dot{x}_{i}=\frac{\partial H}{\partial p_{i}}, \quad \dot{p}_{i}=-\frac{\partial H}{\partial x_{i}}, \quad i=1,2 \tag{2.5}
\end{equation*}
$$

and the initial conditions

$$
\begin{array}{ll}
x_{1}(0 ; \zeta, E)=\rho, & x_{2}(0 ; \xi, E)=\xi, \\
p_{1}(0 ; \zeta, E)>0, & p_{2}(0 ; \xi, E)=\eta, \tag{2.6}
\end{array}
$$

and they lie on the energy surface $H=E$. Here $\zeta=(\xi, \eta)$ and we will keep $\rho$ fixed in this paper.

Equation (2.3) states that the $x_{2}$ component of the force on the particle vanishes along the entire line $x_{2}=0$. Hence if the initial conditions (2.6) hold for $\xi=\eta=0$ at some energy

$$
\begin{equation*}
E>V_{0} \equiv \max _{|u|<\infty} V(u, 0)<\infty \tag{2.7}
\end{equation*}
$$

then the particle traverses a semi-infinite rectilinear orbit in the phase space $\mathbf{R}^{4}$, the points $\left(x_{1}, p_{1}, x_{2} p_{2}\right)$ of this orbit being those on $H=E$ having coordinates $\rho<x_{1}<\infty, p_{1}>0$, $x_{2}=p_{2}=0$. The last inequality in (2.7) follows by (I) and the periodicity property in (II). Theorem 1-our principal re-sult-and elementary considerations using the relevant energy integrals show that for large enough energy this rectilinear motion is orbitally stable for fixed $\rho$ : if $|\xi|,|\eta|$ are small enough and $E$ varies by a sufficiently small amount, then the distance of each point of the phase-space orbit traversed during this interval from the above rectilinear orbit is as small as desired in the cases $H=H_{\mathrm{NR}}, H=H_{\mathrm{R}}$.

Theorem 1: Let (I), (II), and (III) hold, and choose an arbitrary $\epsilon>0$. Then there is an energy $E_{0}=E_{0}(H)>V_{0}$ which is independent of $\epsilon$ and the following properties hold. For each $E^{0}>E_{0}$ there exist positive constants $\sigma=\sigma\left(\epsilon, E^{0}, H\right), e=e\left(\epsilon, E^{0}, H\right)$ such that when $t \geqslant 0,|\xi|<\sigma$, $|\eta|<\sigma$, and $E^{0}-e<E<E^{0}+e$; the above solution $x_{i}(t ; \zeta, E), p_{i}(t ; \zeta, E)(i=1,2)$ exists, is unique, and satisfies $\left|x_{2}(t ; \zeta, E)\right|<\epsilon,\left|p_{2}(t ; \xi, E)\right|<\epsilon$.

Remark: In Ref. 5, a less general theorem than this was announced for a version of the NR model in which $V$ was assumed to be even in $x_{2}$ in the pertinent strip.

## B. Strategy of proof of Theorem 1

Recall that $V$ is a fixed potential with properties (I)-(III). The discussions in this subsection will be frequently informal. More precise definitions and statements will be made later.

The points $\left(x_{1}, x_{2}, p_{1}, p_{2}\right)$ with $p_{1}>0$ lying on a given energy surface $H=E$ in the phase space $\mathbb{R}^{4}$ of the system (2.5) will be labeled ( $x_{1}, x_{2}, p_{2}$ ) for convenience. In the spirit of Poincaré, we consider two hyperplanes (surfaces of section) $x_{1}=\rho$ and $x_{1}=\rho+1$ in $\mathbb{R}^{4}$ at unit distance apart, motivated by the assumption that $V$ has period unity in $x_{1}$. For large enough $E$, there is a well-defined canonical map ${ }^{17}$ which sends each point ( $\rho, \xi, \eta$ ) on the first hyperplane for which $(\xi, \eta)$ is in a suitably small neighborhood of $0 \in \mathbb{R}$ to the unique point ( $\rho+1, \xi^{\prime}, \eta^{\prime}$ ) on the second hyperplane at which the phase-space orbit of system (2.5), emanating from $(\rho, \xi, \eta)$ at $t=0$, cuts the latter hyperplane. That is, for each such $\zeta$ and $E, \xi^{\prime}$ and $\eta^{\prime}$ are the values of $x_{2}(t ; \xi, E)$ and $p_{2}(t ; \xi, E)$, respectively, at the unique value of $t$ at which this intersection occurs; $x_{1}(t ; \zeta, E)=\rho+1$. This map, which we denote by $\mathscr{P}(E)$ for short (suppressing its dependence on $\left.H=H_{\mathrm{NR}}, H_{\mathrm{R}}\right)$ has the form

$$
\begin{align*}
& \xi^{\prime}=\alpha(E) \xi+\beta(E) \eta+f(\xi, \eta, E) \\
& \eta^{\prime}=\gamma(E) \xi+\delta(E) \eta+g(\xi, \eta, E) \tag{2.8}
\end{align*}
$$

where $\alpha, \beta, \gamma, \delta$ are real-valued analytic functions of the real variable $E$ for high enough $E$ and are independent of $\xi$ and $\eta$, and $f g$ are real-valued analytic functions of $\xi, \eta$, and $E$ at each such $E$ when $(\xi, \eta)$ is in some neighborhood of the origin, the power series of $f, g$ in $\xi, \eta$ starting with second-degree terms. Since $\mathscr{P}(E)$ is an area- and orientation-preserving map at those $E$ at which it exists, the matrix

$$
M(E)=\left(\begin{array}{ll}
\alpha(E) & \beta(E)  \tag{2.9}\\
\gamma(E) & \delta(E)
\end{array}\right)
$$

has determinant equal to unity at each such $E$.
Theorem 1 follows by an easy standard argument once we have shown that the fixed point $0 \in \mathbb{R}^{2}$ is stable under $\mathscr{P}(E)$ for sufficiently large $E$, in the sense of Eq. (3.38) of Sec. III D. A major step in proving this stability result is to derive asymptotic formulas for the derivatives
$\left.\frac{\partial^{j+k} \xi^{\prime}}{\partial \xi^{j} \partial \eta^{k}}\right|_{0},\left.\quad \frac{\partial^{j+k} \eta^{\prime}}{\partial \xi^{j} \partial \eta^{k}}\right|_{0}, \quad j \geqslant 1, \quad k \geqslant 1, \quad j+k \leqslant 3$,
in the limit $E \rightarrow \infty$, where the zero subscript means that they are evaluated at $\xi=\eta=0$. We derived such formulas by the simple approach explained in Secs. III B, III C, and IV B. This involved estimating solutions of certain systems of integral equations. These systems are equivalent to systems of variational equations of the first, second, and third orders (corresponding to the above rectilinear solution along $x_{2}$ $=0$ ) plus the relevant initial conditions. In this paper, it will be unnecessary to consider these variational equations.

One can show (see Lemmas 3.3 and 4.3 and their proofs) that the eigenvalues of $M(E)$, if labeled appropriately (to in-
sure analyticity), have the following properties for large enough $E$.
(i) They are of the form $\lambda(E), \overline{\lambda(E)}$, with $\lambda(E) \neq \pm 1$, $|\lambda(E)|=1$, [i.e., $0 \in \mathbb{R}$ is an elliptic fixed point of $\mathscr{P}(E)$ at high enough $E$ ] and are such that $\lambda$ is an analytic function of $E$ at each such $E$.
(ii) One has $\lambda^{3}(E), \lambda^{4}(E) \neq 1$.

By these properties and the stated analyticity properties of the map (2.8), we can express this canonical map in the Birkhoff normal form ${ }^{18}$

$$
\begin{equation*}
z^{\prime}=\lambda(E) z\left[1+\mu(E)|z|^{2}\right]+O\left(|z|^{4}\right), \quad z \rightarrow 0 \tag{2.11}
\end{equation*}
$$

for sufficiently large $E$ by a simultaneous analytic change of variables from $\xi, \eta$ (respectively, $\xi^{\prime}, \eta^{\prime}$ ) to the complex variables $z, \bar{z}$ (respectively, $z^{\prime}, \bar{z}^{\prime}$ ). At each of the latter $E$ values, the first twist coefficient $\mu(E)$ is a real-valued analytic function of $E$, indepenent of $z, \bar{z}$. This coefficient depends on how one chooses a matrix which diagonalizes $M(E)$ at large enough $E$. If one selects this matrix for the NR model and the R model as is done in this paper (see Secs. III C and IV B), $\mu(E)$ is given asymptotically by

$$
\begin{align*}
& \mu(E)=K E^{-1 / 2}+O\left(E^{-1}\right), \quad \text { NR model }  \tag{2.12a}\\
& \mu(E)=K^{\prime} E^{-1}+O\left(E^{-3 / 2}\right), \quad \text { R model } \tag{2.12b}
\end{align*}
$$

for $E \rightarrow \infty$, where $K, K^{\prime}$ are nonzero constants depending only on $A_{2}, A_{3}, A_{4}$ in (2.4c). Equations (2.12a) and (2.12b) are derived by using the asymptotic formulas, alluded to above, for the derivatives (2.10) (see Lemmas 3.5 and 4.5 and their proofs).

The point of Eqs. (2.12) is that they entail that $\mu(E) \neq 0$ for both of these models when $E$ is large enough. The following discussion applies to the cases $H=H_{\mathrm{NR}}$ and $H=H_{\mathrm{R}}$. By $\mu(E) \neq 0$ and certain analyticity properties of a mapping induced by (2.11), one concludes that Moser's twist theorem (in the version stated in the Appendix) applies to that induced mapping. By this theorem and elementary arguments, we infer that $\mathscr{P}(E)$ has an analytic closed invariant curve in each punctured neighborhood of the point $0 \in \mathbb{R}^{2}$ when $E$ is sufficiently large. A standard argument now shows that this point is stable under $\mathscr{P}(E)$ in the desired sense at each such $E$, and thus that Theorem 1 is true. These considerations are presented in detail only for the case $H=H_{\mathrm{NR}}$ (see Sec. III D), since the corresponding stability proof for $H=H_{\mathrm{R}}$ is similar.

## III. PROOF OF THEOREM 1 FOR THE NR MODEL

The present section is divided into four subsections, III A-III D. In Sec. III A, we state certain existence, analyticity, and asymptotic results for the NR model which will be used in subsequent proofs. In Secs. III B and III C we give asymptotic estimates for the canonical map (2.8) for this model in the limit $E \rightarrow \infty$. A proof of Theorem 1 for the NR model is given in Sec. III D.

In the remainder of this paper, it should be understood that equations in which the symbol $O(E-\eta)$ occurs for some $r>0$ hold in the limit $E \rightarrow \infty$. In most cases, this limit will not be explicitly stated, in the interest of brevity.

Throughout the present section, $x_{i}(t ; \xi, E), p_{i}(t ; \zeta, E)$ $(i=1,2)$ will always denote a solution of (2.5) as defined in Sec. II A, specialized to $H=H_{\mathrm{NR}}$.

## A. Auxiliary results

Suppose that $\zeta, E$ are such that $(\rho, \xi) \in \mathscr{S}[$ see (2.2)] and $E>\eta^{2} / 2+V(\rho, \xi)$,
this last inequality being necessary in order for the condition $p_{1}(0 ; 5, E)>0$ in (2.6) to hold in the present case $H=H_{\mathrm{NR}}$. Then by standard results on ordinary differential equations, one knows that such a solution $x_{i}(t ; \xi, E), p_{i}(t ; \xi, E)(i=1,2)$ exists and is unique at all $t$ in some maximum interval $I(\zeta, E) \subset \mathbb{R}$ containing the origin. At each $\zeta, E$ of the lastmentioned type, the functions $x_{i}(t ; \xi, E)$ satisfy the integral equations
$x_{i}(t ; \xi, E)=\xi_{i}+\eta_{i} t+\int_{0}^{t}(t-s) f_{i}(x(s ; \xi, E)) d s, \quad i=1,2$,
for $t \in I(\xi, E)$. In (3.2), $x(s ; \xi, E)=\left(x_{1}(s ; \xi, E), x_{2}(s ; \xi, E)\right)$,

$$
\begin{align*}
& \xi_{1}=\rho, \quad \xi_{2}=\xi \\
& \eta_{1}=\eta_{1}(\xi, E)=\sqrt{2[E-V(\rho, \xi)]-\eta^{2}}  \tag{3.3}\\
& \eta_{2}=\eta
\end{align*}
$$

and

$$
\begin{equation*}
f_{i}(x)=-\frac{\partial V(x)}{\partial x_{i}}, \quad i=1,2 \tag{3.4}
\end{equation*}
$$

In order to derive the asymptotic behavior of the canonical map $\mathscr{P}_{\mathrm{NR}}(E)$ for $E \rightarrow \infty$, we need certain results on existence and uniqueness of analytic solutions of Eq. (3.2). These results are stated in Lemma 3.1 below.

By condition (I) and the periodicity property in (II), the potential $V$ has the following property.
( $\left.I^{\prime}\right) V$ has an analytic extension, also denoted by $V$, such that $V\left(z_{1}, z_{2}\right)$ is analytic in the complex variables $\left(z_{1}, z_{2}\right)($ Ref. 6) at each point $\left(z_{1}, z_{2}\right)$ of a closed region

$$
\begin{equation*}
\mathscr{R}=\left\{\left(z_{1}, z_{2}\right) \in \mathbb{C}^{2}:\left|\operatorname{Im} z_{1}\right| \leqslant a_{0},\left|z_{2}\right| \leqslant a_{0}\right\}, \tag{3.5}
\end{equation*}
$$

where $a_{0}$ is a positive constant not larger than $\kappa$ in (2.2).
By ( $\mathrm{I}^{\prime}$ ),

$$
\begin{align*}
& V_{1} \equiv \max _{\left(z_{1}, z_{2}\right) \in \mathscr{R}}\left|V\left(z_{1}, z_{2}\right)\right|<\infty, \\
& N \equiv \max _{i=1,2} \max _{\left(z_{1}, z_{2}\right) \in \mathscr{R}}\left|\frac{\partial V\left(z_{1}, z_{2}\right)}{\partial z_{i}}\right|<\infty . \tag{3.6}
\end{align*}
$$

Notice also that (3.1) holds under the assumptions of the next lemma.

Lemma 3.1: Choose positive constants $a, b$ with $a<a_{0}$, and select a sufficiently large positive constant $E_{1}$ so that

$$
E_{1}>V_{1}+\frac{1}{2} b^{2},
$$

in particular. Then the solution $x_{i}(t ; \zeta, E), p_{i}(t ; \zeta, E)(i=1,2)$ exists, is unique, and is such that each of the latter four functions is analytic in $t, \xi, \eta, E$ for $(\xi,(t, E)) \in \mathscr{U} \times \mathscr{Y} \subset \mathbb{R}^{4}$. Here

$$
\begin{align*}
& \mathscr{U}=\left\{\left(u_{1}, u_{2}\right) \in \mathbb{R}^{2}:\left|u_{1}\right|<a,\left|u_{2}\right|<b\right\},  \tag{3.7}\\
& \mathscr{V}=\left\{(t, E) \in \mathbb{R}^{2}:|t|<t_{0}, E>E_{1}\right\},
\end{align*}
$$

where $t_{0}$ is the unique positive root of

$$
N t^{2}+2 b t-\left(a_{0}-a\right)=0
$$

This solution has the property

$$
\begin{aligned}
& \left(x_{1}(t ; \zeta, E), x_{2}(t ; \zeta, E)\right) \in \mathscr{R} \cap \mathbb{R} \subset \mathscr{S} \\
& \text { if }(\zeta,(t, E)) \in \mathscr{U} \times \mathscr{V} .
\end{aligned}
$$

Remark: One of the main points of this lemma is that the stated properties of this solution hold on the interval $|t|<t_{0}$, with $t_{0}$ a positive number independent of $E$. A much better existence theorem for Eqs. (2.5) at high enough $E$ follows by using the theory of averaging as expounded, e.g., in Ref. 19. However, Lemma 3.1 amply suffices for our purposes. Similar comments apply to the existence portion of Lemma 4.1.

Proof of Lemma 3.1: This lemma is a real-valued version of appropriate existence and uniqueness results on solutions of (3.2) in the complex domain. These results are themselves versions of familiar classical results and were proved by the standard method of successive approximations. We omit further details.

Let $E_{2} \geqslant E_{1}$ be a sufficiently large constant. Then for each $\zeta \in \mathscr{U}$ and $E>E_{2} \geqslant E_{1}$, the function $t \mapsto u$ with

$$
\begin{equation*}
u=x_{1}(t ; \xi, E) \tag{3.8}
\end{equation*}
$$

maps $\left(-t_{0}, t_{0}\right)$ bijectively onto an interval $J(\xi, E) \subset \mathbb{R}$ containing $[\rho, \rho+1]$. Moreover, $t=g(u ; \zeta, E)$ for $u \in J(\zeta, E)$ at each such $\zeta, E$ where at these values of its arguments $g$ is a realvalued analytic function of $u, \xi, \eta, E$ which is a strictly increasing function of $u$. To prove these assertions, we observe first that

$$
\begin{align*}
\dot{x}_{1}(t ; \xi, E) & =\sqrt{2[E-V(x(t ; \xi, E))]-\dot{x}_{2}^{2}(x(t ; \xi, E))} \\
& =(2 E)^{1 / 2}+O\left(E^{-1 / 2}\right)>0 \tag{3.9}
\end{align*}
$$

for $E \rightarrow \infty$, uniformly with respect to $t, \zeta$ for $t \in\left(-t_{0}, t_{0}\right), \zeta \in \mathscr{U}$, as follows by using, in particular, the integral of energy and the fact that $V(x(t ; \xi, E))$ and $\dot{x}_{2}(t ; \xi, E)$ are bounded at each such $t, \zeta$ for $E>E_{1}$ [by (I) and Lemma 3.1] so that there exists $E_{2} \geqslant E_{1}$ so large that the quantity inside the square root of (3.9) is positive,and by invoking (2.6) and a continuity argument. Thus the invertibility of $t \mapsto u$ is guaranteed at all such $t, \zeta, E$. The proof of the assertions in the second and third sentences of this paragraph is completed by making use of the analytic version of the implicit function theorem, in particular.

These properties of the diffeomorphism $t \mapsto u$ entail that at each $\zeta \in \mathscr{U}, E>E_{2}$ there is a unique time $\tau(\xi, E)$ at which the solution curve of system (2.5) for $H=H_{\mathrm{NR}}$, originating at a point ( $x_{1}=\rho, x_{2}=\zeta, p_{2}=\eta$ ) in the intersection of the surface of section $x_{1}=\rho$ with the energy surface $H_{\mathrm{NR}}$ $=E$ at $t=0$, intersects the surface of section $x_{1}=\rho+1$. That is, the equation

$$
\begin{equation*}
x_{1}(\tau(\zeta, E) ; \zeta, E)=\rho+1 \tag{3.10}
\end{equation*}
$$

has a unique solution $\tau(\xi, E)$ at each such $\xi, E$. One can easily show, by (3.9) in particular, that

$$
\tau(\xi, E)=(2 E)^{-1 / 2}+O\left(E^{-3 / 2}\right)
$$

for $E \rightarrow \infty$, uniformly in $\zeta$ on $\mathscr{U}$. This result will not be needed here.

Our main interest in the diffeomorphism $t \mapsto u$ is that it is essential for deriving the integral equations (3.12) below, whose use greatly lightens the labor of obtaining the required asymptotic estimates of the derivatives (2.10).

Define the functions $X, P, P_{1}$ as follows in terms of the
solution $x_{i}(t ; \zeta, E), p_{i}(t ; \xi, E)(i=1,2)$ :

$$
\begin{align*}
X(u ; \xi, E) & =x_{2}(t ; \xi, E)  \tag{3.11a}\\
P(u ; \xi, E) & =p_{2}(t ; \xi, E)  \tag{3.11b}\\
P_{1}(u ; \xi, E) & =p_{1}(t ; \zeta, E) \\
& =\sqrt{2[E-V(u, X(u ; \xi, E))]-P^{2}(u ; \xi, E)} \tag{3.11c}
\end{align*}
$$

for $u \in J(\zeta, E), \zeta \in \mathscr{U}, E>E_{2}$. By Lemma 3.1, (3.11), and the fact that $t \mapsto u$ is a diffeomorphism with the stated analyticity and other properties, $X, P, P_{1}$ are analytic functions of $u, \xi, \eta, E$ at the latter values of $u, \zeta, E$.

At each such $u, \zeta, E$, the functions $X$ and $P$ obey a sec-ond-order system of Hamiltonian differential equations

$$
\begin{align*}
& \frac{d X(u / \zeta, E)}{d u}=\frac{P(u ; \zeta, E)}{P_{1}(u ; \zeta, E)}  \tag{3.12a}\\
& \frac{d P(u ; \zeta, E)}{d u}=\frac{f_{2}(u ; \zeta, E)}{P_{1}(u ; \zeta, E)} \tag{3.12b}
\end{align*}
$$

These equations follow directly by changing the independent variable from $t$ to $u$ in the equations of motion of type (2.5) or $H=H_{\mathrm{NR}}$, whose left sides are $\dot{x}_{2}(t ; \xi, E)$ and $\dot{p}_{2}(t ; \xi, E)$, and using (3.11). This is a simple example of isoenergetic reduction. ${ }^{20}$ The equations of real interest here are the integral equations

$$
\begin{align*}
& X(u ; \xi, E)=\xi+\int_{\rho}^{u} \frac{P\left(u^{\prime} ; \zeta, E\right)}{P_{1}\left(u^{\prime} ; \xi, E\right)} d u^{\prime},  \tag{3.13a}\\
& P(u ; \zeta, E)=\eta+\int_{\rho}^{u} \frac{f_{2}\left(u^{\prime} ; \zeta, E\right)}{P_{1}\left(u^{\prime} ; \zeta, E\right)} d u^{\prime}, \tag{3.13b}
\end{align*}
$$

equivalent to the differential equations obeyed by $X$ and $P$ plus the relevant initial conditions (2.6), and which hold at the latter $u, \zeta, E$ values.

For our purposes, the advantage of working with Eqs. (3.13) is that it avoids the need to estimate derivatives of $\tau(\xi, E)$ and $x_{1}(\tau(\xi, E) ; \xi, E)$ with respect to $\xi, \eta$ in order to obtain the needed estimates of the derivatives (2.10) of orders greater than unity, as would be necessary when using (3.2) and the analogous integral equations for $p_{i}(t ; \zeta, E)(i=1,2)$ to accomplish this objective. This represents a considerable simplification.

## B. Asymptotic formulas concerning the linear portion of $\mathscr{P}_{\text {NR }}(E)$

Before deriving these formulas, we will define the mapping $\mathscr{P}_{\mathrm{NR}}(E)$, which is a precise version for $H=H_{\mathrm{NR}}$ of the mapping $\mathscr{P}(\boldsymbol{E})$ defined informally in Sec. II B.

Now,

$$
X(\rho+1 ; \zeta, E)=x_{2}(\tau(\zeta, E) ; \zeta, E)
$$

$$
\begin{equation*}
P(\rho+1 ; \zeta, E)=p_{2}(\tau(\zeta, E) ; \zeta, E) \tag{3.14}
\end{equation*}
$$

for $\xi \in \mathscr{U}, E>E_{2} \geqslant E_{1}$, by the bijective property of the map $t \mapsto u,(3.10)$, and (3.11a), where $\mathscr{U}, E_{1}, E_{2}$ are defined in (3.7), Lemma 3.1, and the first sentence of the paragraph containing (3.8). Therefore, $\mathscr{P}_{\mathrm{NR}}(\boldsymbol{E})$ can be defined as follows.

Definition: For each $E>E_{2}, \mathscr{P}_{\mathrm{NR}}(E)$ is a mapping with domain $\mathscr{U}$ which sends every $(\xi, \eta) \in \mathscr{U}$ into

$$
\left(\xi^{\prime}, \eta^{\prime}\right)=(X(\rho+1 ; \xi, E), P(\rho+1 ; \xi, E)) \in \mathbb{R}^{2}
$$

Remarks: (1) $\mathscr{P}_{\mathrm{NR}}(E)$ is well defined at each $E>E_{2}$ and is a canonical map ${ }^{17}$ such that writing $\xi^{\prime}=\phi_{1}(\xi, \eta, E)$, $\eta^{\prime}=\phi_{2}(\xi, \eta, E)$, the functions $\phi_{1}, \phi_{2}$ are analytic in $\xi, \eta, E$ for $(\xi, \eta) \in \mathscr{U}, E>E_{2}$. These properties follow by the analyticity properties of $X$ and $P$, and a well-known theorem. ${ }^{21}$
(2) Standard arguments using the periodicity of $V$ in (II) show that each iterate $\left(\mathscr{P}_{\mathrm{NR}}(E)\right)^{n}(n \geqslant 1)$ of $\mathscr{P}_{\mathrm{NR}}(E)$, if it exists, has the following property. Consider a sufficiently large $E$ and let $\left(\xi_{n}, \eta_{n}\right)=\left(\mathscr{P}_{\mathrm{NR}}(E)\right)^{n}(\xi, \eta)$. Then (in the notation of Sec. II B) $\left(x_{1}=\rho+n, x_{2}=\xi_{n}, p_{2}=\eta_{n}\right)(n \geqslant 1)$ is the point in the intersection of the surface of section $x_{1}=\rho+n$ with the energy surface $H_{\mathrm{NR}}=E$ at which the solution curve of the system (2.5) for $H=H_{\mathrm{NR}}$, emanating at $t=0$ from the point ( $x_{1}=\rho, x_{2}=\xi, p_{2}=\eta$ ) on this energy surface, intersects the latter surface of section.
(3) The property of the iterates of $\mathscr{P}_{\text {NR }}(E)$ stated in the previous remark, together with a suitable version of Moser's twist theorem, will allow us to go from the considerations of this and the next subsection, mostly limited to finite time intervals, to the stability result for the case $H=H_{\mathrm{NR}}$ for an infinite time interval asserted by Theorem 1.

The next two lemmas deal with the linear part of $\mathscr{P}_{\mathrm{NR}}(E)$, i.e., with the functions $\alpha, \beta, \gamma, \delta$ given by

$$
\begin{array}{ll}
\alpha(E)=\frac{\partial X(\rho+1 ; 0, E)}{\partial \xi}, \quad \beta(E)=\frac{\partial X(\rho+1 ; 0, E)}{\partial \eta} \\
\gamma(E)=\frac{\partial P(\rho+1 ; 0, E)}{\partial \xi}, \quad \delta(E)=\frac{\partial P(\rho+1 ; 0, E)}{\partial \eta} \tag{3.15}
\end{array}
$$

which are analytic in $E$ for $E>E_{2}$ by the analyticity properties of $X$ and $P$.

Lemma 3.2: One has for the functions $\alpha, \beta, \gamma, \delta$ in (3.15)
$\alpha(E)=1+\frac{1}{2 E} \int_{\rho}^{\rho+1}(1+\rho-u) \frac{\partial f_{2}(u, 0)}{\partial x_{2}} d u+O\left(E^{-2}\right)$,
$\beta(E)=(2 E)^{-1 / 2}+O\left(E^{-3 / 2}\right)$,
$\gamma(E)=(2 E)^{-1 / 2} \int_{0}^{1} \frac{\partial f_{2}(u, 0)}{\partial x_{2}} d u+O\left(E^{-3 / 2}\right)$,
$\delta(E)=1+\frac{1}{2 E} \int_{\rho}^{\rho+1}(u-\rho) \frac{\partial f_{2}(u, 0)}{\partial x_{2}} d u+O\left(E^{-2}\right)$.
(3.16d)

Proof: Assume that the hypotheses of the lemma are made. We will show that (3.16a) and (3.16c) hold, (3.16b) and ( 3.16 d ) being provable similarly.

To prove (3.16a) and (3.16c), we differentiate Eqs. (3.13), with respect to $\xi$, thus obtaining for $u \in[\rho, \rho+1], E>E_{2}$

$$
\begin{align*}
\frac{\partial X(u ; 0, E)}{\partial \xi}= & 1+\int_{\rho}^{u} \frac{1}{P_{1}\left(u^{\prime} ; 0, E\right)} \frac{\partial P\left(u^{\prime} ; 0, E\right)}{\partial \xi} d u^{\prime} \\
\frac{\partial P(u ; 0, E)}{\partial \xi}= & \int_{\rho}^{u} \frac{1}{P_{1}\left(u^{\prime} ; 0, E\right)} \frac{\partial f_{2}\left(u^{\prime} ; 0\right)}{\partial x_{2}}  \tag{3.17a}\\
& \times \frac{\partial X\left(u^{\prime} ; 0, E\right)}{\partial \xi} d u^{\prime} \tag{3.17b}
\end{align*}
$$

where, of course, $\partial f_{2} / \partial x_{2}$ is the derivative of $f_{2}$ with respect to the second variable and where we have used (2.3), (3.11b), and the equations

$$
\begin{equation*}
X((u ; 0, E)=0, \quad P(u ; 0, E)=0, \tag{3.18}
\end{equation*}
$$

which hold for $u \in R, E>E_{2}$. These equations follow by (3.11a) and the existence, for sufficiently large $E$, of a rectilinear solution of Eqs. (2.5) for $H=H_{\mathrm{NR}}$, such that $x_{2}(t ; 0, E)=p_{2}(t ; 0, E)=0(t \in \mathbb{R})$.

The proof that the right sides of (3.17a) and (3.17b) have the respective asymptotic forms (3.16a) and (3.16c) when $u=\rho+1$ will be carried out in two main steps.
(1) In this step, we will prove that

$$
\begin{align*}
& \frac{\partial X(u ; 0, E)}{\partial \xi}=1+O\left(E^{-1}\right)  \tag{3.19a}\\
& \frac{\partial P(u ; 0, E)}{\partial \xi}=O\left(E^{-1 / 2}\right) \tag{3.19b}
\end{align*}
$$

for $E \rightarrow \infty$, uniformly with respect to $u$ on $[\rho, \rho+1]$.
By (3.9), (3.11c), and obvious properties of $t \mapsto u$,
$P_{1}(u ; \xi, E)=(2 E)^{1 / 2}+O\left(E^{-1 / 2}\right)$,
in the latter limit, uniformly in $u, \zeta$ for $u \in[\rho, \rho+1], \zeta \in \mathscr{U}$.
By (3.17), (3.9'), and the boundedness of $\partial f_{2}(u, 0) / \partial x_{2}$ [recall (I) and (3.4)],

$$
\begin{aligned}
& \left|\frac{\partial X(u ; 0, E)}{\partial \xi}\right| \leqslant 1+C E^{-1 / 2} \int_{\rho}^{u}\left|\frac{\partial P\left(u^{\prime} ; 0, E\right)}{\partial \xi}\right| d u^{\prime}, \\
& \left|\frac{\partial P(u ; 0, E)}{\partial \xi}\right| \leqslant C^{\prime} E^{-1 / 2} \int_{\rho}^{u}\left|\frac{\partial X\left(u^{\prime} ; 0, E\right)}{\partial \xi}\right| d u^{\prime}
\end{aligned}
$$

at the latter $u, E$ if $E$ is sufficiently large, the positive numbers $C, C^{\prime}$ being independent of $u, E$. Substituting the second of these inequalities in the first and either integrating the resulting inequality over [ $u, \rho$ ] or, more elegantly, applying the usual Gronwall estimate, we see that

$$
\frac{\partial X(u ; 0, E)}{\partial \xi}=O(1)
$$

for $E \rightarrow \infty$ in the above uniform sense, whence (3.19b) obtains in the same sense in this limit. That (3.19a) holds in the desired sense now follows by (3.9), (3.17a), and (3.19b).
(2) Using (3.17), the fact that (3.9') and (3.19) are true in the specified uniform sense, and the periodicity property of $V$ in (II), the desired asymptotic results (3.16a) and (3.16b) emerge readily.

Let $M_{\mathrm{NR}}(E)$ be the matrix (2.9), with elements defined by (3.15). The next lemma concerns properties of the eigenvalues of $M_{\mathrm{NR}}(E)$.

Lemma 3.3: At each $E>E_{3}$, where $E_{3} \geqslant E_{2}$ is a sufficiently large constant, the eigenvalues of $M_{\mathrm{NR}}(E)$ can be labeled so that they have properties (i) and (ii) of Sec. II B.

Proof: By (2.4a), (3.4), (3.16a), (3.16d), and $V(u+1,0)$ $=V(u, 0)(u \in \mathbb{R})$, one sees that

$$
\begin{equation*}
\alpha(E)+\delta(E)=2-A_{2} / 2 E+O\left(E^{-2}\right) \tag{3.20}
\end{equation*}
$$

whence by (2.4a) and (3.20),

$$
\begin{equation*}
0<\alpha(E)+\delta(E)<2 \tag{3.21}
\end{equation*}
$$

for large enough $E$. By (3.21) and det $M_{\mathrm{NR}}(E)=1$, we see that the eigenvalues of $M_{\mathrm{NR}}(E)$ at each such $E$ are nonreal, lie on the unit circle, and are equal to

$$
\begin{equation*}
\lambda(E)=\frac{1}{2}\left\{\alpha(E)+\delta(E)+i \sqrt{4-[\alpha(E)+\delta(E)]^{2}}\right\} \tag{3.22}
\end{equation*}
$$

and its complex conjugate. One readily proves that $\lambda(E)$ in (3.22) has the remaining properties (i) and (ii) when $E$ is sufficiently large.

Notice that (2.4a), (3.20), and (3.22) imply that

$$
\operatorname{Re} \lambda(E)=1-A_{2} / 4 E+O\left(E^{-2}\right)
$$

$$
\begin{equation*}
\operatorname{Im} \lambda(E)=\left(A_{2} / 2 E\right)^{1 / 2}+O\left(E^{-3 / 2}\right) \tag{3.23}
\end{equation*}
$$

## C. Asymptotic formulas for the quadratic and cubic nonlinearitles of $\mathscr{P}_{\mathrm{NR}}(E)$ and proof of (2.12a)

Asymptotic formulas for the derivatives (2.10) of second and third orders in the limit $E \rightarrow \infty$ will be needed to derive Eq. (2.12a). We obtained these asymptotic formulas by arguments of similar kind, but more complicated than those used to prove (3.16).

The main step in deriving these formulas is to obtain appropriate estimates of the derivatives

$$
\begin{gather*}
\frac{\partial^{n} X(u ; 0, E)}{\partial \xi^{m} \partial \eta^{n-m}}, \quad \frac{\partial^{n} P(u ; 0, E)}{\partial \xi^{m} \partial \eta^{n-m}} \\
m=1, \ldots, n, \quad \rho \leqslant u \leqslant \rho+1 \tag{3.24}
\end{gather*}
$$

of orders $n=2,3$ in this limit. Actually, such estimates can be found for derivatives (3.24) of any order $n$ by the procedures sketched below.

Differentiating (3.13) and using (2.3), (3.4), and (3.18), one gets for $u \in[\rho, \rho+1], E_{>} E_{2}$

$$
\begin{equation*}
D X(u ; 0, E)=D \xi+\int_{\rho}^{u} \frac{1}{P_{1}\left(u^{\prime} ; 0, E\right)} D P\left(u^{\prime} ; 0, E\right) d u^{\prime}+\cdots \tag{3.25a}
\end{equation*}
$$

$$
\begin{align*}
D P(u ; 0, E)= & D \eta+\int_{\rho}^{u} \frac{1}{P_{1}\left(u^{\prime} ; 0, E\right)} \frac{\partial f_{2}\left(u^{\prime}, 0\right)}{\partial x_{2}} \\
& \times D X\left(u^{\prime} ; 0, E\right) d u^{\prime}+\cdots, \tag{3.25b}
\end{align*}
$$

where $D=\partial^{p} / \partial \xi^{q} \partial \eta^{p-q}$ for any given $0 \leqslant q \leqslant p, p \geqslant 1$, and $+\cdots$ denotes a sum of integrals over $[\rho, u]$ in whose integrands only derivatives of orders less than $p$ are present.

Using (3.25) in conjunction with an approach similar to that by which Eqs. (3.19) were proved and a simple inductive argument, each derivative in the first (second) line of (3.24) can be estimated as being $O\left(E^{-c(n, m) / 2}\right)\left(O\left(E^{-d(n, m) / 2}\right)\right)$ in the limit $E \rightarrow \infty$, uniformly in $u$ on $[\rho, \rho+1]$. Here $c(n, m)$, $d(n, m)$ are appropriate non-negative integers. Indeed, a systematic and straightforward inductive procedure can be easily devised for obtaining estimates of this type for derivatives (3.24) of any order $n$, given similar estimates of lowerorder derivatives (3.24).

By such crude uniform estimates of the derivatives (3.24) with $n=1,2,3$, together with procedures analogous to Step (2) of the proof of Lemma 3.2, one arrives at the results stated in Lemma 3.4.

Lemma 3.4: Using the notation (2.4c), one has the following.
(1) The quadratic nonlinearities of $\mathscr{P}_{\mathrm{NR}}(E)$ have the asymptotic behavior

$$
\begin{equation*}
\frac{\partial^{2} X(\rho+1 ; 0, E)}{\partial \xi^{2-s} \partial \eta^{s}}=O\left(E^{-1-s / 2}\right), \quad s=0,1,2 \tag{3.26a}
\end{equation*}
$$

$$
\begin{align*}
& \frac{\partial^{2} P(\rho+1 ; 0, E)}{\partial \xi^{2}}=-A_{3}(2 E)^{-1 / 2}+O\left(E^{-3 / 2}\right)  \tag{3.26b}\\
& \frac{\partial^{2} P(\rho+1 ; 0, E)}{\partial \xi^{2-s} \partial \eta^{s}}=O\left(E^{-1 / 2-s / 2}\right), \quad s=1,2 \tag{3.26c}
\end{align*}
$$

(2) The cubic nonlinearities of $\mathscr{P}_{\mathrm{NR}}(E)$ behave as

$$
\begin{align*}
& \frac{\partial^{3} X(\rho+1 ; 0, E)}{\partial \xi^{3-s} \partial \eta^{s}}=O\left(E^{-1-s / 2}\right), \quad s=0,1,2  \tag{3.27a}\\
& \frac{\partial^{3} X(\rho+1 ; 0, E)}{\partial \eta^{3}}=O\left(E^{-3 / 2}\right),  \tag{3.27b}\\
& \frac{\partial^{3} P(\rho+1 ; 0, E)}{\partial \xi^{3}}=-A_{4}(2 E)^{-1 / 2}+O\left(E^{-3 / 2}\right)  \tag{3.27c}\\
& \frac{\partial^{3} P(\rho+1 ; 0, E)}{\partial \xi^{3-s} \partial \eta^{s}}=O\left(E^{-1 / 2-s / 2}\right), \quad s=1,2,3 \tag{3.27d}
\end{align*}
$$

We now digress to discuss more fully the reduction of $\mathscr{P}_{\mathrm{NR}}(E)$ to Birkhoff normal form and related matters. The results of this discussion will be needed in this and the next subsection.

Consider any $E>E_{4}$, where $E_{4} \geqslant E_{3}$ is a sufficiently large constant. By Remark (1) of Sec. III B, Lemma 3.3, and the general theory, ${ }^{22} \mathscr{P}_{\mathrm{NR}}(E)$ is conjugate to a canonical mapping $\mathscr{Q}_{E}$ in Birkhoff normal form

$$
\begin{equation*}
\mathscr{Q}_{E}=\psi_{E}^{-1} \circ \mathscr{P}_{\mathrm{NR}}(E)^{\circ} \psi_{E} \tag{3.28}
\end{equation*}
$$

At each such $E, \psi_{E},(x, y) \mapsto\left(x^{\prime}, y^{\prime}\right)=\left(\psi_{1}(x, y, E), \psi_{2}(x, y, E)\right)$ is a diffeomorphism from an open ball $\mathscr{U}_{E}=\{(x, y)$ $\left.\in \mathbb{R}^{2}:\left(x^{2}+y^{2}\right)^{1 / 2}<\rho(E)\right\}$ with $\rho(E)>0$ onto a neighborhood of $0 \in \mathbb{R}^{2}$. Indeed, $\psi_{1}, \psi_{2}$ are analytic functions of $x, y, E$ for $(x, y) \in \mathscr{U}_{E}, E>E_{4}$ and $x=\chi_{1}\left(x^{\prime}, y^{\prime}, E\right), y=\chi_{2}\left(x^{\prime}, y^{\prime}, E\right)$, with $\chi_{1}, \chi_{2}$ analytic in $x^{\prime}, y^{\prime}, E$ for $\left(x^{\prime}, y^{\prime}\right) \in \psi_{E}\left(\mathscr{U}_{E}\right), E>E_{4}$. If $(x, y) \in \mathscr{U}_{E}, E>E_{4}$, then

$$
\mathscr{Q}_{E}(x, y)=\left(x^{\prime}, y^{\prime}\right)
$$

where, writing $z=x+i y$ and $z^{\prime}=x^{\prime}+i y^{\prime}$,

$$
\begin{equation*}
z^{\prime}=\lambda(E) z\left[1+i \mu(E)|z|^{2}\right]+O\left(|z|^{4}\right), \quad z \rightarrow 0 \tag{3.29}
\end{equation*}
$$

Of course, here and in the remainder of this section, $\lambda(E)$ is as in (3.22), and hence has the asymptotic behavior (3.23).

The function $\mu$ in (3.29) is real valued and analytic for $E>E_{4}$ and is given at each such $E$ by the formula ${ }^{23}$

$$
\begin{align*}
\mu= & -i\left[i \operatorname{Im}\left(\bar{\lambda} p_{2}^{(3)}\right)+\left(\frac{\lambda^{3}+1}{\lambda^{3}-1}\right)\right. \\
& \left.\times\left|p_{0}^{(2)}\right|^{2}+3\left(\frac{\lambda+1}{\lambda-1}\right)\left|p_{2}^{(2)}\right|^{2}\right], \tag{3.30}
\end{align*}
$$

where we have written $\lambda=\lambda(E)$ for short and have omitted the dependence of the other pertinent symbols on $E$. Here
$p_{l}^{(n)}=p_{l}^{(n)}(E)=\left.[(n-l)!l!]^{-1} \frac{\partial^{n} G(u, \bar{u}, E)}{\partial u^{l} \partial \bar{u}^{n-l}}\right|_{u=0}$,
where $G(u, \bar{u}, E)$ is defined by the equation

$$
\left[\begin{array}{l}
G(u, \bar{u}, E)  \tag{3.32a}\\
\bar{G}(u, \bar{u}, E)
\end{array}\right]=C(E)^{-1}\binom{\xi^{\prime}}{\eta^{\prime}}
$$

for $(\xi, \eta) \in \mathscr{U}, E>E_{4}$. Here $\left(\xi^{\prime}, \eta^{\prime}\right)=\mathscr{P}_{\mathrm{NR}}(E)(\xi, \eta)$ and the complex numbers $u, \bar{u}$ are related to the real numbers $\xi, \eta$ by

$$
\begin{equation*}
\binom{u}{\bar{u}}=C(E)^{-1}\binom{\xi}{\eta}, \tag{3.32b}
\end{equation*}
$$

where $C(E)$ is a nonsingular $2 \times 2$ matrix of the form

$$
C(E)=\left(\begin{array}{ll}
c_{1}(E) & \overline{c_{1}(E)}  \tag{3.33}\\
c_{2}(E) & \overline{c_{2}(E)}
\end{array}\right), \quad \operatorname{det} C(E)=-i
$$

which diagonalizes $M_{\mathrm{NR}}(E)$

$$
C(E)^{-1} M_{\mathrm{NR}}(E) C(E)=\left(\begin{array}{ll}
\lambda(E) & 0  \tag{3.34}\\
0 & \overline{\lambda(E)}
\end{array}\right)
$$

For $E>E_{4}, C(E)$ exists and $c_{1}, c_{2}$ can (and will) be chosen to be analytic at each such $E$. This follows by invoking, in particular, Lemma 3.3, the reality of $\alpha(E), \beta(E), \gamma(E), \delta(E)$ over the latter range of $E$, and the fact that over that range the func$\operatorname{tion} \beta$ is analytic and $\beta(E)>0$.

By (2.9), (3.16), (3.23), (3.33), and (3.34),

$$
\begin{align*}
& \left|c_{1}(E)\right|=2^{-1 / 2} A_{2}^{-1 / 4}+O\left(E^{-1}\right)  \tag{3.35}\\
& \left|c_{2}(E)\right|=2^{-1 / 2} A_{2}^{1 / 4}+O\left(E^{-1}\right)
\end{align*}
$$

These two formulas will be useful in proving the more explicit version of (2.12a) given by the next lemma.

Lemma 3.5: Using the notation (2.4c),

$$
\begin{equation*}
\mu(E)=2^{-7 / 2} A_{2}^{-2}\left(A_{2} A_{4}-\frac{5}{3} A_{3}^{2}\right) E^{-1 / 2}+O\left(E^{-1}\right) \tag{3.36}
\end{equation*}
$$

for the NR model.
Remarks: (1) By (2.4b) and (3.36), there exists a constant $E_{5} \geqslant E_{4}$ such that

$$
\begin{equation*}
\mu(E) \neq 0, \quad E>E_{5} \tag{3.37}
\end{equation*}
$$

in the case $H=H_{\mathrm{NR}}$ under discussion.
(2) In particular, by (3.37), Remark (1) of Sec. III B (fourth paragraph) and the discussion in the paragraph containing (3.28) we may apply the Birkhoff-Lewis theorem ${ }^{24}$ to conclude that for each $\epsilon>0, E>E_{5}$, the mapping $\mathscr{P}_{\mathrm{NR}}(E)$ has a periodic point in each punctured disk $0<\xi^{2}+\eta^{2}<\epsilon^{2}$ whose period $n$ tends to infinity as $\epsilon \rightarrow 0$ [i.e., $\left(\mathscr{P}_{\mathrm{NR}}(E)\right)^{n}$ has a fixed point in each such disk for such a positive integer $n$ having this latter property]. For reasons of the same kind, the counterpart $\mathscr{P}_{\mathrm{R}}(E)$ of $\mathscr{P}_{\mathrm{NR}}(E)$ in the case $H=H_{\mathrm{R}}$ has a similar property at sufficiently high energy.

Proof of Lemma 3.5: Using (3.31)-(3.34), we express the functions $p_{l}^{(n)}$ occurring in (3.30) as linear combinations of the derivatives (3.26) or (3.27), with coefficients depending on $c_{1}(E), c_{2}(E)$. Combining this result with (3.23), (3.26), (3.27), and (3.35), the desired formula (3.36) emerges.

## D. Proof of Theorem 1 for $H=H_{\text {NR }}$

Choose any $\widetilde{E}>E_{5}$ and any compact interval $J \subset\left(E_{5}, \infty\right)$ having $\widetilde{E}$ in its interior. If $E \in J$, then the mapping $\mathscr{Q}_{E}$ in (3.28) satisfies all the conditions of Theorem A1 of the Appendix (specializing $v, M_{v}$, and $[a, b]$ to $E$, a suitable restriction of $\mathscr{Q}_{E}$, and $J$, respectively). This follows by (3.37) and the facts that for each $E>E_{5} \geqslant E_{4}$ the mapping $\mathscr{Q}_{E}$ is area preserving and that all the other properties stated in the paragraph containing (3.28) hold. Notice in particular that the analyticity properties of $z^{\prime}$ in (3.29) as a function of $z, \bar{z}, E$ and a finite-covering argument entail that $\mathscr{Q}_{E}$ is defined on an $E$-independent neighborhood of $0 \in \mathbb{R}^{2}$ for $E \in J$.

Applying Theorem A1 to $\mathscr{Q}_{E}$, and in view of (3.28) and the analyticity properties of $\mathscr{P}_{\mathrm{NR}}(E), \psi_{E}, \psi_{E}^{-1}$, one sees that
for each $\epsilon>0, E \in J$ the mapping $\mathscr{P}_{\mathrm{NR}}(E)$ has an invariant curve of the form (A1) lying in the punctured disk $0<x^{2}+y^{2}$ $<\epsilon^{2}$. Whence by a familiar elementary argument which uses the continuous dependence of this invariant curve on $E$, one concludes there exist positive constants $c=c(\epsilon, \widetilde{E})$, $d=d(\epsilon, \widetilde{E})$ such that

$$
\begin{gather*}
\left\|\left(\mathscr{P}_{\mathrm{NR}}(E)\right)^{n}(x, y)\right\|<\epsilon, \quad n=1,2, \ldots, \\
\text { if } x^{2}+y^{2}<c^{2} \text { and }|E-\widetilde{E}|<d, \tag{3.38}
\end{gather*}
$$

where $\|\cdot\|$ is the usual Euclidean norm in $\mathbb{R}^{2}$. By this stability result and a standard elementary argument, the orbital stability assertions of Theorem 1 follow for the case $H=H_{\mathrm{NR}}$. This argument uses the property of $\left(\mathscr{P}_{\mathrm{NR}}(E)\right)^{n}$ in Remark (2) of Sec. III B and the fact that $|X(u ; \xi, E)|$, $|P(u ; \zeta, E)|<C\left(\xi^{2}+\eta^{2}\right)^{1 / 2}$ for $u \in[\rho, \rho+1], \zeta \in \mathscr{U}, E \in J, C$ being independent of $u, \zeta, E$.

## IV. PROOF OF THEOREM 1 FOR THE R MODEL

The results of this section can be proved by arguments of the same type as those in Sec. III, and hence we will at most give brief indications of their proofs. After presenting some auxiliary results in Sec. IV A, the relevant asymptotic formulas needed to prove Theorem 1 for the case $H=H_{\mathrm{R}}$ will be stated in Sec. IV B.

Throughout this section, $x_{i}(t ; \xi, E), p_{i}(t ; \xi, E)(i=1,2)$ will denote a solution of (2.5) as defined in Sec. II A, but specialized to $H=H_{\mathrm{R}}$. We remind the reader that conditions (I)-(III) are assumed to hold in this section.

## A. Auxiliary results

Let $\zeta, E$ be such that the condition

$$
\begin{equation*}
E>\sqrt{\eta^{2}+1}+V(\rho, \xi) \tag{4.1}
\end{equation*}
$$

necessary for the inequality $p_{1}(0 ; \zeta, E)>0$ in $(2.6)$ to hold for $H=H_{\mathrm{R}}$, is obeyed. Then by familiar results, such a solution $x_{i}(t ; \zeta, E), p_{i}(t ; \xi, E)(i=1,2)$ exists and is unique at each $t$ in some maximum open interval $I^{\prime}(\zeta, E) \subset \mathbb{R}$ containing the point $t=0$. At each such $\zeta, E$, the functions $x_{i}(t ; \xi, E)$ satisfy the integral equations

$$
\begin{align*}
x_{i}(t ; \xi, E)= & \xi_{i}+\int_{0}^{t} \frac{1}{E-V(x(s ; \xi, E))} \\
& \times\left[\eta_{i}+\int_{0}^{s} f_{i}(x(r ; \xi, E)) d r\right] d s, \quad i=1,2 \tag{4.2}
\end{align*}
$$

if $t \in \Gamma^{\prime}(\zeta, E)$. In (4.2), we have used the notation $x(s ; \xi, E)=\left(x_{1}(s ; \xi, E), x_{2}(s ; \zeta, E)\right)$ as well as the notations (3.3) and (3.4), except that now $\eta_{1}$ is defined by

$$
\begin{equation*}
\eta_{1}=\eta_{1}(\xi, E)=\sqrt{[E-V(\rho, \xi)]^{2}-\eta^{2}-1} \tag{4.3}
\end{equation*}
$$

Notice that (4.1) holds under the conditions of the following lemma.

Lemma 4.1: Choose positive constants $a, b, b^{\prime}, c$, with $a, b$ as in Lemma 3.1 and $c>b^{\prime}+V_{1}$, where $V_{1}$ was defined in (3.6) [see also (3.5)]. In addition, let $E_{1}^{\prime}$ be a sufficiently large
constant satisfying

$$
E_{1}^{\prime}>V_{1}+\sqrt{b^{2}+1}
$$

in particular. Then at each $(\xi,(t, E)) \in \mathscr{U} \times \mathscr{V}^{\prime} \subset \mathbb{R}^{4}$ the solution $x_{i}(t ; \zeta, E), p_{i}(t ; \xi, E)(i=1,2)$ considered in this section exists, is unique, and is such that each of these four functions is analytic in $t, \xi, \eta, E$. Here $\mathscr{U}$ is as in (3.7) and

$$
\mathscr{V}^{\prime}=\left\{(t, E) \in \mathbb{R}^{2}: E>E_{1}^{\prime},|t|<t_{0}^{\prime}\right\},
$$

where $t_{0}^{\prime}$ is the unique positive root of

$$
\frac{1}{2} N t^{2}+\left(3 c+2 V_{1}\right) t-v\left(E_{1}^{\prime}-V_{1}\right)\left(a_{0}-a\right)=0,
$$

with $N$ as in (3.6) and with $v \in(0,1)$ a constant close enough to unity. This solution has the property

$$
\left(x_{1}(t ; \xi, E), x_{2}(t ; \xi, E)\right) \in \mathscr{R} \cap \mathbb{R} \subset \mathscr{S}, \quad \text { if }(\zeta,(t, E)) \in \mathscr{U} \times \mathscr{V}^{\prime},
$$

where $\mathscr{R}$ and $\mathscr{S}$ are as in (3.5) and (2.2), respectively.
Remark: Notice that $t_{0}^{\prime}$ is independent of $E$ for $E>E_{1}^{\prime}$ and that $t_{0}^{\prime}=O\left(\left(E_{1}^{\prime}\right)^{1 / 2}\right), E_{i}^{\prime} \rightarrow \infty$.

Proof of Lemma 4.1: Similar to that of Lemma 3.1.
Reasons analogous to those mentioned in Sec. III B in a similar connection show that for every $\zeta \in \mathscr{U}$ and $E>E_{2}^{\prime}$ $\geqslant E_{1}^{\prime}$, where $E_{2}^{\prime}$ is a sufficiently large constant, the function $t \mapsto u$ with

$$
u=x_{1}(t ; \xi, E)
$$

[where, of course, $x_{1}(t ; \zeta, E)$ is understood in the sense $\left.H=H_{\mathrm{R}}\right]$ maps ( $-t_{0}^{\prime}, t_{0}^{\prime}$ ) bijectively onto an open interval $J^{\prime}(\zeta, E) \subset \mathbb{R}$ containing $[\rho, \rho+1]$. They also show that $t=h(u, \zeta, E)$ for $u \in J^{\prime}(\zeta, E)$ at each such $\zeta, E$, where at these values of its arguments $h$ is analytic in $u, \xi, \eta, E$, and strictly increasing in $u$.

Hence arguments of the same type as the relevant ones of Sec. III A prove that there exists a unique time $\tau(\zeta, E)$ at which the solution curve of system (2.5) for $H=H_{\mathrm{R}}$, emerging at $t=0$ from a point $\left(x_{1}=\rho, x_{2}=\xi, p_{2}=\eta\right)$ in the intersection of the surface of section $x_{1}=\rho$ with the energy surface $H_{\mathrm{R}}=E$, intersects the surface of section $x=\rho+1$. That is, Eq. (3.10), understood in the context $H=H_{\mathrm{R}}$, has such a unique solution for $\xi \in \mathscr{U}, E>E_{2}^{\prime}$. We mention in passing that this solution has the property

$$
\tau(\xi, E)=1+O\left(E^{-2}\right)
$$

for $E \rightarrow \infty$, uniformly in $\zeta$ on $\mathscr{U}$, a result which will not be used in this paper.

The diffeomorphism $t \mapsto u$ defined in this subsection allows us to construct the integral Eqs. (4.5a) and (4.5b) below, which are the relativistic counterparts of (3.13a) and (3.13b), respectively. Our procedure for estimating the derivatives (2.10) in the case $H=H_{\mathrm{R}}$ is of the same type as that expounded in Sec. III A in the case $H=H_{\mathrm{NR}}$.

Define the functions $X^{\prime}, P^{\prime}, P_{i}^{\prime}$ as follows in terms of the present solution $x_{i}(t ; \zeta, E), p_{i}(t ; \zeta, E)(i=1,2)$ :

$$
\begin{align*}
X^{\prime}(u ; \xi, E) & =x_{2}(t ; \xi, E),  \tag{4.4a}\\
P^{\prime}(u ; \zeta, E) & =p_{2}(t ; \xi, E),  \tag{4.4~b}\\
P_{1}^{\prime}(u ; \zeta, E) & =p_{1}(t ; \zeta, E) \\
& =\sqrt{\left[E-V\left(u, X^{\prime}(u ; \zeta, E)\right)\right]^{2}-P^{\prime 2}(u ; \zeta, E)-1}, \tag{4.4c}
\end{align*}
$$

for $u \in J^{\prime}(\zeta, E), \zeta \in \mathscr{U}, E<E_{2}$. That $X^{\prime}, P^{\prime}, P_{1}^{\prime}$ are analytic in $u, \xi, \eta, E$ at these values follows for reasons analogous to those adduced to prove the corresponding property of $X, P, P_{1}$ in Sec. III A.

The derivation of the desired integral equations obeyed by $X^{\prime}$ and $P^{\prime}$ is similar to that of (3.13); namely, these equations, analogous to (3.12), follow immediately by writing the relevant equations of type (2.5) for $H=H_{\mathrm{R}}$ in terms of the pertinent new dependent and independent variables and taking account of the appropriate initial conditions. These integral equations are

$$
\begin{align*}
X^{\prime}(u ; \zeta, E)= & \xi+\int_{\rho}^{u} \frac{P^{\prime}\left(u^{\prime} ; \zeta, E\right)}{P_{1}^{\prime}\left(u^{\prime} ; \zeta, E\right)} d u^{\prime},  \tag{4.5a}\\
P^{\prime}(u ; \zeta, E)= & \eta+\int_{\rho}^{u} \frac{\left[E-V\left(u^{\prime} ; X^{\prime}\left(u^{\prime} ; \zeta, E\right)\right)\right]}{P_{1}^{\prime}\left(u^{\prime} ; \zeta, E\right)} \\
& \times f_{2}\left(u^{\prime}, X^{\prime}\left(u^{\prime} ; \zeta, E\right)\right) d u^{\prime}, \tag{4.5b}
\end{align*}
$$

and obtain at each $u, \zeta, E$ specified in the previous paragraph.

## B. Asymptotic estimates for $\mathscr{P}_{R}(\mathbb{E})$ and proof of Theorem 1 for $H=H_{n}$

The contents of this subsection are analogous to those of Secs. III B-III D.

We proceed to define a map $\mathscr{P}_{\mathrm{R}}(E)$ which is a precise version of the map $\mathscr{P}(E)$ of Sec. II B appropriate to the case $H=H_{\mathrm{R}}$. Analogously to Eqs. (3.14), we have in this case

$$
\begin{aligned}
& X^{\prime}(\rho+1 ; \zeta, E)=x_{2}(\tau(\zeta, E) ; \zeta, E), \\
& P^{\prime}(\rho+1 ; \zeta, E)=p_{2}(\tau(\zeta, E) ; \zeta, E),
\end{aligned}
$$

for $\zeta \in \mathscr{U}, E_{>}>E_{2}^{\prime} \geqslant E_{1}^{\prime}$, where $\mathscr{U} E_{1}^{\prime}, E_{2}^{\prime}$ are as in (3.7), Lemma 4.1, and the first sentence of the paragraph immediately after the proof Lemma 4.1. Thus, $\mathscr{P}_{\mathrm{R}}(E)$ can be defined as follows.

Definition: For each $E>E_{2}^{\prime}, \mathscr{P}_{\mathrm{R}}(E)$ is the mapping with domain $\mathscr{U} \subset \mathbb{R}^{2}$ which sends every $(\xi, \eta) \in \mathscr{U}$ into
$\left(\xi^{\prime}, \eta^{\prime}\right)=\left(X^{\prime}(\rho+1 ; \zeta, E), P^{\prime}(\rho+1 ; \xi, E)\right) \in \mathbb{R}^{2}$.
Remark: By Lemmas 4.1 and 4.2, and the previously cited theorem in the book by Arnold and Avez, ${ }^{21} \mathscr{P}_{\mathrm{R}}(E)$ is well defined for $E>E_{2}^{\prime}$ and has the properties ascribed to $\mathscr{P}_{\mathrm{NR}}(E)$ in Remarks (1) and (2) of Sec. III B (fourth and fifth paragraphs), provided that $E_{2}, H_{\mathrm{NR}}, \mathscr{P}_{\mathrm{NR}}(E)$ are replaced by $E_{2}^{\prime}, H_{\mathrm{R}}, \mathscr{P}_{\mathrm{R}}(E)$, respectively.

The next two lemmas concern the linear part of $\mathscr{P}_{\mathrm{R}}(E)$, specified by the functions $\alpha, \beta, \gamma, \delta$ which are given by

$$
\begin{array}{ll}
\alpha(E)=\frac{\partial X^{\prime}(\rho+1 ; 0, E)}{\partial \zeta}, \quad \beta(E)=\frac{\partial P^{\prime}(\rho+1 ; 0, E)}{\partial \zeta}, \\
\gamma(E)=\frac{\partial P^{\prime}(\rho+1 ; 0, E)}{\partial \zeta}, \quad \delta(E)=\frac{\partial P^{\prime}(\rho+1 ; 0, E)}{\partial \eta}, \tag{4.6}
\end{array}
$$

and are analytic in $E$ for $E>E_{2}$ by the analyticity properties of $X^{\prime}$ and $P^{\prime}$.

Lemma 4.2: One has for the functions $\alpha, \beta, \gamma, \delta$ in (4.6)
$\alpha(E)=1+\frac{1}{E} \int_{\rho}^{1+\rho}(1+\rho-u) \frac{\partial f_{2}(u, 0)}{\partial x_{2}} d u+O\left(E^{-2}\right)$,

$$
\begin{align*}
& \beta(E)=1 / E+O\left(E^{-2}\right)  \tag{4.7b}\\
& \gamma(E)=\int_{0}^{1} \frac{\partial f_{2}(u, 0)}{\partial x_{2}} d u+O\left(E^{-1}\right),  \tag{4.7c}\\
& \delta(E)=1+\frac{1}{E} \int_{\rho}^{1+\rho}(u-\rho) \frac{\partial f_{2}(u, 0)}{\partial x_{2}} d u+O\left(E^{-2}\right) .
\end{align*}
$$

Proof: It is similar to that of Lemma 3.2. We will sketch the proof of $(4.7 \mathrm{a})$ and ( 4.7 c ) very briefly; the proofs of $(4.7 \mathrm{~b})$ and (4.7d) are analogous.
(1) The equation

$$
\begin{equation*}
\frac{\partial X^{\prime}(u ; 0, E)}{\partial \xi}=1+O\left(E^{-1}\right) \tag{4.8}
\end{equation*}
$$

holds for $E \rightarrow \infty$, uniformly with respect to $u$ on $[\rho,(\rho+1)]$. To prove this, one invokes the fact that

$$
P_{1}^{\prime}(u ; \zeta, E)=E+O(1)
$$

for $E \rightarrow \infty$ in this same uniform sense, as follows by arguments similar to those adduced to establish ( $3.9^{\prime}$ ). One also uses (4.5), the fact that (3.18) is true for $u \in \mathbb{R}, E>E_{2}^{\prime}$ if $X, P$ are replaced by $X^{\prime}, P^{\prime}$, respectively, and either a standard Gronwall estimate or the more pedestrian approach used to derive (3.19).
(2) By the fact that (4.8) holds in the above uniform sense and an approach patterned on Step (2) of the proof of Lemma 3.2, we easily arrive at (4.7a) and (4.7c).

Let $M_{\mathrm{R}}(E)$ be the matrix (2.9), with elements defined by (4.6). We have the following lemma.

Lemma 4.3: The eigenvalues of $M_{\mathrm{R}}(E)$ can be labeled to have properties (i) and (ii) for $E>E_{3}^{\prime}$, where $E_{3}^{\prime} \geqslant E_{2}^{\prime}$ is a sufficiently large constant.

Proof: Similar to that of Lemma 3.3.
In this section, $\lambda$ will denote a function such that $\lambda(E)$, $\overline{\lambda(E)}$ are eigenvalues of $M_{\mathrm{R}}(E)$ having properties (i) and (ii) at sufficiently high $E$, and which in addition is such that $\operatorname{Im} \lambda(E)>0$ for large enough $E$. Arguments analogous to those adduced to derive (3.23) yield the following asymptotic formulas for the present $\lambda(E)$ :

$$
\begin{align*}
& \operatorname{Re} \lambda(E)=1-A_{2} / 2 E+O\left(E^{-2}\right) \\
& \operatorname{Im} \lambda(E)=\left(A_{2} / E\right)^{1 / 2}+O\left(E^{-3 / 2}\right) \tag{4.9}
\end{align*}
$$

Asymptotic estimates for the derivatives

$$
\begin{align*}
& \frac{\partial^{n} X^{\prime}(u ; 0, E)}{\partial \xi^{m}} \partial \eta^{n-m}, \quad \frac{\partial^{n} P^{\prime}(u ; 0, E)}{\partial \xi^{m} \partial \eta^{n-m}} \\
& \quad m=1, \ldots, n, \quad \rho \leqslant u \leqslant \rho+1 \tag{4.10}
\end{align*}
$$

can be derived for any $n \geqslant 1$ by a systematic inductive procedure analogous to that by which estimates were obtained for the derivatives (3.24). In this way we find that each derivative in the first (second) line of $(4.10)$ is $O\left(E^{-p(n, m)}\right)\left(O\left(^{-q(n, m)}\right)\right.$ as $E \rightarrow \infty$, uniformly in $u$ on $[\rho, \rho+1]$, where $p(n, m), q(n, m)$ are appropriate non-negative integers.

Such rough uniform estimates of the derivatives $(4.10)$ for $n=1,2,3$, together with arguments patterned on Step (2) of the proof of Lemma 3.2 lead to the following results for the relevant nonlinear portions of $\mathscr{P}_{\mathrm{R}}(E)$.

Lemma 4.4: Using the notation (2.4c), one has for the case $H=H_{\mathrm{R}}$ the following.
(1) The quadratic nonlinearities of $\mathscr{P}_{\mathrm{R}}(E)$ behave as

$$
\begin{align*}
& \frac{\partial^{2} X^{\prime}(\rho+1 ; 0, E)}{\partial \xi^{2-s} \partial \eta^{s}}=O\left(E^{-1-s}\right), \quad s=0,1,2,  \tag{4.11a}\\
& \frac{\partial^{2} P^{\prime}(\rho+1 ; 0, E)}{\partial \xi^{2}}=-A_{3}+O\left(E^{-1}\right),  \tag{4.11b}\\
& \frac{\partial^{2} P^{\prime}(\rho+1 ; 0, E)}{\partial \xi^{2-s} \partial \eta^{s}}=O\left(E^{-s}\right), \quad s=1,2 . \tag{4.11c}
\end{align*}
$$

(2) The cubic nonlinearities of $\mathscr{P}_{\mathrm{R}}(E)$ behave as

$$
\begin{align*}
& \frac{\partial^{3} X^{\prime}(\rho+1 ; 0, E)}{\partial \xi^{3-s} \partial \eta^{s}}=O\left(E^{-1-s}\right), \quad s=0,1,2,  \tag{4.12a}\\
& \frac{\partial^{2} X^{\prime}(\rho+1 ; 0, E)}{\partial \eta^{3}}=O\left(E^{-3}\right),  \tag{4.12b}\\
& \frac{\partial^{3} P^{\prime}(\rho+1 ; 0, E)}{\partial \xi^{3}}=-A_{4}+O\left(E^{-1}\right),  \tag{4.12c}\\
& \frac{\partial^{3} P^{\prime}(\rho+1 ; 0, E)}{\partial \xi^{3-s} \partial \eta^{s}}=O\left(E^{-s}\right), \quad s=1,2,3 \tag{4.12d}
\end{align*}
$$

We summarized the relevant aspects of the reduction of $\mathscr{P}_{\mathrm{NR}}(E)$ to Birkhoff normal form in the respective paragraphs containing Eqs.(3.28) and (3.30). The definitions and other statements made there apply after obvious changes to the corresponding reduction of $\mathscr{P}_{\mathrm{R}}(E)$. One merely has to replace $\mathscr{P}_{\mathrm{NR}}(E), M_{\mathrm{NR}}(E), E_{3}, E_{4}$ by $\mathscr{P}_{\mathrm{R}}(E), M_{\mathrm{R}}(E), E_{3}^{\prime}$, $E_{4}^{\prime}$, respectively, where $E_{4}^{\prime} \geqslant E_{3}^{\prime}$ is a sufficiently large constant and $E_{3}^{\prime}$ is as in Lemma 4.3, and to interpret $\mathscr{Q}_{E}, \psi_{E}$, $\mathscr{U}_{E}, \lambda, \mu$, and the other mathematical symbols occurring in the latter two paragraphs within the context and definitions of the present section. Thus, in the present relativistic context, the functions $c_{1}, c_{2}$ are analytic functions of $E$ for high enough $E$ which satisfy Eqs. (3.33) and (3.34), with $M_{\mathrm{NR}}(E)$ replaced by $M_{\mathrm{R}}(E)$ and with $\lambda(E)$ as defined in this section. Arguments analogous to those used to derive (3.35) yield for the present $c_{1}, c_{2}$

$$
\begin{align*}
& \left|c_{1}(E)\right|=2^{-1 / 2} A_{2}^{-1 / 4} E^{-1 / 4}+O\left(E^{-5 / 4}\right) \\
& \left|c_{2}(E)\right|=2^{-1 / 2} A_{2}^{1 / 4} E^{1 / 4}+O\left(E^{-3 / 4}\right) \tag{4.13}
\end{align*}
$$

Consider now the first twist coefficient $\mu(E)$ in the Birkhoff normal form (3.29) pertaining to $\mathscr{P}_{\mathrm{R}}(E)$. More precisely, for large enough $E$ this function $\mu$ is analytic, real valued, and defined by the version of ( 3.30 ) appropriate to the case $H=H_{\mathrm{R}}$, in the sense of the last paragraph. The next lemma gives a more explicit version of (2.12b) for this $\mu$.

Lemma 4.5: We have

$$
\mu(E)=\frac{1}{8} A_{2}^{-2}\left(A_{2} A_{4}-\frac{5}{3} A_{3}^{2}\right) E^{-1}+O\left(E^{-3 / 2}\right)
$$

in terms of the notation (2.4c).
Proof: Taking into account (4.9) and (4.11)-(4.13), as well as the paragraph containing (4.13), the present lemma follows by arguments of the type of those used to prove

Lemma 3.5.
Proof of Theorem 1 for $H=H_{\mathrm{R}}$ : One uses Lemma 4.5, Theorem A1, and arguments which are almost a verbatim repetition of those stated in Sec. III D.
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## APPENDIX: EXISTENCE AND ANALYTICITY PROPERTIES OF INVARIANT CURVES OF ANALYTIC AREA-PRESERVING MAPS IN THE PLANE

In this Appendix, we will state the version of Moser's twist theorem used to prove Theorem 1 .

Consider a family $\left\{M_{v}, v \in[a, b]\right\}$ of mappings, where $[a, b] \subset \mathbb{R}$. Each $M_{v}$ in this family maps every $(x, y)$ lying in a $v$-independent neighborhood $W \subset \mathbb{R}^{2}$ of the origin into $\left(x_{1}, y_{1}\right) \in \mathbb{R}^{2}$ according to

$$
z_{1}=\gamma_{1}(v) z\left[1+i \gamma_{2}(v)|z|^{2}\right]+S(z, \bar{z}, v)
$$

where $z=x+i y, z_{1}=x_{1}+i y_{1}$. For $v \in[a, b], \gamma_{1}$ and $\gamma_{2}$ are analytic functions of $v$ with the properties

$$
\left|\gamma_{1}(v)\right|=1, \quad 0 \neq \gamma_{2}(v) \in \mathbb{R}
$$

and $S$ is analytic in $z, \bar{z}, v$ for $((x, y), v) \in W \times[a, b]$ and such that

$$
S(z, \bar{z}, v)=O\left(|z|^{4}\right), \quad z \rightarrow 0
$$

at each $v \in[a, b]$. Moreover, at all such $v$ every circle in $W$ centered at the origin intersects its image under $M_{v}$.

Theorem A1 (Moser's Twist Theorem): Under the assumptions on the family $\left\{M_{v}, v \in[a, b]\right\}$ in the preceding paragraph, there exists for each $\epsilon>0$ and $v \in[a, b]$ an invariant closed curve of $M_{v}$ of the form

$$
\begin{equation*}
x=p(\xi, v), \quad y=q(\xi, v), \quad \xi \in \mathbb{R} \tag{A1}
\end{equation*}
$$

lying in the intersection of $W$ with the punctured disk $0<x^{2}+y^{2}<\epsilon^{2}$ in the plane. Here $p, q$ are real-valued analytic functions of $\xi, v$ for $(\xi, v) \in \mathbb{R} \times[a, b]$ which are $2 \pi$-periodic in $\xi$ over $\mathbb{R}$ at each $v \in[a, b]$.

Proof: Except for the analyticity of the invariant curves (A1) in $v$, this theorem is essentially a special case of wellknown results. ${ }^{25}$ This analyticity property follows, in particular, from the fact that these curves were constructed by a variant ${ }^{26}$ of the rapidly convergent iteration method of Kolmogorov, which converges uniformly in an appropriate sense.

Remarks: (1) The continuous dependence of the above invariant curves on $v$ entailed by Theorem A1 is important for proving orbital stability of periodic orbits of suitable Hamiltonian dynamical systems of two degrees of freedom. ${ }^{27}$ This continuity property is used in the proof of the orbital stability assertions of Theorem 1 given in Sec. III D.
(2) It is well known ${ }^{28}$ that for each $v \in[a, b]$ there is a Cantor set $\mathscr{F}_{v}$ of invariant curves of $M_{v}$ of the form (A1), such that the ratio of the plane Lebesgue measure of the set of points in each punctured disk $0<x^{2}+y^{2}<\epsilon^{2}$ which lies on a curve of $\mathscr{F}$, to the measure $\pi \epsilon^{2}$ of this disk approaches unity as $\epsilon \rightarrow 0$. This result will not be used here.
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The second-order correction to the Hadamard formulas for the Green's function, harmonic measures, and period matrix of a two-dimensional domain is obtained in the context of the domain-variational theory.

## I. INTRODUCTION

The main problem of the domain-variational theory ${ }^{1}$ is given the domain functions of a multiply connected domain, compute the functions corresponding to a new domain obtained by varying the original one. The usefulness of this method in pure and applied physic problems is self-evident. For example, if we know how to solve the Laplace equation for the case of boundaries of a given geometry, the corresponding domain functions can be used as an input in the domain-variational-theory calculation whenever asymmetries or different geometries are present.

The first-order corrections to the Green's function, the harmonic measures, and the corresponding period matrix of a given two-dimension domain are known as Hadamard formulas. ${ }^{2}$ The purpose of this paper is to present compact and consistent expressions for the second correction to these domain functions. In this way we have insight on the convergence of the so-defined iterative procedure to compute high-er-order domain-variational-theory contributions.

## II. FORMAL DEVELOPMENTS

Our first objective is to study the behavior of a Green's function defined in a domain $D$ when this domain is subject to slight variations to become the new one $D^{*}$. From now on we will indicate with an asterisk all the quantities referred to in the modified domain $D^{*}$. The original domain, that could be multiply connected, is assumed, as usual, to be bounded by closed analytic curves. As a result of this assumption, the Green's function of $D, g(z, \zeta)$, is harmonic on all the points of the curve $\Gamma$, the boundary of $D$. Now $D^{*}$ is bounded by $\Gamma^{*}$, obtained from $\Gamma$ through a slight deformation: at every point $z(s)$ of $\Gamma$ we construct the normal distance $\delta n(s)$ between $z(s)$ and the intersection $z^{*}(s)$ of this normal with $\Gamma^{*}$. Conventionally, $\delta n(s)$ will be taken positive at points at which $\Gamma$ is pushed outward and negative otherwise. The condition of small deformations is that $\delta n(s)=\epsilon f(s)$ is a bounded function and $\epsilon$ is a positive number as small as to guarantee the uniqueness of $z^{*}(s)$.

By using the standard Green's formula, the fact that $g^{*}(z, \zeta)-g(z, \zeta)$ is harmonic in $D^{*}$, and introducing the notation

$$
\begin{align*}
D_{D}[u(z & =x+i y), v(z)] \\
& =\iint_{D}\left[\frac{\partial u(z)}{\partial x} \frac{\partial v(z)}{\partial x}+\frac{\partial u(z)}{\partial y} \frac{\partial v(z)}{\partial y}\right] d x d y \tag{1}
\end{align*}
$$

it can be easily proved that

$$
\begin{align*}
& g^{*}(z, \zeta)-g(z, \zeta)=(1 / 2 \pi) D_{D-D^{*}} {[g(\eta, \zeta), g(\eta, z)] } \\
&-(1 / 2 \pi) D_{D^{*}}[ {\left[g^{*}(\eta, \zeta)-g(\eta, \zeta),\right.} \\
&\left.g^{*}(\eta, z)-g(\eta, z)\right] \tag{2}
\end{align*}
$$

which is the starting point of the above-mentioned iterative procedure.

Let us consider the first term of the right-hand side of Eq. (2). Introducing local coordinates ( $n, s$ ), where $n$ is measured along the normal to $\Gamma$ and $s$ along this curve, that term can be written as

$$
\begin{align*}
A= & \frac{1}{2 \pi} D_{D-D^{*}}[g(\eta, \zeta), g(\eta, z)] \\
= & -\frac{1}{2 \pi} \int_{\Gamma} d s \int_{\delta n(s)}^{0} d n J(n, s)\left[\frac{\partial g(\eta, \zeta)}{\partial x} \frac{\partial g(\eta, z)}{\partial x}\right. \\
& \left.+\frac{\partial g(\eta, \zeta)}{\partial y} \frac{\partial g(\eta, z)}{\partial y}\right] \tag{3}
\end{align*}
$$

where

$$
\begin{equation*}
J(n, s)=1+n / R(s) \tag{4}
\end{equation*}
$$

where $R(s)$, being the radius of curvature of $\Gamma$ at the point $s$, is the Jacobian related to the local coordinates.

The integrand in Eq. (3) can be referred to the border value ( $n=0$ ) of the functions involved (hereafter indicated by ${ }^{0}$. In so doing one is keeping contributions up to first order in $n$ because it is enough in order to collect the terms up to second order in the variation $n(s)$. In this way the result is

$$
\begin{align*}
A= & -\frac{1}{2 \pi} \int_{\Gamma} d s_{\eta} \int_{\delta n(s)} d n_{\eta}\left[1+\frac{n}{R(s)}\right]\left\{\frac{\partial g^{0}(\eta, \zeta)}{\partial n_{\eta}} \frac{\partial g^{0}(\eta, z)}{\partial n_{\eta}}\right. \\
& \left.+\frac{\partial}{\partial n_{\eta}}\left[\frac{\partial g(\eta, \zeta)}{\partial n_{\eta}} \frac{\partial g(\eta, z)}{\partial n_{\eta}}\right]^{0} n\right\} \tag{5}
\end{align*}
$$

and performing the integration in $n$ one obtains

$$
\begin{align*}
A= & \frac{1}{2 \pi} \int_{\Gamma} d s_{\eta} \frac{\partial g^{0}(\eta, \zeta)}{\partial n_{\eta}} \frac{\partial g^{0}(\eta, z)}{\partial n_{\eta}} \delta n(s) \\
& +\frac{1}{4 \pi} \int_{\Gamma} d s_{\eta}\left[\frac{1}{R(s)}+\frac{\partial}{\partial n_{\eta}}\right] \\
& \times\left[\frac{\partial g(\eta, \zeta)}{\partial n_{\eta}} \frac{\partial g(\eta, z)}{\partial n_{\eta}}\right]^{0}[\delta n(s)]^{2} . \tag{6}
\end{align*}
$$

In order to obtain the contribution coming from the
second term of Eq. (2) we recast in it the order $\delta n(s)$ of $A$ above to obtain

$$
\begin{align*}
B= & -\frac{1}{2 \pi} D_{D} \cdot\left[g^{*}(\eta, \zeta)-g(\eta, \zeta), g^{*}(\eta, z)-g(\eta, z)\right] \\
= & \frac{1}{(2 \pi)^{2}} \int_{\Gamma} d s_{\tau} \delta n\left(s_{\tau}\right) \frac{\partial g^{0}(\tau, \zeta)}{\partial n_{\tau}} \\
& \times \int_{\Gamma} d s_{\mu} \delta n\left(s_{\mu}\right) \frac{\partial g^{0}(\mu, z)}{\partial \eta_{\mu}} \frac{\partial^{2} g^{0}(\tau, \mu)}{\partial n_{\tau} \partial n_{\mu}}, \tag{7}
\end{align*}
$$

where we have used

$$
\begin{equation*}
D_{D} \cdot[g(\tau, \eta), g(\mu, \eta)]=-2 \pi g(\tau, \mu)+O(\delta n(s)) \tag{8}
\end{equation*}
$$

valid whenever $\tau$ and $\mu$ are exterior to $D^{*}$.
Going back to Eq. (2) with $A$ and $B$ given by Eqs. (6) and (7), respectively, we have the desired first- and second-order corrections to the Green's function. Notice that the firstorder contribution in $n(s)$ comes from $A$ and is precisely the well-known Hadamard's formula.

Having arrived at the results (6) and (7) it is simple to obtain the corresponding corrections, up to second order in $\delta n(s)$, for the harmonic measures and the period matrix of the domain.

The harmonic measure $\omega_{\nu}(\zeta)$ of the domain $D$ bounded by the closed curves $\Gamma_{i} \quad(i=1, \ldots, n)$ (notice $\left.\Gamma=\Gamma_{1}+\cdots+\Gamma_{n}\right)$ is harmonic in $D$ and has the values 1 on $\Gamma_{\nu}$ and 0 on $\Gamma_{\lambda}(\lambda \neq v)$, respectively, and can be written as

$$
\begin{equation*}
\omega_{v}(\zeta)=-\frac{1}{2 \pi} \int_{\Gamma_{v}} \frac{\partial g^{0}(z, \zeta)}{\partial m_{z}} d s_{z} \tag{9}
\end{equation*}
$$

Then, the variation of $\omega_{\nu}(\xi)$ when $D$ is changed to $D^{*}$ in the way that was defined above, gives the result

$$
\begin{align*}
\omega_{v}^{*}(\zeta)-\omega_{\nu}(\zeta)= & \frac{1}{2 \pi} \int_{\Gamma} d s_{\eta} \frac{\partial g^{0}(\eta, \zeta)}{\partial n_{\eta}} \cdot \frac{\partial \omega_{v}^{0}(\eta)}{\partial n_{\eta}} \delta n\left(s_{\eta}\right) \\
& +\frac{1}{4 \pi} \int_{\Gamma} d s_{\eta}\left[\frac{1}{R(s)}+\frac{\partial}{\partial n_{\eta}}\right] \\
& \times\left[\frac{\partial g(\eta, \zeta)}{\partial n_{\eta}} \frac{\partial \omega_{\nu}(\eta)}{\partial n_{\eta}}\right]^{0}[\delta n(s)]^{2} \\
& +\frac{1}{(2 \pi)^{2}} \int_{\Gamma} d s_{\tau} \delta n\left(s_{\tau}\right) \frac{\partial g^{0}(\tau, \zeta)}{\partial n_{\tau}} \\
& \times \int_{\Gamma} d s_{\mu} \delta n\left(s_{\mu}\right) \frac{\partial \omega_{v}^{0}(\mu)}{\partial n_{\mu}} \cdot \frac{\partial^{2} g^{0}(\tau, \mu)}{\partial n_{\tau} \partial n_{\mu}} . \tag{10}
\end{align*}
$$

Finally, the period matrix, whose elements are the periods of $\omega_{\nu}(\zeta)$ with respect to the boundary $\Gamma_{\lambda}$, i.e.,

$$
\begin{equation*}
P_{\lambda v}=\int_{\Gamma_{\lambda}} \frac{\partial \omega_{v}^{0}(\zeta)}{\partial n_{\zeta}} d s_{\zeta} \tag{11}
\end{equation*}
$$

suffers the corresponding variation given by

$$
\begin{align*}
P_{\lambda \nu}^{*}-P_{\lambda \nu}= & -\int_{\Gamma} d s_{\eta} \frac{\partial \omega_{\lambda}^{0}(\eta)}{\partial n_{\eta}} \frac{\partial \omega_{\nu}^{0}(\eta)}{\partial n_{\eta}} \delta n\left(s_{\eta}\right) \\
& -\frac{1}{2} \int_{\Gamma} d s_{\eta}\left[\frac{1}{R(s)}+\frac{\partial}{\partial n_{\eta}}\right] \\
& \times\left[\frac{\partial \omega_{\lambda}(\eta)}{\partial n_{\eta}} \frac{\partial \omega_{\nu}(\eta)}{\partial n_{\eta}}\right]^{0}\left[\delta n\left(s_{\eta}\right)\right]^{2} \\
& -\frac{1}{2 \pi} \int_{\Gamma} d s_{\tau} \delta n\left(s_{\tau}\right) \frac{\partial \omega_{\lambda}^{0}(\tau)}{\partial n_{\tau}} \\
& \times \int_{\Gamma} d s_{\mu} \delta n\left(s_{\mu}\right) \frac{\partial \omega_{v}^{0}(\mu)}{\partial n_{\mu}} \frac{\partial^{2} g^{0}(\tau, \mu)}{\partial n_{\tau} \partial n_{\mu}} \tag{12}
\end{align*}
$$

## III. FINAL COMMENTS

Our main results are Eqs. (10) and (12). They can be easily handled for a variety of geometries. In particular, they look extremely simple for the case of an annulus. Nevertheless, they can be used in problems related with any connectedness. Some of the most direct applications were the calculation of characteristic impedances of coaxial lines bounded by N -regular polygons, ${ }^{3}$ the study of transmission-line conductors of various cross sections, ${ }^{4}$ and the implementation of a $1 / N$ expansion in Dirichlet problems. ${ }^{5}$ Moreover, applications to the study of torsion of bars of different cross sections are in progress. These examples show the wide physical interest of the formulas.
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#### Abstract

We determine a particular solution, dependent upon an arbitrary harmonic function in cylindrical coordinates, of the system of $n$ partial differential equations, which characterizes both the axially symmetric field solution of the Einstein $(n-1)$-Maxwell equations and one class of axially symmetric static self-dual $\operatorname{SU}(n+1)$ Yang-Mills fields.


## I. INTRODUCTION

The equivalence between symmetric gravitational fields and static axially symmetric self-dual SU(2) Yang-Mills fields is known. It was Witten ${ }^{1}$ who was the first to show that the Ernst equation, ${ }^{2}$ which essentially governs the former, determines also the latter in Yang's $R$ gauge. ${ }^{3}$ This analogy is still valid between stationary axially symmetric electrovacuum fields and a particular class of static axially symmetric self-dual $\operatorname{SU}(3)$ Yang-Mills fields, ${ }^{4}$ the basic system of equations being then the Ernst system, suitable, this time, for the case with electromagnetic field. ${ }^{5}$

The analogy mentioned above can be pursued still further. In a recent paper, ${ }^{6}$ Gürses has in fact shown this between the stationary axially symmetric fields verifying the Einstein ( $n-1$ )-Maxwell equations and a special class of the static axially symmetric self-dual $\mathrm{SU}(n+1)$ Yang-Mills fields.

In earlier papers ${ }^{7}$ we gave particular transcendental solutions for the first two cases. The purpose of this paper is to give a particular solution corresponding to the third case. It is first necessary to note some aspects of Ref. 6 with a view to making clear the fundamental differential system that we shall study and solve.

## II. BASIC EQUATIONS

The coupled Einstein-Abelian gauge field equations are given by

$$
\begin{align*}
& S_{\mu \nu}=\gamma_{a b}\left(F_{\mu \alpha}^{n} F_{\mu}^{b \alpha}-\frac{1}{4} g_{\mu \nu} F_{\alpha \beta}^{a} F^{b \alpha \beta}\right)  \tag{1}\\
& F^{a \mu \nu}{ }_{j \nu}=0  \tag{2}\\
& F_{\mu \nu}^{a}=\partial_{\mu} A_{\nu}^{a}-\partial_{\nu} A_{\mu}^{a}, \tag{3}
\end{align*}
$$

where $\gamma_{a b}$ is a diagonal matrix which can be taken as the Kronecker symbol $\delta_{a b}$ by a correct choice of basis to the gauge potentials $A^{a}{ }_{\mu}, a, b, \ldots=1,2, \ldots, n-1(n>0)$. A semicolon denotes covariant differentiation with respect to the Riemann connection.

The space-time is stationary and axially symmetric, and its metric can be written in the form

$$
\begin{equation*}
d s^{2}=f(d t+\omega d \varphi)^{2}-f^{-1}\left[e^{2 \gamma}\left(d \rho^{2}+d z^{2}\right)+\rho^{2} d \varphi^{2}\right] \tag{4}
\end{equation*}
$$

where $t, \rho, z, \varphi$ are the local coordinates and the functions $f$, $\omega, \gamma$ depend only on $\rho$ and $z$. It is assumed that the gauge potential one-form $A^{a}$ has two components

$$
\begin{equation*}
A^{a} \equiv A_{\mu}^{a} d x^{\mu}=A_{t}^{a} d t+A_{\varphi}^{a} d \varphi \tag{5}
\end{equation*}
$$

where $A^{a}{ }_{t}$ and $A^{a}{ }_{\varphi}$ are the $A^{a}{ }_{\mu}$ in the direction of time $(t)$ and the azimuthal angle $(\varphi)$ coordinates. They also are assumed to depend only on $\rho$ and $z$. The Einstein (1) and the gauge (2) field equations are explicitly written by taking into account the assumptions made about the metric (4) and about the gauge fields (5). The study of the system obtained, conducted in a manner similar to Ernst in the case of Ein-stein-Maxwell, ${ }^{5}$ leads to the introduction of the $n$ complex scalar functions $\epsilon$ and $\Phi^{a}$ fulfilling the system of equations

$$
\begin{align*}
& f \nabla^{2} \epsilon=\left(\nabla \epsilon+2 \Phi^{b} \nabla \Phi^{b}\right) \cdot \nabla \epsilon,  \tag{6}\\
& f \nabla^{2} \Phi^{a}=\left(\nabla \epsilon+2 \Phi^{b} \nabla \Phi^{b}\right) \cdot \nabla \Phi^{a} \tag{7}
\end{align*}
$$

where $\nabla, \nabla^{2}$ denote, respectively, the gradient and Laplacian operators in cylindrical coordinates ( $\rho, z$ ) related to the flat tridimensional metric; the symbol * denotes the complex conjugation. The summation on the repeated indices is applied to the numeration indices $a, b, \ldots$ of the fields $\Phi^{a}$.

The functions $\epsilon$ and $\Phi^{a}$ are defined by

$$
\begin{align*}
& \epsilon=f-\Phi^{a} \Phi^{a^{*}}+i \psi,  \tag{8}\\
& \Phi^{a}=A_{i}^{a}+i B^{a}, \tag{9}
\end{align*}
$$

with

$$
\begin{align*}
& \nabla B^{a}=-\rho^{-1} f \mathbf{n} \wedge\left(\nabla A_{\varphi}^{a}-\omega \nabla A_{i}^{a}\right),  \tag{10}\\
& \nabla \psi=-\left[\rho^{-1} f^{2} \mathbf{n} \wedge \nabla \omega+2 \operatorname{Im}\left(\Phi^{a *} \nabla \Phi^{a}\right)\right], \tag{11}
\end{align*}
$$

where $\mathbf{n}$ is the unit vector along the azimuthal direction $\varphi$ and $\operatorname{Im}()$ denotes the imaginary part.

Gürses then shows by using the theory of the harmonic mappings of the Riemann manifolds that the system [Eqs. (6) and (7)], of which we have seen the origin, also characterizes a special class of axially symmetric static self-dual $\operatorname{SU}(n+1)$ Yang-Mills fields.

We can change the formulation of the system [Eqs. (6) and (7)] by putting

$$
\begin{equation*}
\epsilon=(\xi+1) /(\xi+1) \quad \text { and } \Phi^{a}=\chi^{a} /(\xi+1), \tag{12}
\end{equation*}
$$

which yields

$$
\begin{align*}
& \Lambda \nabla^{2} \xi=2\left(\xi * \nabla \xi+\chi^{b *} \nabla \chi^{b}\right) \cdot \nabla \xi  \tag{13}\\
& \Lambda \nabla^{2} \chi^{a}=2\left(\xi^{*} \nabla \xi+\chi^{b *} \nabla \chi^{b}\right) \cdot \nabla \chi^{a} \tag{14}
\end{align*}
$$

with

$$
\Lambda \equiv \xi \xi^{*}+\chi^{b} \chi^{b^{*}}-1
$$

Now indicating by $\zeta^{a}$ the $n$ scalar complex functions

$$
\zeta^{1}=\xi \quad \text { and } \zeta^{a+1}=\chi^{a}, \quad \text { when } a>1
$$

we arrive finally at the following compact formulation:

$$
\begin{equation*}
\Lambda \nabla^{2} \zeta^{a}=2\left(\zeta^{b} \nabla \nabla \zeta^{b}\right) \cdot \nabla \zeta^{a} \tag{15}
\end{equation*}
$$

with $\Lambda \equiv \zeta^{b} \zeta^{b^{*}}-1$ and $a \in[1, \ldots, n]$. We could refer to Eq. (15) as an $n$-field generalization of the Ernst equation.

## III. PARTICULAR SOLUTION PARAMETRIZED BY A HARMONIC FUNCTION

We propose to determine a particular class of solutions $\zeta^{a}$ of the system (15) dependent upon an arbitrary harmonic function $v(\rho, z)$. Let

$$
\begin{equation*}
\zeta^{a}=\zeta^{a}[v(\rho, z)], \quad \text { with } \nabla^{2} v=0 \tag{16}
\end{equation*}
$$

With this assumption the system (15) may be written

$$
\begin{equation*}
\Lambda \zeta^{a^{*}}=2 \zeta^{b^{*}} \zeta^{b^{\prime}} \zeta^{a^{\prime}} \tag{17}
\end{equation*}
$$

where $\zeta^{a^{\prime}} \equiv d \zeta^{a} / d v$.
The first stage of the integration of this system will be to find two families of first integrals.

Multiplying, in a contracted manner, the two members of (17) by $\zeta^{a^{*}}$, and taking the imaginary part of the result, we find
$\Lambda\left(\zeta^{a^{*}} \zeta^{a^{*}}-\zeta^{a^{* *}} \zeta^{q}\right)=2\left(\zeta^{b^{\prime}} \zeta^{b^{*}}+\zeta^{b} \zeta^{b^{* *}}\right)\left(\zeta^{a^{\prime}} \zeta^{a^{*}}-\zeta^{a} \zeta^{a^{*}}\right)$, from which we deduce the first integral

$$
\begin{equation*}
\zeta^{a^{\prime}} \zeta^{a^{*}}-\zeta^{a} \zeta^{a^{* *}}=2 i a \Lambda^{2} \tag{18}
\end{equation*}
$$

where $a$ is a first real constant of integration.
Multiplying again the two members of (17) by $\zeta^{a^{*}}$ but without summation of the repeated index $a$-which we shall subsequently underline to point out the fact-and taking the imaginary part of the result we get

$$
\begin{aligned}
& \Lambda\left(\zeta^{a^{*}} \zeta^{a^{*}}-\zeta^{a} \zeta^{a^{* *}}\right) \\
& \quad=2\left(\zeta^{b *} \zeta^{b^{\prime}} \zeta^{a^{\prime}} \zeta^{a^{*}}-\zeta^{b} \zeta^{b *} \zeta^{a} \zeta^{a^{* *}}\right) .
\end{aligned}
$$

Rewriting the right member of this relation and taking into account the first integral (18), it follows that

$$
\begin{aligned}
& \Lambda\left(\zeta^{a^{*}} \zeta^{a^{*}}-\zeta^{a} \zeta^{a^{* *}}\right) \\
& \quad=2\left[\zeta^{b} \zeta^{b^{*}}\left(\zeta^{a^{\prime}} \zeta^{a^{*}}-\zeta^{a} \zeta^{a^{*}}\right)+2 i a \Lambda^{2} \zeta^{a^{*}} \zeta^{a^{*}}\right]
\end{aligned}
$$

With the help of complex conjugation the formulation of the right member can again be changed, and in so doing we arrive at the expression

$$
\begin{aligned}
\Lambda\left(\zeta^{a^{*}} \zeta^{a^{*}}-\zeta^{a} \zeta^{a^{* *}}\right)= & \left(\zeta^{b} \zeta^{b^{*}}\right)^{\prime}\left(\zeta^{a^{\prime}} \zeta^{a^{*}}-\zeta^{a} \zeta^{a^{*}}\right) \\
& +2 i a \Lambda^{2}\left(\zeta^{a} \zeta^{a^{*}}\right)^{\prime}
\end{aligned}
$$

which can be easily integrated to yield

$$
\begin{equation*}
\zeta^{a^{\prime}} \zeta^{a^{*}}-\zeta^{a} \zeta^{a^{*}}=2 i \Lambda\left(a \zeta^{a} \zeta^{a^{*}}+b_{\underline{a}}\right) . \tag{19}
\end{equation*}
$$

Hence we have obtained $n$ first integrals, characterized by $n$ real constants, noted $b_{a}$. The summation on $\underline{a}$ of the first integrals leads to (18), and consequently the constants $a$ and $b_{a}$ satisfy

$$
\begin{equation*}
a+\sum_{a=1}^{n} b_{a}=0 \tag{20}
\end{equation*}
$$

Let us now pass on to the calculation of the second family of first integrals.

Multiplying, once more, the two members of (17) by $\zeta^{a^{*}}$ and taking the real part of the result, it follows that

$$
\Lambda\left(\zeta^{a^{*}} \zeta^{a^{* *}}+\zeta^{a^{* *}} \zeta^{a^{\prime}}\right)=2\left(\zeta^{b^{*}} \zeta^{b^{\prime}}+\zeta^{b} \zeta^{b^{*}}\right) \zeta^{a^{\prime}} \zeta^{a^{* \prime}},
$$

from which, immediately, by integration, we obtain the result

$$
\begin{equation*}
\zeta^{a^{\prime}} \zeta^{a^{* \prime}}=\alpha_{a}^{2} \Lambda \tag{21}
\end{equation*}
$$

Thus, we obtain again $n$ first integrals characterized by $n$ real constants $\alpha_{a}^{2}$.

The problem of integration of the system of secondorder differential equations (17) is now reduced to that of two sets of $n$ first-order equations (19) and (21). The second stage of the solution of (17) therefore consists of this integration which will now be explained.

In order to progress it is useful to put

$$
\begin{equation*}
\zeta^{a}=R_{a} e^{i S_{a}} \tag{22}
\end{equation*}
$$

(From now on, to avoid confusion, we shall no longer underline the nonsummed repeated indices. When summations appear, they are explicitly indicated.)

It follows that the first integrals (19) and (21) may be written as

$$
\begin{align*}
& R_{a}^{2} S_{a}^{\prime}=\Lambda\left(a R_{a}^{2}+b_{a}\right)  \tag{23}\\
& \left(R_{a}^{\prime}\right)^{2}+\left(R_{a} S_{a}^{\prime}\right)^{2}=\alpha_{a}^{2} \Lambda \tag{24}
\end{align*}
$$

with $\Lambda \equiv \sum_{a=1}^{n} R_{a}^{2}-1$.
The insertion of the expression $S_{a}^{\prime}$ from (23) into (24) leads to

$$
\begin{equation*}
\left(R_{a} R_{a}^{\prime}\right)^{2}=\Lambda\left[\left(\alpha_{a}^{2}-2 a b_{a}\right) R_{a}^{2}-a^{2} R_{a}^{4}-b_{a}^{2}\right] \tag{25}
\end{equation*}
$$

Obviously, with regard to the solvability of the problem, it is necessary that the $2 n$ constants $\left\{\alpha_{a}, b_{a}\right\}$ satisfy the inequalities

$$
\begin{equation*}
\alpha_{a}^{2}-4 a b_{a}>0 \tag{26}
\end{equation*}
$$

for each value of numeration index $a=1,2, \ldots, n$. Looking at the relation (25) for two values $i$ and $j(i \neq j)$ of the index $a$, we obtain, after eliminating the quantity $\Lambda^{2}$ between them,

$$
\begin{align*}
& \left(R_{i} R_{i}^{\prime}\right)^{2} /\left[\left(\alpha_{i}^{2}-2 a b_{i}\right) R_{i}^{2}-a^{2} R_{i}^{4}-b_{i}^{2}\right] \\
& \quad=\left(R_{j} R_{j}^{\prime}\right)^{2} /\left[\left(\alpha_{j}^{2}-2 a b_{j}\right) R_{j}^{2}-a^{2} R_{j}^{4}-b_{j}^{2}\right] \tag{27}
\end{align*}
$$

Taking out the square roots of the two members of this equation and making the change of functions defined by
$R_{a}^{2}=\left(1 / 2 a^{2}\right)\left[\alpha_{a}\left(\alpha_{a}^{2}-4 a b_{a}\right)^{1 / 2} Z_{a}+\alpha_{a}^{2}-2 a b_{a}\right]$,
we arrive thus at the equation

$$
\begin{equation*}
\frac{Z_{i}^{\prime}}{\left(1-Z_{i}^{2}\right)^{1 / 2}}=\epsilon_{i j} \frac{Z_{j}^{\prime}}{\left(1-Z_{j}^{2}\right)^{1 / 2}}, \quad \text { with } \epsilon_{i j} \equiv \pm 1 \tag{29}
\end{equation*}
$$

The integration is easily carried out and gives the result

$$
\begin{equation*}
Z_{i}=\epsilon_{i j}\left[Z_{j}\left(1-K_{i j}^{2}\right)^{1 / 2}+\left(1-Z_{j}^{2}\right)^{1 / 2} K_{i j}\right] \tag{30}
\end{equation*}
$$

We have thus obtained $n(n-1) / 2$ relations, between the modulus $R_{a}$ of the fields $\zeta^{a}$, involving $n(n-1) / 2$ real constants $K_{i j}$ with $\left|K_{i j}\right|<1$, taking into account (28). In particular it follows that every one of them can be expressed as a function of the first $R_{1}$; that is, by (28)

$$
\begin{equation*}
Z_{i}=\epsilon_{i}\left[Z_{1}\left(1-K_{i}^{2}\right)^{1 / 2}+\left(1-Z_{1}^{2}\right)^{1 / 2} K_{i}\right] \tag{31}
\end{equation*}
$$

with $\epsilon_{i 1} \equiv \epsilon_{i}$ and $K_{i 1} \equiv K_{i}$.
From this relation it results that Eq. (25), written with $a=1$, can be reformulated in a manner which involves only the function $R_{1}$ (or $Z_{1}$ ); that gives

$$
Z_{1}^{\prime}=2 a \epsilon_{1}\left(1-Z_{1}^{2}\right)^{1 / 2}\left[A+B\left(1-Z_{1}^{2}\right)^{1 / 2}+C Z_{1}\right]
$$

with the notations

$$
\begin{align*}
& \epsilon_{1}= \pm 1, \quad A=\frac{1}{2 a^{2}} \sum_{i=1}^{n}\left(\alpha_{i}^{2}-2 a b_{i}\right)-1 \\
& B=\frac{1}{2 a^{2}} \sum_{i=2}^{n} \epsilon_{i} \alpha_{i}\left(\alpha_{i}^{2}-4 a b_{i}\right)^{1 / 2} \tag{33}
\end{align*}
$$

$$
\begin{align*}
C= & \frac{1}{2 a^{2}}\left[\alpha_{1}\left(\alpha_{1}^{2}-4 a b_{1}\right)^{1 / 2}\right.  \tag{32}\\
& \left.+\sum_{i=2}^{n} \epsilon_{i} \alpha_{i}\left(\alpha_{i}^{2}-4 a b_{i}\right)^{1 / 2}\left(1-K_{i}^{2}\right)^{1 / 2}\right] .
\end{align*}
$$

Equation (32) is integrated by putting $Z_{1}=\sin \theta$ (Ref. 8). The expression of the result depends on the sign of $B^{2}+C^{2}-A^{2}$.

When $B^{2}+C^{2}-A^{2}>0, B \neq 0$ we obtain

$$
\begin{equation*}
Z_{1}=2 \frac{(A-B)\left\{C-\left(B^{2}+C^{2}-A^{2}\right)^{1 / 2}+\left[C+\left(B^{2}+C^{2}-A^{2}\right)^{1 / 2}\right] e^{\mu}\right\}\left(e^{\mu}-1\right)}{(A-B)^{2}\left(e^{\mu}-1\right)^{2}+\left\{C-\left(B^{2}+C^{2}-A^{2}\right)^{1 / 2}-\left[C+\left(B^{2}+C^{2}-A^{2}\right)^{1 / 2}\right] e^{\mu}\right\}} \tag{34}
\end{equation*}
$$

where $\mu \equiv 2 \epsilon_{1} a\left(B^{2}+C^{2}-A^{2}\right)^{1 / 2}\left(v-v_{0}\right)$.
When $B^{2}+C^{2}-A^{2}<0, B \neq 0$, we have

$$
\begin{equation*}
Z_{1}=2 \frac{(A-B)\left[\left(A^{2}-B^{2}-C^{2}\right)^{1 / 2} \operatorname{tg} v-C\right]}{(A-B)^{2}+\left[\left(A^{2}-B^{2}-C^{2}\right)^{1 / 2} \operatorname{tg} v-C\right]^{2}} \tag{35}
\end{equation*}
$$

where $v \equiv \epsilon_{1} a\left(A^{2}-B^{2}-C^{2}\right)^{1 / 2}\left(v-v_{0}\right)$.
The form of the function $Z_{1}(v)$ thus depends on the relative values of constants $A, B, C$, i.e., according to (33) on those of the $2 n$ integration constants $\left\{\alpha_{a}, b_{a}\right\}$ [restricted only by the $n$ inequalities (26)] and also on the choice of the sign + or - , symbolized by the indicator $\epsilon_{a}$. Then $v_{0}$ notes the last integration constant.

Besides previous general forms of solutions there is, of course, the possibility of various particular cases; we have, for instance, the following.
(a) When $A=B, C \neq 0$,

$$
\begin{equation*}
Z_{1}=2 C\left(e^{\mu}-A\right) /\left[C^{2}+\left(e^{\mu}-A\right)^{2}\right] \tag{36}
\end{equation*}
$$

where $\mu \equiv 2 \epsilon_{1} C a\left(v-v_{0}\right)$.
(b) When $A^{2}=B^{2}+C^{2}, C \neq 0$,

$$
\begin{equation*}
Z_{1}=-2(A-B)(1+C v) /\left[(A-B)^{2} v+(1+C v)^{2}\right] \tag{37}
\end{equation*}
$$

where $v=2 \epsilon_{1} a\left(v-v_{0}\right)$.
This integration, taking into account (28), fixes how $R_{1}$ depends on $v(\rho, z)$. In consequence of (28) and (31), all other moduli $R_{a}(a>1)$ are also determined. Now it remains, in the last stage, to obtain the phases $S_{a}$. To do that we dispose of the first integrals (23), which immediately give by quadrature

$$
\begin{equation*}
S_{a}(v)=\int_{v_{0}}^{v} \Lambda\left(a+\frac{b_{a}}{R^{2}(u)}\right) d u \tag{38}
\end{equation*}
$$

where $\Lambda \equiv \Sigma_{a=1}^{n} R_{a}^{2}(v)-1$. The result researched is, in principle, formally obtained. With the help of formulas (23) and (25) we can write it more explicitly; we have the relation

$$
\begin{equation*}
\frac{d S_{a}}{d R_{a}^{2}}=\epsilon_{a} \frac{a R_{a}^{2}+b_{a}}{2 R_{a}^{2}\left[\left(\alpha_{a}^{2}-2 a b_{a}\right) R_{a}^{2}-a^{2} R_{a}^{4}-b_{a}^{2}\right]^{1 / 2}} \tag{39}
\end{equation*}
$$

which shows that each phase $S_{a}$ depends functionally only on modulus $R_{a}^{2}$. By a process of integration which we do not relate in detail here and which involves the intermediate function $Z_{\alpha}$, defined by (28), we arrive finally at the following result:

$$
\begin{equation*}
S_{a}=\frac{\epsilon_{a}}{2} \operatorname{tg}^{-1}\left\{\frac{\left(\alpha_{a}^{2}-2 a b_{a}\right)\left[1+\left(1-Z_{a}^{2}\right)^{1 / 2}\right]-\left(\alpha_{a}^{2}-4 a b_{a}\right) Z_{a}^{2}+\alpha_{a}\left(\alpha_{a}^{2}-4 a b_{a}\right)^{1 / 2}\left(1-Z_{a}^{2}\right)^{1 / 2} Z_{a}}{Z_{a}\left[\alpha_{a}^{2}-2 a b_{a}+\left(\alpha_{a}^{2}-4 a b_{a}\right)\left(1-Z_{a}^{2}\right)^{1 / 2}+\alpha_{a}\left(\alpha_{a}^{2}-4 a b_{a}\right)^{1 / 2} Z_{a}\right]}\right\}+\lambda_{a} \tag{40}
\end{equation*}
$$

$\left\{\lambda_{a}\right\}$ being an ultimate set of $n$ constants of integration. The particular solution of the system (17) that we have investigated is now entirely known; all the sets $\left\{R_{a}, S_{a}\right\}$ giving the expressions of the $n$ scalar complex fields $\xi^{a}$, parametrized by an arbitrary harmonic function $\nu(\rho, z)$, having been completely determined.

## IV. CONCLUDING REMARKS

In conclusion we would like to make some comments on the above results.
(a) When there is only one scalar complex field $\zeta(v)$ we are in the vacuum gravitational case. Equation (15) is then the Ernst equation. The type of solution obtained, depending
on an arbitrary harmonic function, is then the Papapetrou solution, ${ }^{9}$ which contains as a particular case, corresponding to a specific choice of the harmonic function and to the parameters, the Newman-Unti-Tamburino metric. ${ }^{10}$
(b) When there are two scalar complex fields, we are in the electrovacuum case. The corresponding solution of the form envisaged here has been given by Halilsoy. ${ }^{11}$ The similarity solutions which have been given by Kalippan and Lakshmanan ${ }^{12}$ and by Fisher ${ }^{13}$ were deduced by a similar process.
(c) The particular solutions considered in the foregoing paragraphs for $n=1,2$ are equally significant both from the point of view of the theory of general relativity and the theory of Yang-Mills. It is only the latter which is concerned for
the $n$ fields $\zeta^{a}$ where $n>2$. It should be possible to obtain solutions $\zeta^{a}$ of the nonseparable type by the techniques ${ }^{14}$ applicable to the equation of Ernst, because (15) constitutes a generalization for $n$ fields of the Ernst equation.
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#### Abstract

The role of manifolds endowed with a parallelizing torsion in Kaluza-Klein theories is examined. In particular the spin connection on such manifolds is demonstrated to be a single pure gauge almost everywhere on the manifold. This follows from the Frobenius integration theorem. As a consequence of this result the computation of the representation of massless fermions follows immediately and trivially. The spectrum of massless fermions on manifolds with a parallelizing torsion is contrasted with the analogous spectrum on manifolds with nontrivial topological configurations. While the remarks are primarily of pedagogic value much of the relevant mathematics is made intuitive.


## I. INTRODUCTION

The old idea of Kaluza and Klein ${ }^{1}$ on the unification of gravity with the other known gauge theories in greater than four dimensions has enjoyed a high degree of popularity in the past few years. ${ }^{2,3}$ However, this popularity has not been matched with a complementary degree of success. The formulation of a realistic unified theory has suffered from at least four major problems ${ }^{3}$ : (i) massless fermions (masses shielded from the Planck mass), (ii) chirally realistic fermion multiplets (complex representations of the internal symmetry group), (iii) the cosmological constant, and (iv) a wellbehaved quantum theory. All of these difficulties are not necessarily distinct, and I shall comment on them during the course of this article. However, the main emphasis will be addressed to the issue of massless fermions.

First, the following general results on nonsupersymmetric Kaluza-Klein theories with fermions are recalled. Consider a generic Kaluza-Klein theory on a manifold $M$ in $4+n$ dimensions, which is reduced to $M^{4} \otimes C$ by a process called spontaneous compactification in the literature. Here $C$ is a compact manifold and $M^{4}$ is the usual four-dimensional Minkowski space. The celebrated theorem of Lichnerowicz ${ }^{4}$ eliminates massless fermions on any manifold $C$ with positive scalar curvature. This includes all compact Einstein manifolds with isometry group, a compact Lie group, which is directly relevant to most candidate gauge theories. In order to circumvent the Lichnerowicz theorem one has to consider (i) Rarita-Schwinger fermions and the incumbent theories of supergravity, ${ }^{3}$ (ii) manifolds with a parallelizing torsion, ${ }^{5,6}$ and (iii) that other possibilities that have been advocated include composite models ${ }^{7}$ and noncompact internal manifolds. ${ }^{8}$

The first possibility limits us to the maximum 11-dimensional theory allowed for $N=8$ supergravity. ${ }^{3}$ While massless fermions are possible in such a scenario, the internal manifold $C$ is of too small a dimension to incorporate a realistic physical model. In addition the massless fermions lie in real representations of the isometry group of the internal manifold ( $S^{7}$ for 11 dimensions). Although there do not exist chiral fermions in odd dimensions, the argument is very gen-

[^4]eral and makes use of the Atiyah-Hirzebruch theorem, which is applicable for all homogeneous spaces. This general result was recently communicated in this form by Witten. ${ }^{9}$

An analogous conclusion essentially prevails for the second possibility with a parallelizing torsion. Here massless fermions occur only in the Clifford representation of the tangent space group of the internal manifold. We present in this note a streamlined and direct proof of this statement for those manifolds that are parallelizable. If the tangent bundle for the manifold has a direct product structure $T^{n}(C)=C \otimes R^{n}$, then the manifold $C$ is parallelizable. ${ }^{10}$ These include all semisimple Lie group manifolds, exceptional spheres $S^{3}\left[\mathrm{SU}(2)\right.$ group manifold], $S^{7}$, and particular product manifolds $S^{1} \otimes S^{n}$ (nonmaximally symmetric spaces). ${ }^{11,12}$ The latter manifolds are not parallelizable in the classic Cartan-Schouten sense. ${ }^{5}$ The proof makes use of the fact that the spin connection is a pure gauge almost everywhere in these cases and can be eliminated from the Dirac operator on $C$, which is nothing but the mass operator on $M^{4}$. The pure gauge property of the connection follows from the Frobenius integration theorem of classical mathematics. The vanishing of the curvature two-form (parellelizability) provides an integrability condition for the spin connection.

The phenomenological implications of all of the results are that models based upon complex representations of the chiral fermions are indeed difficult to obtain from a higherdimensional Kaluza-Klein theory. These include fermions of the standard model and its lowest-rank grand unified extension SU(5) (see Ref. 13). In contrast models based upon orthogonal grand unification, i.e., $\mathrm{SO}(10)$, are possible from compactification of a 14-dimensional or greater KaluzaKlein theory for example. The massless fermions would necessarily belong to the spinor representation of the relevant gauge group, a desirable feature for orthogonal grand unification. ${ }^{11,13}$

On the other hand the explicit introduction of fundamental (nongravitational) gauge fields ${ }^{9,14}$ does allow for complex representations for chiral fermions. However, I feel that all of these models including those with torsion have to be motivated, either by the demonstration of a solution to Einstein's equations in the extra dimensions or in some other plausible dynamical context. At the present time such a motivation is lacking. A recent attempt in this direction has been made by Weinberg. ${ }^{15}$

## II. REVIEW OF THE KALUZA-KLEIN APPROACH

The standard mathematical introduction to the Ka-luza-Klein framework is by now well known ${ }^{2,3}$; it will be briefly summarized here. The starting point is the usual Ein-stein-Hilbert action in $4+n$ dimensions:

$$
\begin{equation*}
S(g)=\int d x \sqrt{g} R \tag{2.1}
\end{equation*}
$$

This theory is assumed to have a ground state of the form $M^{4} \otimes C$, where $C$ is a compact manifold with isometry group $\boldsymbol{G}$. The physical spectrum is determined by small oscillations around this ground state. The metric which exhibits the usual massless modes, i.e., gravitons, gauge bosons, and possibly Brans-Dicke scalars, is of the form

$$
\begin{align*}
& g_{A B}(x, h) \\
& \quad=\left(\begin{array}{c|c}
g_{\mu v}(x)+A_{\mu}^{a}(x) \xi_{a}^{i}(h) A_{v}^{b}(x) \xi_{b i}(h) & A_{\mu}^{a}(x) \xi_{a}^{i}(h) \\
\hline A_{v}^{a}(x) \xi_{a}^{i}(h) & g_{i j}(h)
\end{array}\right) . \tag{2.2}
\end{align*}
$$

Here $A_{\mu}(x)$ are gauge potentials, $\xi_{a}^{i}(h)(h \in G)$ are a complete set of Killing vectors for $G$, and $g_{\mu v}(x)$ and $g_{i j}(h)$ are metrics for the four-dimensional space and $C$, respectively. Of course such an ansatz for the metric $g_{A B}$ with the ground state $M_{4} \otimes C$ is a nontrivial assumption. One would rather obtain Eq. (2.2) as an output from a solution of Einstein's equations, for example. With carefully chosen matter fields and a cosmological constant, the $M_{4} \otimes C$ ground state can be achieved. ${ }^{2,3}$ The compatibility of the Kaluza-Klein ansatz [Eq. (2.2)] with the field equations is nontrivial in general. ${ }^{3}$

Fermions are added to the action [Eq. (2.1)] in the usual minimal way:

$$
\begin{equation*}
S(g) \rightarrow S(g)+\int \bar{\psi}(-i \not \square) \psi \sqrt{g} d x \tag{2.3}
\end{equation*}
$$

The fermion fields are then expanded into harmonic functions on the group manifold, $\mathscr{D}^{\tau}(h)$, with spectral measure $\rho(\tau)$,

$$
\begin{equation*}
\psi(x, h)=\int d \rho(\tau) \mathscr{D}^{\tau}(h) \psi^{\tau}(x) \tag{2.4}
\end{equation*}
$$

Upon expansion of the action in Eq. (2.3), use of the harmonic expansion [Eq. (2.4)], and integration over the internal coordinates $h$, we obtain the Einstein action on $M^{4}$, the Yang-Mills action and the gauged interactions with the fermions. The mass operator for the fermions on $M_{4}$ is simply

$$
\begin{equation*}
M=-i \not \emptyset_{\mathrm{int}} \tag{2.5}
\end{equation*}
$$

where $\boldsymbol{D}_{\mathrm{int}}$ is the Dirac operator on the internal manifold

$$
\begin{equation*}
\not D_{\mathrm{int}}=\Gamma^{a}\left(\partial_{a}+\frac{1}{2} \omega_{a b c} \sigma^{b c}\right) \tag{2.6}
\end{equation*}
$$

The notations are the following: $\Gamma^{a}$ are members of the Dirac algebra for the internal manifold

$$
\begin{align*}
& \left\{\Gamma^{a}, \Gamma^{b}\right\}=2 \delta^{a b}  \tag{2.7a}\\
& \sigma^{b c}=(1 / 4 i)\left(\Gamma^{b}, \Gamma^{c}\right) \tag{2.7~b}
\end{align*}
$$

relative to a fixed orthonormal tangent basis $a=(5, \ldots, 4+n)$. (See Sec. III for the definition of $\partial_{\alpha}$.) The metric of the internal manifold is Euclidean flat $\delta^{a b}$ $=(1, \ldots, 1)$. The matrices $\sigma^{b c}$ generate $\operatorname{SO}(N)$ in the spinor representation, and $\omega_{a b c}$ is the spin connection on $C$.

The mass operator [Eq. (2.6)] commutes with a complete set of operators that generate the group $G$ and anticommutes with a generalized $\gamma_{5}$ matrix. If $C$ is a compact homogeneous space $G / H(H$ the maximal subgroup of $G)$ end owed with the standard torsion-free connection, then - $i D_{\text {int }}$ has no massless eigenvalues (Lichnerowicz ${ }^{4}$ ). All fermion masses are $O\left(M_{\mathrm{KK}}=M_{\text {Planck }} /\right.$ gauge coupling $)$. From Eqs. (2.6) and (2.5),
$M^{2}=\left(i \mathscr{D}_{\mathrm{int}}\right)^{2}=-\frac{1}{2}((\boldsymbol{D}, \boldsymbol{D})+\{\ddot{D}, \boldsymbol{D}\})=-\Delta+R / 4$.

The first term in Eq. (2.8) is a generalized Laplacian

$$
-\Delta=-\left(\partial_{a}+\frac{1}{2} \omega_{a b c} \sigma^{b c}\right)^{2} \geqslant 0
$$

for a compact manifold of Euclidean signature. The second term is the scalar curvature of the internal manifold. Therefore, if $R>0, \phi \in \mathscr{L}_{2}(G / H)$, then

$$
\left\langle\phi, M^{2} \phi\right\rangle \geqslant\langle\phi, R \phi\rangle>0
$$

## III. KINEMATIC DESCRIPTION OF TORSION

In this section some elementary notions of Riemannian geometry are recalled ${ }^{16,17}$ for reasons of pedagogic completeness. The coveilbein and veilbein bases are introduced in the language of differential forms and derivatives:

$$
\begin{equation*}
e^{a}=e_{i}^{a} d x^{i}, \quad E_{a}=E_{a}^{i} \frac{\partial}{\partial x^{i}}=\partial_{a} \tag{3.1}
\end{equation*}
$$

An abbreviated notation is used in the following, where $E_{a}=\partial_{a}$. The Riemannian metric on the manifold $C$ has the standard decomposition

$$
\begin{equation*}
g_{i j}=e_{i}^{a} e_{j}^{a} \tag{3.2}
\end{equation*}
$$

The bases $E_{a}^{i}$ and $e_{i}^{a}$ of Eq. (3.2) are in general anholonomic with structure coefficients $c_{b c}^{a}$

$$
\begin{align*}
& d e^{a}=-\frac{1}{2} c_{b c}^{a} e^{b} \wedge e^{c}  \tag{3.3}\\
& \left(E_{b}, E_{c}\right)=c_{b c}^{a} E_{a} \tag{3.4}
\end{align*}
$$

The Cartan structure relations are

$$
\begin{align*}
& T^{a}=d e^{a}+\omega_{b}^{a} \wedge e^{b}  \tag{3.5a}\\
& R_{b}^{a}=d \omega_{b}^{a}+\omega_{c}^{a} \wedge \omega_{b}^{c} \tag{3.5b}
\end{align*}
$$

where $T$ and $R$ are the torsion and curvature two-forms, respectively, and $\omega$ is the connection one-form.

In the language of the covariant derivative one has

$$
\begin{equation*}
\nabla_{c} e^{a}=-\omega_{b c}^{a} e^{b} \tag{3.6}
\end{equation*}
$$

The Riemannian connection is defined by two conditions:
(i) $\nabla g=0$,
(ii) $T^{a}=0$.

Condition (i) is simply the covariant constancy of the metric which gives

$$
\omega_{a b}=-\omega_{b a}
$$

Condition (ii) is the requirement of a torsion-free connection or symmetry. With the usual veilbein decomposition $T^{a}=\frac{1}{2} T_{b c}^{a} e^{b} \wedge e^{c}$, it follows that

$$
\begin{equation*}
T_{b c}^{a}=\omega_{b c}^{a}-\omega_{c b}^{a}-c_{b c}^{a}=0 \tag{3.7}
\end{equation*}
$$

In the presence of torsion, Eq. (3.7) is modified. Expanding


FIG. 1. Triangle $A O B$.

Eq. (3.6) in terms of the usual tensor components $\nabla_{i} e_{j}^{a}=\left(\partial / \partial x_{i}\right) e_{j}^{a}-\Gamma_{i j}^{a}$, the relation between the usual affine connection $\Gamma_{b c}^{a}$ and torsion is simply

$$
\begin{equation*}
\Gamma_{[i, j]}^{a}=\omega_{[i, j]}^{a}-c_{[i, j]}^{a}=T_{i, j}^{a}, \tag{3.8}
\end{equation*}
$$

where [, ] means antisymmetric part.
What does it mean to have a manifold with torsion? The notion of torsion has a simple geometric interpretation ${ }^{18}$ that is easy to describe. First, recall that the infinitesimal parallel displacement of a vector $a$ along a curve $\gamma$ is simply

$$
\begin{equation*}
d a^{\mu}=-\Gamma_{\lambda \sigma}^{\mu} a^{\lambda} d x^{\sigma} \tag{3.9}
\end{equation*}
$$

Next consider the triangle $A O B$ with infinitesimal sides denoted by $d x^{\mu}$ and $d y^{\mu}$ (see Fig. 1). Infinitesimally displace the vector $d x^{\mu}$ from $O$ to $B$ and $d y^{\mu}$ from $O$ to $A$ using Eq. (3.9). Two new infinitesimal vectors are obtained, $d x^{\mu}$ $-\Gamma_{\lambda \sigma}^{\mu} d x^{\lambda} d y^{\sigma}$ and $d y^{\mu}-\Gamma_{\lambda \sigma}^{\mu} d y^{\lambda} d x^{\sigma}$. These vectors form the candidate parallelogram of Fig. 2. This figure will be closed and form a parallelogram if $O C-O D=0$ or equivalently $\left(\Gamma_{\lambda \sigma}^{\mu}-\Gamma_{\sigma \lambda}^{\mu}\right) d x^{\lambda} d y^{\sigma}=0$, and hence $T_{\lambda \sigma}^{\mu}=\Gamma_{[\lambda, \sigma]}^{\mu}$ $=0$.

Another guise that torsion assumes is easily identified through the veilbein and coveilbein bases ${ }^{17}$ of Eq. (3.3). Namely a vector, $v$, can be associated with the projection $E_{a}\left\langle e^{a}, \cdot\right\rangle$ and decomposition

$$
\begin{equation*}
v=E_{a}\left\langle e^{a}, v\right\rangle \tag{3.10}
\end{equation*}
$$

Next we realize that, based upon requirements of symmetry, $d\left(E_{a}\left\langle e^{a}, \cdot\right\rangle\right)=0$, or

$$
\begin{align*}
0=d\left(E_{a} e^{a}\right) & =d E_{a} e^{a}+E_{a} d e^{a} \\
& =E_{a}\left(\omega_{b}^{a} \wedge e^{b}+d e^{a}\right) \\
& =E_{a} T^{a} \tag{3.11}
\end{align*}
$$

Hence, the existence of nonzero torsion precludes a mutually orthogonal veilbein and coveilbein bases locally in such a manifold.

Some general remarks conclude this section on the kinematical aspects of torsion. Any theory of gravitation based upon the principles of equivalence and general covariance cannot have torsion as a possibility in the physical four dimensions. The affine connections do not have explicitly an antisymmetric part in order to be compatible with a local


FIG. 2. Candidate parallelogram.
inertial frame structure for the particle equations of motion. In addition a totally antisymmetric (Cartan-Schouten) torsion does not modify the geodesic equation. However, in the extra non-space-time dimensions this total antisymmetry need not be true, in general.

## IV. PARALLELIZING TORSION AND PARALLELIZABLE MANIFOLDS

The notion of parallelizability originates from the classic work of Cartan and Schouten on semisimple Lie group manifolds. ${ }^{5}$ Parallelizability simply means that the tangent space bundle is defined everywhere on the manifold and has a direct product structure. For example, the tangent bundle for $\mathrm{SO}(3), \mathrm{TSO}(3)$ is simply $R^{3} \otimes \mathrm{SO}(3)$ (see Ref. 10). Besides semisimple Lie groups other parallelizable manifolds are the exceptional spheres $S^{1}, S^{3}$ [the group manifold $S U(2)$ ], and $S^{7}$. In addition, direct products $S^{m} \otimes S^{n}$, etc., are also parallelizable. Unfortunately, the totality of such manifolds are more rare than common. Even worse, the rare parallelizable manifold does not necessarily present itself in a physically interesting context for Kaluza-Klein.

First, the Lie group manifold is presented as a prototype parallelizable manifold. A Lie group is a group $G$ that is a differentiable manifold and for which the natural operations are differential maps $G \times G \rightarrow G$ and $G \rightarrow G$. The tangent space $T(G)$ has a natural Lie algebra structure. ${ }^{10} \mathrm{~A}$ left and right set of coveilbein bases $e_{L, R}^{a}$ exist everywhere on the manifold. Lie-algebra-valued differential forms are defined through the relations

$$
\begin{equation*}
g^{-1} d g=i e_{L}^{a} \lambda_{a}, \quad d g g^{-1}=i e_{R}^{a} \lambda_{a} \tag{4.1}
\end{equation*}
$$

If $g$ is the fundamental representation of $G$, then the matrices $\lambda_{a}$ are in the corresponding representation of the Lie algebra

$$
\begin{equation*}
\left[\lambda_{a}, \lambda_{b}\right]=i f_{a b c} \lambda_{c}, \tag{4.2}
\end{equation*}
$$

with normalization $\operatorname{Tr} \lambda_{a} \lambda_{b}=2 \delta_{a b}$ and structure constants $f_{a b c}$. The indices $a, b, c$, are in the adjoint representation. The Maurer-Cartan structure relations follow immediately from Eq. (4.1):

$$
\begin{aligned}
d e_{L}^{a} \lambda_{a} & =-i d g^{-1} \wedge d g=-i g^{-1} d g \wedge g^{-1} d g \\
& =-(i / 2)\left[\lambda_{b}, \lambda_{c}\right] e_{L}^{b} \wedge e_{L}^{a} \\
& =\frac{1}{2} f_{a b c} \lambda_{a} e_{L}^{b} \wedge e_{L}^{c}
\end{aligned}
$$

Hence,

$$
\begin{equation*}
d e_{R}^{a}= \pm \frac{1}{2} f_{a b c}\left(e_{R}^{b} \wedge e_{R}^{c}\right) \tag{4.3}
\end{equation*}
$$

The anholonomic structure coefficients, see Eq. (3.4), are $c_{b c}^{a}=-f_{b c}^{a}$.

Next the torsion-free connection and curvature are deduced from the Cartan structure relations Eq. (3.5a), $T=d e+\omega \wedge e$, and $R=d \omega+\omega \wedge \omega$. One easily obtains from Eq. (4.3) the results

$$
\begin{equation*}
\omega_{a b}=\frac{1}{2} f_{a b c} e_{L}^{c} \tag{4.4a}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{R}_{a b}=\frac{1}{4} f_{a b c} f_{c e f}\left(e_{L}^{e} \wedge e_{L}^{f}\right) \tag{4.4b}
\end{equation*}
$$

Since a semisimple Lie group manifold is parallelizable, the following question arises: Is there a non-Riemannian
connection with the property $R=d \omega+\omega \wedge \omega=0$ that flattens the manifold? The answer is clearly yes. A hint of this connection comes directly from Eq. (3.5b); $R=d \omega+\omega \wedge \omega$ plays the role of an integrability condition on the manifold. The Frobenius integration theorem always ensures the existence of a system of integrating factors. The statement of the theorem is as follows.

Let $f^{1}, \ldots, f^{r}$ be a complete set of linearly independent one-forms in $R^{n}, n=r+s$. And suppose these one-forms satisfy

$$
d f^{i}=\sum_{j=1} \theta_{j}^{i} \wedge f^{j} \quad(i=1, \ldots, r)
$$

then there are functions $F_{j}^{i}$ and $g^{i}$ such that

$$
f^{i}=\sum_{j=1}^{r} F_{j}^{i} d g^{j}
$$

The hypothesis is certainly a necessary one, the sufficiency is established from considerations in the theory of ordinary differential equations. The proof can be found in the book by Flanders. ${ }^{19}$

Applying the Frobenius integration theorem to Eq. ( 3.5 b ) there exists everywhere on $G$ a connection one-form (see the example p. 101 in the book of Flanders ${ }^{19}$ )

$$
\begin{equation*}
{ }_{L} \omega_{b}^{a}=\left(\phi^{-1}\right)_{c}^{a} d \phi_{b}^{c} \tag{4.5}
\end{equation*}
$$

The matrix $\phi$ in Eq. (4.5) lies in the adjoint representation of the group $G$, and, using Eq. (4.1), one easily obtains the following results, noting that $\left(\lambda_{a}^{\text {adjoint }}\right)_{b c}=i f_{a b c}$ :

$$
\begin{equation*}
{ }_{R} \omega_{a b}=0, \quad{ }_{L} \omega_{a b}=f_{a b c} e_{L}^{a}, \quad T_{a b c}=-f_{a b c} \tag{4.6}
\end{equation*}
$$

Similarly, one can use the right covariant basis in Eq. (4.1) and obtain, using $\phi_{b}^{a} e_{L}^{b}=e_{R}^{a}$, the results

$$
\begin{equation*}
{ }_{L} \omega_{a b}=0, \quad{ }_{R} \omega_{a b}=f_{a b c} e_{R}^{c}, \quad T_{a b c}=+f_{a b c} \tag{4.7}
\end{equation*}
$$

The distinction between the right and left covariant veilbein basis is familiar from the corresponding space-fixed and body-fixed coordinate systems in the motion of rigid bodies. ${ }^{10}$

The conclusion that the connection is pure gauge does not mean that the manifold is flat. Equation (3.5a), $T=d e+\omega \wedge e$, does not imply that there exists a basis where $e$ is an exact differential and $d^{2}=0$ as in flat space. The torsion is a local obstruction to flatness.

The same conclusions essentially hold for the parallelizable manifolds $S^{m} \otimes S^{n}$. Recently Turok and Zee ${ }^{11}$ have pointed out the relevance of such manifolds in the incorporation of the notion of orthogonal grand unification, i.e., $\mathrm{SO}(10)$ into the Kaluza-Klein framework. This picture has the attractive feature that massless fermions must lie in the spinor representation of $G$ as opposed to a contrived reducible representation such as the $\overline{5}+10$ of the familiar $\mathrm{SU}(5)$.

The construction of the connection and parallelizing torsion for manifolds of the generic type $S^{1} \otimes S^{n}$ has been given by Turok and Zee. ${ }^{11}$ Again the second Cartan structure relation (3.5b) with $R=d \omega+\omega \wedge \omega=0$ is an integrability condition for the parallelizing connection on $S^{1} \otimes S^{n}$. The corresponding gauge function $\phi$ analogous to Eq. (4.5) can be constructed via the path ordered exponentiation $\phi=P \exp \int_{x_{0}}^{x} \omega$ on almost all of $R^{n+1}, R^{n+1}-\{0\}$. The
general procedure is again a consequence of the theorem of Frobenius. The more important consideration is that such results exist. In the situation where $R=0$, the gauge function is actually independent of path and well behaved on almost all of $R^{n+1}$. It is also worth articulating that manifolds of the type $S^{n} \otimes S^{m}$ are not parallelizable in the same sense as Lie group manifolds. The (Cartan-Schouten) torsion tensor is not completely antisymmetric as in Eqs. (4.6) and (4.7).

Finally, the torsion and parallelizability discussed here are not dynamically motivated. A dynamical origin of the parallelizing torsion perhaps lies in a consistent quantum treatment of the problem. A common difficulty of the Ka-luza-Klein approach also involves the cosmological constant, which appears as a matter term added by hand to the Einstein equations. However, theories based upon a parallelizing torsion have a vanishing cosmological constant, a desirable feature.

## V. MASSLESS FERMIONS

Once a simple expression for the spin connection on parallelizable manifolds is achieved, the determination of the representation for massless fermions is immediate. An intuitive picture is obtained by realizing that the mass operator [Eqs. (2.5) and (2.6)]

$$
M=-i \Gamma^{a}\left(\partial_{a}+S_{a}\right)
$$

consists of two pieces: $-i \partial_{a}$, a generalized orbital angular momentum, and $S_{a}=\frac{1}{2} \omega_{a b c} \sigma^{b c}$, a generalized spin angular momentum. Massless fermions lie in representations with the orbital angular momentum when $-i \partial_{a}$ is equal to zero.

If $\omega_{a b c}$ is the quasi-Riemannian spin connection which generates the tangent space group, then the following algebra is easy to obtain from Eq. (2.7):

$$
\begin{equation*}
\left[S_{a}, S_{b}\right]=i f_{a b c} S_{c}, \quad\left[S_{a}, \Gamma_{b}\right]=i f_{a b c} \Gamma_{c} \tag{5.1}
\end{equation*}
$$

The algebra of Eq. (5.1) spanned by $S_{a}, a=(1, \ldots, N)$, is the $2^{K / s}$-dimmensional Clifford representation. For Lie groups, $K=(N, N-1)$ and $\omega_{a b c}=f_{a b c}(N=$ even, odd), where $N$ is the dimensionality of the adjoint representation. The matrices $S_{a}$ provide the mapping from the adjoint representation to the spin $O(N(N-1) / 2)$ representation.

If the connection is pure gauge for the parallelized case, the mass operator simplifies to

$$
\begin{equation*}
M=-i \Gamma^{a}\left(\partial_{a}+S_{a}\right)=\Gamma^{a} \mathscr{S}^{-1}\left(-i \partial_{a}\right) \mathscr{S}, \tag{5.2}
\end{equation*}
$$

where $S$ satisfies

$$
\begin{equation*}
\mathscr{S}^{-1} d \mathscr{S}=S_{a} e^{a} \tag{5.3}
\end{equation*}
$$

Equation (5.3) is simply Eq. (4.5) in the disguise of the spinor representation for the connection and $\phi \equiv \mathscr{S}$. After use of Eq. (5.1) it is obvious that the Dirac equation in the extra dimensions $M \psi=0$ is equivalent to

$$
\begin{equation*}
\Gamma^{a}\left(-i \partial_{a}\right) \psi_{\mathscr{S}}=0, \tag{5.4}
\end{equation*}
$$

where $\psi=\mathscr{S}_{\psi_{\mathscr{S}}}$. It is clear that a class of zero-mode solutions to

$$
M \psi=0
$$

is of the form $\psi=\mathscr{S} \psi_{\mathscr{S}}$, where $\psi_{\mathscr{S}}$ is a constant or in the singlet representation in the harmonic expansion Eq. (2.4).

Such zero modes are in the spinor or Clifford representation for the spinor $\psi$.

A less trivial question is the following: Are there other zero mode solutions? That this is not the case can be made plausible by the following argument. Only a finite number of irreducible representations occur in the harmonic expansion of $\psi_{\varphi}$ on the group manifold in Eq. (5.4), $\psi_{\varphi}$ is a polynomial. In addition to the constant $\psi_{\mathscr{\varphi}}$ (already considered) there are higher polynomials in the coordinates on the group manifold. However, these terms must vanish from the completeness of the veilbein basis and the nonsingular nature of the Dirac matrices. In summary the zero modes correspond to a generalized orbital angular momentum equal to zero.

The above argument demonstrates that the fermions couple to the unique spinor representation of the Lie group. This representation, which is irreducible or irreducible repeated mod 2 , has been analyzed in great detail by Wu and Zee. ${ }^{5}$ Unfortunately, such representations are not useful for physics. In contrast, for parallelizable manifolds of the generic type $S^{n} \otimes S^{m}$, the spinor representations may be relevant to physics. The example of $S^{1} \otimes S^{9}$, whose isometry group is $\mathrm{SO}(10)$ with the spinor representation $16 \oplus \overline{16}$, is important for orthogonal grand unification. However, a serious point has been raised on the Hermiticity of the Dirac operator in this case, since the torsion is not completely antisymmetric. ${ }^{20}$ While this is not a difficulty for semisimple group manifolds, the general resolution of this point and the relevant mass operator are still under investigation.

## VI. SUMMARY AND CONCLUSIONS

Although the final results of the torsion strategy for Ka -luza-Klein theory are still far from satisfactory, it is still tempting to explore such possibilities in any case. The possibilities for group manifolds as the compactified space $C$ do not occur in a way that is interesting for Kaluza-Klein. The manifolds do not have the phenomenologically attractive gauge group $\mathrm{SU}_{c}(3) \otimes \mathrm{SU}(2) \otimes \mathrm{U}_{1} \subset \mathrm{SU}(5)$ as possible isometry groups. Needless to say, the massless fermion representations do not look anything like those of the standard model or its lowest-rank grand unified extensions with the maximal breaking of discrete symmetries (parity). The multiplets found are reducible spinor representations of a dimension that are totally unattractive.

The other strategy outlined by Turok, Zee, ${ }^{11}$ and possibly others ${ }^{10}$ can at least accompany orthogonal grand unification whose lowest-rank possibility contains $\mathrm{SO}(10)$ with fermions in the reducible $16 \oplus \overline{16}$ (irreducible under $\gamma_{5}$ ) representation. Mirror fermions are a necessary appendage in such a model. While the masses of the mirror fermions are less than $M_{\mathbf{K K}}$, perhaps their masses can be pushed higher by more conventional, albeit ugly, symmetry-breaking schemes.

A few remarks about nontrivial topological configurations are also in order at the conclusion of this paper. It is well known from the work on classical field configurations, i.e., instantons, and monopoles, and the related index theory that chirally asymmetric fermion zero modes are abundant on all $G$ bundles. The general index theorem on the twisted spin complex, where both the signature characteristic
$\operatorname{tr} R \wedge R+\cdots$ and Chern characteristic $\operatorname{tr} F \wedge F+\cdots$ enter, gives a result for a compact manifold of the form

$$
\begin{equation*}
\text { index }=\int_{M} A(M) \wedge \operatorname{ch} V \tag{6.1}
\end{equation*}
$$

In Eq. (6.1) $A$ is the $A$ roof genus which generates the signature complex and ch $V$ is the usual Chern form. Equations like (6.1) are the generalized Atiyah-Singer ${ }^{16}$ index theorem extended to a Dirac operator including an external gauge potential. Such external gauge potentials defeat the Lichnerowicz theorem; the gauge potential is not part of the metric in extra dimensions. And, indeed, chirally asymmetric zero fermion modes occur and have been proposed by many authors. ${ }^{9,11}$

One might be tempted in the Kaluza-Klein spirit to look for solutions of the Einstein equations in higher dimensions or metrics with nontrivial signature characteristic polynomials in $\operatorname{tr} R \wedge R \ldots$ itself. The matter gauge fields are not part of $R$ in the higher dimensions, and nontrivial index theory exists in $4 n$ dimensions. In this manner Lichnerowicz may be circumvented. If such configurations are obtained from the Einstein equations $R_{A B}-\frac{1}{2} g_{A B} R=0$, without a cosmological constant, the spaces will necessarily be Einstein manifolds with $R=0$ (Ricci flat). Unfortunately, nontrivial Ricci flat compact manifolds do not have infinitesimal symmetries (Killing vectors). This follows from Yano's integral formula in differential geometry. ${ }^{21}$ Within the strict Ka -luza-Klein geometric approach this strategy does not appear to be promising. However, such an argument is not a relevant criticism for the super-string approach.
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#### Abstract

A concept of conditional expectations in quantum theory is established with interrelations to previously introduced concepts of the Cycon-Hellwig conditional expectations and a posteriori states, which are analogous to the existing interrelations in the classical probability theory among conditional expectations related to random variables, those related to $\sigma$ subalgebras and conditional probability distributions. These three concepts are shown to have satisfactory statistical interpretation in the quantum measuring processes. For the above purpose, we introduce an integration with respect to functions with values in the states of operator algebras and positive operator valued measures such that the resulting indefinite integrals are completely positive map valued measures. Eventually, it is proved that in the von Neumann algebraic formulation, the Cycon-Hellwig conditional expectations always exist as completely positive map valued measures.


## I. INTRODUCTION

The statistical interpretation of quantum mechanics introduces a probability theory concerning states and observables ${ }^{1}$ analogous to probability measures and random variables in the classical probability theory. ${ }^{2}$ However, the problem of introduction of the concept of conditional expectations in quantum theory has not been settled on a firm basis. The aim of this paper is to settle this problem from the aspects of physical interpretation and mathematical formalism together with the results obtained in our preceding papers. ${ }^{3-5}$

The noncommutative conditional expectations are first introduced by Umegaki ${ }^{6}$ in the theory of operator algebras inspired by Moy's operator theoretic characterization of conditional expectations in the classical probability theory. ${ }^{7}$ A simple characterization of his conditional expectations is obtained by Tomiyama ${ }^{8}$ as projections of norm 1. It is proved by Nakamura-Umegaki ${ }^{9}$ that Umegaki's conditional expectations describe the state changes caused by measurements of observables with a simple discrete spectrum satisfying the repeatability hypothesis due to von Neumann. ${ }^{1}$ However, Umegaki's conditional expectation exists if and only if the observable has a discrete spectrum (c.f. Refs. 10-13 and Ref. 14, Theorem 4.4.2).

For the purpose of introducing joint probability distributions of noncommuting observables and conditional expectations of continuous observables, Davies-Lewis ${ }^{15}$ introduces the mathematical concept of instruments as transformation valued measures, which are mathematical models of state changes caused by measurements. In their proposed interpretation, the analogs of conditional expectations are supposed to be the dual objects of instruments. Cycon and Hellwig ${ }^{16}$ pointed out, however, that such an interpretation is misleading even in the classical probability theory and they introduce the new conditional expectations. In fact, measurements of classical ensembles cause no state changes but any statistical measurements yield the conditional expectation. Thus we must discriminate between state changes and conditional expectations in quantum mechanics.

In our previous paper, ${ }^{4}$ we introduce the mathematical concept of measuring processes which generalizes von Neumann's analysis of measuring processes of discrete observables (see Ref. 1, Chap. VI) to continuous observables. The measuring processes provide us with a natural interpretation of the concept of instruments that states changes caused by a given measuring process naturally correspond to a CP instrument. In our continued work, ${ }^{5}$ we introduce the concept of a posteriori states which is an analog of regular conditional probability distributions in the classical probability theory, and related to the Bayes principle in the statistical interpretation of measuring processes. Using the a posteriori states we can easily manipulate the conditional expectation of an observable conditioned by the outcomes of the preceding measurement.

Our interpretation of conditional expectations is as follows. Let $\rho$ be a state of a quantum system. A measurement of an observable in the system causes the state change $\rho \rightarrow \rho^{\prime}$ of the whole ensemble and the conditional state change $\rho \rightarrow \rho_{x}$ of the subensemble distinguished by the outcome $x$ of the measurement. The state $\rho_{x}$ is called the a posteriori state with respect to the a priori state $\rho$ in Ref. 5. The well-known reduction of wave packets is the state change of the latter type. We can illustrate with the analogous situation of measurements of random variables in the classical statistical ensemble. In this case, the state change of the whole ensemble does not occur, i.e., $\rho=\rho^{\prime}$. But even in the classical case the information of an outcome of a measurement changes the probability law of the system from a priori probability to $a$ posteriori probability by the Bayes principle. Then conditional expectations are simply the expectation values with respect to a posteriori probabilities. Analogously, we can interprete conditional expectations as the expectation values with respect to $a$ posteriori states.

In the conventional measurements of observables with simple discrete spectrum, this concept of conditional expectations coincides with the dual transformation of the total state change. But they differ in general. It will be shown that our conditional expectation is equivalent to the Cycon-Hellwig conditional expectations, which eventually admit the above interpretation.

In the classical probability theory, we have three types of concepts of conditional expectations: conditional expectations with respect to $\sigma$ subfields, conditional expectations with respect to random variables, and regular conditional probability distributions. Thus we can expect that there are three types of analogs of conditional expectations in quantum mechanics corresponding, respectively. However, it is a quite confusing fact that the corresponding conditional expectations will have very different mathematical forms: the first type is expressed by observables related to the CyconHellwig conditional expectations, the second type is expressed by measurable functions on a value space that will be introduced in this paper, and the last type is expressed by a family of states related to a posteriori states. In this paper, we shall give interrelations among these three types of analogs of conditional expectations.

In Sec. II, we introduce a concept of conditional expectations in the von Neumann algebraic formulation of the operational quantum probability theory of Davies and Lewis and show their existence and basic properties. In Secs. III and IV, we show the interrelations among the conditional expectations introduced in Sec. II, the Cycon-Hellwig conditional expectations and a posteriori states, by giving the formulas transferring one to another. As a consequence, it is proved that the Cycon-Hellwig conditional expectation always exists as a dual object of some completely positive instrument. In Sec. V, we discuss the statistical interpretation of these three concepts of conditional expectations in the quantum measuring processes. In the Appendix, we provide an integration theory with respect to families of states on von Neumann algebras and positive operator valued measures such that the resulting indefinite integrals are completely positive map valued measures, which is used in Sec. IV.

## II. CONDITIONAL EXPECTATIONS IN QUANTUM PROBABILITY THEORY

In this section we shall study a concept of conditional expectations within the framework of operational quantum probability theory due to Davies-Lewis. ${ }^{15}$ The conditional expectation treated in this section is a generalization of a conditional expectation with respect to a random variable in the classical probability theory (cf. Ref. 17, Definition 4.12).

Our setting for operational quantum probability theory consists of a von Neumann algebra $\mathscr{M}$ and a Borel space $(\Lambda, \mathscr{B}(\Lambda))$. Denote by $\mathscr{M}_{*}$ the predual of $\mathscr{M}$, and by $\mathscr{L}^{+}\left(\mathscr{M}_{*}\right)$ the space of all positive linear tranformations on $\mathscr{M}_{*}$. Denote by $\langle\cdot$,$\rangle the duality pairing between \mathscr{M}_{*}$ (or $\mathscr{M}^{*}$ ) and $\mathscr{M}$. A semiobservable $X$ in $\mathscr{M}$ is a positive operator valued measure $X: \mathscr{B}(\Lambda) \rightarrow \mathscr{M}$ such that $X(\Lambda)=1$. An observable in $\mathscr{M}$ is a semiobservable which is projection valued. A map $\mathscr{I}: \mathscr{B}(\boldsymbol{\Lambda}) \rightarrow \mathscr{L}^{+}\left(\mathscr{M}_{*}\right)$ is called an instrument for ( $\mathscr{M}, \boldsymbol{\Lambda}$ ), if it satisfies the following conditions.
(I1) For each $\rho$ in $\mathscr{M}_{*},\langle\mathscr{I}(\Lambda) \rho, 1\rangle=\langle\rho, 1\rangle$.
(I2) For each disjoint sequence $\left\{B_{i}\right\}$ in $\mathscr{B}(\Lambda)$,

$$
\mathscr{I}\left(\cup_{i} B_{i}\right)=\sum_{i} \mathscr{I}\left(B_{i}\right)
$$

where the sum is convergent in the strong operator topology of $\mathscr{L}^{+}\left(\mathscr{M}_{*}\right)$.

An instrument $\mathscr{I}$ is called a $C P$ instrument if it further enjoys the following condition.
(I3) For each $B$ in $\mathscr{B}(\boldsymbol{A}), \mathscr{I}(B)$ is completely positive.
Let $\mathscr{I}$ be an instrument. Then we can associate a semiobservable $X$ in $\mathscr{M}$ such that

$$
X(d x)=\mathscr{I}(d x)^{*} 1
$$

In this case, $\mathscr{I}$ is called an instrument for $(\mathscr{M}, \Lambda, X)$. Now we fix a normal state $\rho$ on $\mathscr{M}$. Then we can associate a probability distribution $\mu_{X}$ of $X$ on $(\Lambda, \mathscr{B}(\Lambda))$ such that

$$
\mu_{X}(d x)=\|\mathscr{F}(d x) \rho\|=\langle\rho, X(d x)\rangle
$$

We call $\mu_{X}$ the probability distribution associated with $(\mathscr{I}, \rho)$.

In the rest of this section, let $\mathscr{I}$ be an instrument for ( $\mathscr{M}, \Lambda, X$ ) and $\rho$ a normal state on $\mathscr{M}$.

Definition 2.1: For any $a$ in $\mathscr{M}$, a conditional expectation $\{E(a \mid x) ; x \in \Lambda\}$ of $a$ with respect to $(\mathscr{I}, \rho)$ is a complex-valued $\mathscr{B}(\Lambda)$-measurable function $x \rightarrow E(a \mid x)$ such that

$$
\begin{equation*}
\int_{B} E(a \mid x) \mu_{X}(d x)=\langle\mathscr{I}(B) \rho, a\rangle, \tag{2.1}
\end{equation*}
$$

for all $B$ in $\mathscr{B}(\Lambda)$.
In what follows, we shall prove the existence and basic properties of conditional expectations.

Theorem 2.2: For any $a$ in $\mathscr{M}$, there is a conditional expectation $\{E(a \mid x) ; x \in \Lambda\}$ of $a$ with respect to $(\mathscr{I}, \rho)$ unique up to $\mu_{X}$-almost everywhere.

Proof: For any $a$ in $\mathscr{M}$ and $B$ in $\mathscr{B}(\Lambda)$, we have

$$
|\langle\mathscr{I}(B) \rho, a\rangle| \leqslant\|a\|\|\mathscr{I}(B) \rho\|=\| a| | \mu_{X}(B)
$$

Thus the function $B \rightarrow\langle\mathscr{F}(B) \rho, a\rangle$ is a finite signed measure on ( $\Lambda, \mathscr{B}(\Lambda))$ absolutely continuous with respect to $\mu_{X}$. Let $E(a \mid x)$ be a Radon-Nikodym derivative $\langle\mathscr{I}(d x) \rho, a\rangle /$ $\mu_{x}(d x)$. Then it is easy to see that Eq. (2.1) holds for all $B$ in $\mathscr{B}(\Lambda)$. Thus the required conditional expectation exists. The uniqueness follows immediately from Eq. (2.1). Q.E.D.

Theorem 2.3: Any conditional expectation $\{E(a \mid x)$; $x \in \Lambda\}$ of $a$ in $\mathscr{M}$ with respect to $(\mathscr{F}, \rho)$ has the following properties.
(1) $E(1 \mid x)=1, \quad \mu_{x}$-a.e.
(2) For any $\alpha, \beta$ in $\mathbf{C}$ and $a, b$ in $\mathscr{M}$,
$E(\alpha a+\beta b \mid x)=\alpha E(a \mid x)+\beta E(b \mid x), \quad \mu_{x}$-a.e.
(3) For any $a \geqslant 0$ in $\mathscr{M}, \quad E(a \mid x) \geqslant 0, \quad \mu_{X}$-a.e.
(4) For any $a$ in $\mathscr{M}, \quad|E(a \mid x)| \leqslant\|a\|, \quad \mu_{X}$-a.e.
(5) For any net $\left\{a_{\alpha}\right\}$ convergent to $a$ in $\mathscr{M}$ in the $\sigma$-weak topology, we have

$$
\int_{A} E\left(a_{\alpha}|x| f(x) \mu_{X}(d x) \rightarrow \int_{A} E(a \mid x) f(x) \mu_{X}(d x)\right.
$$

for all $f$ in $\mathscr{L}^{1}\left(\Lambda, \mu_{X}\right)$.
Proof: Properties (1)-(3) are obvious from the definition. To prove (4), let $a \in \mathscr{M}$. As in the proof of Theorem 2.2, we have

$$
\mid \int_{B} E\left(a | x | \mu _ { X } ( d x ) \left|=|\langle\mathscr{I}(B), a\rangle|=||a|| \mu_{X}(B)\right.\right.
$$

for all $B$ in $\mathscr{B}(\Lambda)$. It follows tht $|E(a \mid x)| \leqslant \| a| |, \mu_{X}$-a.e.
For (5), suppose that $a_{\alpha} \rightarrow a$ in the $\sigma$-weak topology.

Then $\left\langle\mathscr{I}(B) \rho, a_{\alpha}\right\rangle \rightarrow\langle\mathscr{F}(B) \rho, a\rangle$ and hence

$$
\int_{B} E\left(a_{\alpha} \mid x\right) \mu_{X}(d x) \rightarrow \int_{B} E(a \mid x) \mu_{X}(d x)
$$

for all $B$ in $\mathscr{B}(\Lambda)$. Since $\left\{E\left(a_{\alpha} \mid \cdot\right)\right\}$ is a bounded net in $L^{\infty}\left(\Lambda, \mu_{X}\right)$, it follows that it is convergent in the $\sigma\left(L^{\infty}, L^{1}\right)$ topology. Thus we have

$$
\int_{\Lambda} E\left(a _ { \alpha } | x | f ( x ) \mu _ { X } ( d x ) \rightarrow \int _ { A } E \left(x|x| f(x) \mu_{X}(d x)\right.\right.
$$

for all $f$ in $L^{1}\left(\Lambda, \mu_{X}\right)$.
Q.E.D.

Let $\mathrm{E}: \mathscr{M} \rightarrow L^{\infty}\left(\Lambda, \mu_{X}\right)$ be the map defined by
$\mathbf{E}(a)=$ the $\mu_{X}$-a.e. equivalence class of $E(a \mid \cdot)$,
for all $a$ in $\mathscr{M}$. Since the function $x \rightarrow E(a \mid x)$ is essentially bounded and unique up to $\mu_{X}$-almost everywhere, $\mathbf{E}$ is well defined. We call this $\mathbf{E}$ the conditional expectation operator with respect to $(\mathscr{F}, \rho)$.

Theorem 2.4: The conditional expectation operator $\mathbf{E}: \mathscr{M} \rightarrow L^{\infty}\left(\Lambda, \mu_{X}\right)$ with respect to $(\mathscr{I}, \rho)$ is a positive normal unit preserving linear map.

Proof: Immediate from Theorem 2.3.
Q.E.D.

## III. CYCON-HELLWIG CONDITIONAL EXPECTATIONS

In Ref. 16, Cycon and Hellwig pointed out that the concept of a conditional expectation is not the dual object of a given instrument and introduced their generalized conditional expectation as a generalization of conditional expectations with respect to $\sigma$ subfields in classical probability theory (see Ref. 17, Definition 4.13). In this section, we shall establish a relation between the Cycon-Hellwig conditional expectations and the conditional expectations introduced in Sec. II. The relation is analogous with the existing relation between the conditional expectations with respect to $\sigma$ subfields and the conditional expectations with respect to random variables in the classical probability theory. At the same time we shall show that the Cycon-Hellwig conditional expectations always exist.

Let $\mathscr{M}$ be a von Neumann algebra and let $(\Lambda, \mathscr{B}(\Lambda))$ be a Borel space. In literatures (see Ref. 18, for instance), the dual object of an instrument is called an expectation. To avoid the unnecessary conceptual confusions we adopt the following terminology. Let $\mathscr{L}^{+}(\mathscr{M})$ be the space of positive linear maps on $\mathscr{M}$. An $\mathscr{L}^{+}(\mathscr{M})$-valued map $\mathscr{E}$ on $\mathscr{B}(\Lambda)$ is called a dual instrument if there is an instrument $\mathscr{F}$ for $(\mathscr{M}, A)$ such that $\langle\rho, \mathscr{B}(B) a\rangle=\langle\mathscr{F}(B) \rho, a\rangle$ for all $a$ in $\mathscr{M}, \rho$ in $\mathscr{M}_{*}, B$ in $\mathscr{B}(\Lambda)$. Then an $\mathscr{L}^{+}(\mathscr{M})$-valued map $\mathscr{E}$ on $\mathscr{B}(\Lambda)$ is a dual instrument if and only if it satisfies the following conditions.
(D1) For each $B$ in $\mathscr{B}(\Lambda), \mathscr{E}(B)$ is a normal positive linear map on $\mathscr{M}$.
$(\mathrm{D} 2) \mathscr{C}(\Lambda) 1=1$.
(D3) For each countable family $\left\{B_{i}\right\}$ of pairwise disjoint sets in $\mathscr{B}(\Lambda)$, with $B=\cup_{i} B_{i}$,

$$
\langle\rho, \mathscr{B}(B) a\rangle=\sum_{i}\left\langle\rho, \mathscr{B}\left(B_{i}\right)\right\rangle,
$$

for all $a$ in $\mathscr{M}, \rho$ in $\mathscr{M}_{*}$ (cf. Ref. 18).
Let $\mathscr{I}$ be an instrument for $(\mathscr{M}, \Lambda, X)$ and $\rho$ be a fixed normal state on $\mathscr{M}$. A dual instrument $\mathscr{E}$ is called a CyconHellwig conditional expectation with respect to $(\mathscr{F}, \rho)$, if it satisfies the following conditions.
(E1) For each $a$ in $\mathscr{M}$ and $B$ in $\mathscr{B}(\Lambda), \mathscr{E}(B) a$ is in the $\sigma$ weak closure of the linear span of $\{X(B) ; B \in \mathscr{B}(\Lambda)\}$.
(E2) For each $a$ in $\mathscr{M}$ and $B$ in $\mathscr{B}(\Lambda)$,

$$
\langle\mathscr{I}(\boldsymbol{B}) \rho, a\rangle=\langle\rho, \mathscr{E}(\boldsymbol{B}) a\rangle .
$$

In Ref. 16, condition ( E 1 ) is called the averaging requirement and ( E 2 ) the mean value requirement, which are characteristic for the conditional expectations with respect to $\sigma$ subfields in the classical probability theory. However, the definition of Cycon and Hellwig is weaker than ours in the sense that their conditional expectation does not satisfy condition (D1) so that it is not a dual instrument in general (see Definition 3.1 of Ref. 16 and see also Ref. 19, p. 156).

To deal with the Cycon-Hellwig conditional expectations for normal states that are not faithful on the range of $X$, the following lemma on Lebesgue-type decompositions of semiobservables is crucial.

Lemma 3. I: Let $X: \mathscr{B}(\Lambda) \rightarrow \mathscr{M}$ be a semiobservable and $\rho$ be a normal state on $\mathscr{M}$. Then there are two positive operator valued measures $X_{a}: \mathscr{B}(\Lambda) \rightarrow \mathscr{M}$ and $X_{s}: \mathscr{B}(\Lambda) \rightarrow \mathscr{M}$ satisfying the following conditions.
(1) $X(B)=X_{a}(B)+X_{s}(B)$, for all $B$ in $\mathscr{B}(\Lambda)$.
(2)For every $B$ in $\mathscr{B}(\Lambda),\langle\rho, X(B)\rangle=0$ if and only if $X_{a}(B)=0$.
(3) The ranges of $X_{a}$ and $X_{s}$ are both contained in the $\sigma$ weak closure of the linear span of the range of $X$.
(4) For every $B$ in $\mathscr{B}(\Lambda),\langle\rho, X(B)\rangle=\left\langle\rho, X_{a}(B)\right\rangle$ and $\left\langle\rho, X_{s}(B)\right\rangle=0$.

Proof: Let $\mu_{X}(d x)=\langle\rho, X(d x)\rangle$. Let $\mathscr{H}$ be a Hilbert space on which $\mathscr{M}$ acts. By taking a suitable representation, we may assume a vector $\eta$ in $\mathscr{H}$ such that $\mu_{X}(B)=\langle\eta| X(B)|\eta\rangle$ for all $B$ in $\mathscr{B}(\Lambda)$. Let $\mathscr{K}$ be a Hilbert space containing $\mathscr{H}$ and $E: \mathscr{B}(\Lambda) \rightarrow \mathscr{L}(\mathscr{K})$ be a minimal dilation of $X$, so that $E$ is a spectral measure and that $X(B)=P E(B) P$ for all $B$ in $\mathscr{B}(\Lambda)$, where $P$ is the projection onto $\mathscr{H}$. Let $C$ be the projection whose range is $\{\xi \in \mathscr{K}$; $\left.\langle\xi| E(d x)|\xi\rangle \ll \mu_{x}(d x)\right\}$.Then by Ref. 20(Sec.66, Theorem 1), $C \in E(\mathscr{B}(\Lambda)){ }^{\prime \prime}$. By Ref. 20 (Sec. 66, Theorem 2), the vector $\eta$ is in the range of $C$. We define $X_{a}$ and $X_{s}$ as follows:

$$
X_{a}(B)=P E(B) C P \quad \text { and } \quad X_{s}(B)=P E(B)(1-C) P
$$

for all $B$ in $\mathscr{B}(\Lambda)$. Then condition (1) holds obviously. If $\mu_{X}(B)=0$ then $E(B) C=0$ so that $X_{a}(B)=0$. Conversely, if $X_{a}(B)=0$ then $E(B) C P=0$ so that $E(B) C a P=0$ for every $a$ in $E(\mathscr{B}(\Lambda))^{n}$, and hence by the minimality of the dilation, $E(B) C=0$, whence $\mu_{X}(B)=0$. Thus condition (2) holds. Since $C$ is in the weak closure of the range of $E$, it is easy to see that condition (3) holds. Condition (4) follows from the relations below:

$$
\begin{aligned}
\langle\rho, X(B)\rangle & =\mu_{X}(B)=\langle\eta| X(B)|\eta\rangle=\langle\eta| E(B) C|\eta\rangle \\
& =\langle\eta| X_{a}(B)|\eta\rangle=\left\langle\rho, X_{a}(B)\right\rangle
\end{aligned}
$$

for all $B$ in $\mathscr{B}(\Lambda)$.
Q.E.D.

We shall call the decomposition $X=X_{a}+X_{s}$ obtained above the Lebesgue decomposition of $X$ with respect to $\rho$, and call $X_{a}$ the absolutely continuous part and $X_{s}$ the singular part with respect to $\rho$. For the integration with respect to positive operator valued measures we shall refer to Berberian. ${ }^{21}$

In the rest of this section, let $\mathscr{I}$ be an instrument for $(\mathscr{M}, \Lambda, X)$ and $\rho$ a normal state on $\mathscr{M}$. Let $\{E(a \mid x) ; x \in \Lambda\}$ be a conditional expectation with respect to $(\mathscr{I}, \rho)$.

Theorem 3.2: Let $X=X_{a}+X_{s}$ be the Lebesgue decomposition of $X$ and $\rho_{0}$ be an arbitrary normal state on $\mathscr{M}$. Then the relation

$$
\begin{equation*}
\mathscr{E}(B) a=\int_{B} E(a \mid x) X_{a}(d x)+\rho_{0}(a) X_{s}(B), \tag{3.1}
\end{equation*}
$$

for all $a$ in $\mathscr{M}$ and $B$ in $\mathscr{B}(\Lambda)$, defines a Cycon-Hellwig conditional expectation with respect to $(\mathscr{I}, \rho)$.

Since the conditional expectation $\{E(a \mid x) ; x \in \Lambda\}$ always exists by Theorem 2.2, the following corollary immediately follows.

Corollary 3.3: Cycon-Hellwig conditional expectations with respect to $(\mathscr{F}, \rho)$ always exist.

Proof of Theorem 3.2: By Theorem 2.2, the conditional expectation $E(a \mid x)$ is unique up to $\mu_{X}$-almost everywhere, so that it follows from Lemma 3.1(2) that the right-hand side of Eq. (3.1) depends only on $B$ and $a$. Thus Eq. (3.1) determines a unique element $\mathscr{E}(B) a$ in $\mathscr{M}$. Obviously, $\mathscr{E}(B)$ is a positive linear map on $\mathscr{M}$. To show that $\mathscr{E}$ is a dual instrument, let $\left\{a_{\alpha}\right\}$ be a net in $\mathscr{M}$ convergent to $a$ in $\mathscr{M}$ in the $\sigma$-weak topology. Let $\varphi \in \mathscr{M}$, and $B \in \mathscr{B}(\Lambda)$. By Lemma 3.1(2), $\left\langle\varphi, X_{a}(d x)\right\rangle \ll \mu_{X}(d x)$, so that by Theorem 2.3(5), we have

$$
\int_{B} E\left(a_{a} \mid x\right)\left\langle\varphi, X_{a}(d x)\right\rangle \rightarrow \int_{B} E(a \mid x)\left\langle\varphi, X_{a}(d x)\right\rangle .
$$

It follows that $\left\langle\varphi, \mathscr{E}(B) a_{\alpha}\right\rangle$ converges to $\langle\varphi, \mathscr{E}(B) a\rangle$. Thus condition (D1) holds. It is straightforward to verify conditions (D2) and (D3), and hence $\mathscr{E}$ is a dual instrument. By Lemma 3.1(1), it is easy to see that condition (E1) holds. For any $a$ in $\mathscr{M}$ and $B$ in $\mathscr{B}(\Lambda)$, we have

$$
\begin{aligned}
\langle\mathscr{I}(B) \rho, a\rangle & =\int_{B} E(a \mid x)\langle\rho, X(d x)\rangle \\
& =\int_{B} E(a \mid x)\left\langle\rho, X_{a}(d x)\right\rangle+\rho_{0}(a)\left\langle\rho, X_{s}(B)\right\rangle \\
& =\langle\rho, \mathscr{C}(B) a\rangle,
\end{aligned}
$$

where the second equality follows from Lemma 3.14). Hence condition (E2) holds. Therefore, we have proved that Eq. (3.1) defines a Cycon-Hellwig conditional expectation $\mathscr{E}$ with respect to $(\mathscr{I}, p)$.
Q.E.D.

## IV. A POSTERIORISTATES AND CONDITIONAL EXPECTATIONS

In Ref. 5, we introduced a concept of a posteriori states from an analysis of statistical interpretation of measuring processes of quantum observables. The relation between this concept and the conditional expectation introduced in Sec. II is easily seen from their definitions (cf. Ref. 5, Definition 4.1). Now we shall rephrase the definition of a posteriori states in a more convenient way.

Let $\mathscr{I}$ be an instrument for ( $\mathscr{M}, \Lambda, X)$ and let $\rho$ be a normal state on $\mathscr{M}$. Let $\mu_{X}$ be the probability distribution associated with $(\mathscr{I}, \rho)$, i.e., $\mu_{X}(d x)=\langle\rho, X(d x)\rangle$. Denote by $\{E(a \mid x) ; x \in \Lambda\}$ a conditional expectation of $a$ in $\mathscr{M}$ with respect to $(\mathscr{I}, \rho)$.

Definition 4.1: A family $\left\{\rho_{x} ; x \in \Lambda\right\}$ of normal states on $\mathscr{M}$ is called a family of a posteriori states with respect to $(\mathscr{I}, \rho)$ if for any $a$ in $\mathscr{M}$ we have
$\left\langle\rho_{x}, a\right\rangle=E(a \mid x), \quad \mu_{X}$-almost everywhere.
In Ref. 5, some conditions for existence of families of $a$ posteriori states are obtained. In particular, for the standard formulation of quantum mechanics, they always exist. But in the general framework of operational quantum probability theory they do not always exist. We have shown in Ref. 5 (Theorem 5.1) that a weakly repeatable instrument $\mathscr{F}$ is discrete if, for a faithful normal state $\rho$, there is a family of $a$ posteriori states with respect to $(\mathscr{I}, \rho)$. This settles the conjecture of Davies and Lewis ${ }^{15}$ completely. Now we shall introduce a more convenient notion for our purpose.

Definition 4.2: A family $\left\{\rho_{x} ; x \in \Lambda\right\}$ of (not necessarily normal) states on $\mathscr{M}$ is called a disintegration with respect to $(\mathscr{J}, \rho)$ if for any $a$ in $\mathscr{M}$ we have
$\left\langle\rho_{x}, a\right\rangle=E(a \mid x), \quad \mu_{X}$-almost everywhere.
Thus families of $a$ posteriori states are disintegrations such that all $\rho_{x}$ are normal states.

A disintegration $\left\{\rho_{x} ; x \in \Lambda\right\}$ is called proper if for any $a$ in $\mathscr{M}$ with $a \geqslant 0,\left\langle\rho_{x}, a\right\rangle=0$ for all $x$ in $\Lambda$, whenever ( $\mathscr{F}(\Lambda) \rho, a\rangle=0$. Denote by $M^{\infty}\left(\Lambda, \mu_{x}\right)$ the space of all bounded complex-valued $\mu_{X}$-measurable functions on $\Lambda$.

Theorem 4.3: Proper disintegrations $\left\{\rho_{x} ; x \in \Lambda\right\}$ with respect to $(\mathscr{F}, \rho)$ always exist. If $\left\{\rho_{x}^{\prime} ; x \in \Lambda\right\}$ is another disintegration with respect to $(\mathscr{F}, \rho)$, then $\left\langle\rho_{x}, a\right\rangle=\left\langle\rho_{x}^{\prime}, a\right\rangle, \mu_{x^{-}}$ almost everywhere for all $a$ in $\mathscr{M}$.

Proof: Let $\mathbf{E}: \mathscr{M} \rightarrow L^{\infty}\left(\Lambda, \mu_{X}\right)$ be the conditional expectation operator with respect to $(\mathscr{I}, \rho)$ and let $\Phi: L^{\infty}\left(\Lambda, \mu_{X}\right) \rightarrow M^{\infty}\left(\Lambda, \mu_{X}\right)$ be a lifting on $L^{\infty}\left(\Lambda, \mu_{X}\right)$ (see Ref. 22). For any $x$ in $\Lambda$, let $\rho_{x} \in \mathscr{M}^{*}$ be such that $\left\langle\rho_{x}, a\right\rangle$ $=\Phi(\mathbf{E}(a))(x)$ for all $a$ in $\mathscr{M}$. Then it is easy to see that $\rho_{x}$ is a state on $\mathscr{M}$ for any $x$ in $\Lambda$ and that $\left\langle\rho_{x}, a\right\rangle=E(a \mid x), \mu_{X}$-a.e. for all $a$ in $\mathscr{M}$. Thus $\left\{\rho_{x} ; x \in \Lambda\right\}$ is a disintegration of $\rho$ with respect to $I$. To prove that it is proper, let $a>0$ in $\mathscr{M}$ be such that $\langle\mathscr{F}(\Lambda) \rho, a\rangle=0$. Then we have

$$
\int_{\Lambda} E(a \mid x) \mu_{X}(d x)=\langle\mathscr{I}(\Lambda) \rho, a\rangle=0
$$

whence $E(a)=0$. Thus by the property of the lifting, we have ( $\left.\rho_{x}, a\right\rangle=0$ for all $x$ in $\Lambda$. The assertion on the uniqueness up to $\mu_{X}$-a.e. follows immediately from the corresponding property of the conditional expectation. Q.E.D.

In Ref. 16, the nuclear instruments are introduced. In the following, we shall consider the nuclear instruments in the von Neumann algebraic formulation. In this case, it is shown that every nuclear instrument is completely positive; see Ref. 4 for the physical meaning of complete positivity of instruments. For the details of the terminology and the necessary integration theory, we refer the reader to the Appendix.

Theorem 4.4: Let $X: \mathscr{B}(\Lambda) \rightarrow \mathscr{M}$ be a semiobservable. Then for any $X$-integrable family $\left\{\rho_{x} ; x \in \Lambda\right\}$ of (not necessarily normal) states on $\mathscr{M}$, there is a CP instrument $\mathscr{I}$ for $(\mathscr{M}, \Lambda, X)$ such that

$$
\begin{equation*}
\langle\mathscr{I}(B) \rho, a\rangle=\int_{B}\left\langle\rho_{x}, a\right\rangle\langle\rho, X(d x)\rangle, \tag{4.1}
\end{equation*}
$$

for any $a$ in $\mathscr{M}$ and $\rho$ in $\mathscr{M}_{*}$.
Proof: By Theorem A.6, Eq. (4.1) defines a CP ( $\mathscr{M}_{*}$ )valued measure $\mathscr{I}$. Hence conditions (I2) and (I3) in Sec. II hold. Condition (I1) follows from

$$
\begin{aligned}
\langle\mathscr{F}(\Lambda) \rho, 1\rangle & =\int_{\Lambda}\left\langle\rho_{x}, 1\right\rangle\langle\rho, X(d x)\rangle \\
& =\langle\rho, X(\Lambda)\rangle=\langle\rho, 1\rangle
\end{aligned}
$$

for any $\rho$ in $\mathscr{M}_{*}$ and $B$ in $\mathscr{B}(\Lambda)$. Thus $\mathscr{I}$ is a CP instrument. The relation $\mathscr{I}(d x)^{*} 1=X(d x)$ is obvious from Eq. (4.1).
Q.E.D.

We shall write $\mathscr{I}(B)=\int_{B} \rho_{x} \otimes X(d x)$ for the CP instrument $\mathscr{F}$ defined by Eq. (4.1), and call it a nuclear instrument obtained from $\left\{\rho_{x} ; x \in \Lambda\right\}$ and $X$.

Corollary 4.5: For any semiobservable $X: \mathscr{B}(\Lambda) \rightarrow \mathscr{M}$ and for any $X$-integrable family $\left\{\rho_{x} ; x \in \Lambda\right\}$ of states on $\mathscr{M}$, there is a CP instrument $\mathscr{F}$ for $(\mathscr{M}, \Lambda, X)$ such that for any normal state $\rho$ on $\mathscr{M}$ the family $\left\{\rho_{x} ; x \in \Lambda\right\}$ is a disintegration with respect to $(\mathscr{I}, \rho)$.

Proof: The nuclear instrument $\mathscr{F}$ obtained from $\left\{\rho_{x} ;\right.$ $x \in \Lambda\}$ and $X$ has obviously the required properties. Q.E.D.

Now we shall give relations between a posteriori states and Cycon-Hellwig conditional expectations.

In the rest of this section, let $\mathscr{\mathscr { F }}$ be an instrument of ( $\mathscr{M}, \Lambda, X$ ) and $\rho$ a normal state on $\mathscr{M}$.

Theorem 4.6: If there is an $X$-integrable disintegration $\left\{\rho_{x} ; x \in \Lambda\right\}$ with respect to $(\mathscr{F}, \rho)$, then the dual object $\mathscr{E}$ of the nuclear instrument $\mathscr{E}_{*}$, obtained from $\left\{\rho_{x} ; x \in \Lambda\right\}$ and $X$, is a Cycon-Hellwig conditional expectation with respect to $(\mathscr{I}, \rho)$, i.e., $\mathscr{E}(B)=\mathscr{E}_{*}(B)^{*}$ and $\mathscr{E}_{*}(B)=\int_{B} \rho_{x} \otimes X(d x)$.

Proof: The assertion follows from the fact tht $\left\langle\rho_{x}, a\right\rangle=E(a \mid x), \mu_{X}$-a.e. and from Theorem 4.4. Q.E.D.

Remark: The assumptions in Theorem 4.6 are satisfied in the following cases.
(1) $\rho$ is faithful on the range of $X$.
(2) $\mathscr{M}=\mathscr{A}^{* *}$ for some $C^{*}$ algebra $\mathscr{A}$ such that $\mathscr{A}^{*}$ is separable.
(3) $\mathscr{M}=\mathscr{L}(\mathscr{H})$ for some separable Hilbert space $\mathscr{H}$.
(4) $\mathscr{M}=\mathscr{L}(\mathscr{H})$ for some Hilbert space $\mathscr{H}$ and $\mathscr{I}$ is completely positive.

In the case (1), we have $X_{a}=X$ and hence $\left\{\rho_{x} ; x \in \Lambda\right\}$ is $X$ integrable from Proposition A.5. In the cases (2)-(4), strongly $\mathscr{B}(\Lambda)$-measurable families of $a$ posteriori states exist from Theorems 4.3 and 4.5 in Ref. 5 and by Proposition A. 3 they are $X$ integrable.

For the general case, the construction of Cycon-Hellwig conditional expectations is somewhat complicated.

Theorem 4.7: Let $X=X_{a}+X_{s}$ be the Lebesgue decomposition of $X$ and $\left\{\rho_{x} ; x \in \Lambda\right\}$ be a disintegration with respect to $(\mathscr{F}, \rho)$. Then the dual object of the $\mathbf{C P}$ instrument of the form

$$
\begin{equation*}
\mathscr{E}_{*}(B)=\int_{B} \rho_{x} \otimes X_{a}(d x)+\rho_{0} \otimes X_{s}(B) \tag{4.2}
\end{equation*}
$$

for all $B$ in $\mathscr{B}(\Lambda)$, where $\rho_{0}$ is an arbitrary normal state on $\mathscr{M}$, is a Cycon-Hellwig conditional expectation with respect to $(\mathscr{I}, \rho)$.

Proof: By Theorem A.6, Eq. (4.2) defines a $\operatorname{CP}\left(\mathscr{M}_{*}\right)$ ) valued measure $\mathscr{E}_{*}$. For all normal states $\varphi$ on $\mathscr{M}$, we have

$$
\begin{aligned}
\left\langle\mathscr{C}_{*}(\Lambda) \varphi, 1\right\rangle & =\int_{\Lambda}\left\langle\rho_{x}, 1\right\rangle\left\langle\varphi, X_{a}(d x)\right\rangle+\rho_{0}(1)\left\langle\varphi, X_{s}(\Lambda)\right\rangle \\
& =\left\langle\varphi, X_{a}(\Lambda)+X_{s}(\Lambda)\right\rangle \\
& =1
\end{aligned}
$$

Thus $\mathscr{C}_{*}$ is a CP instrument. Now it is immediate from Theorem 3.2 and Definition 4.2 that the dual object of $\mathscr{E}_{*}$ is a Cycon-Hellwig conditional expectation with respect to $(\mathscr{I}, \rho)$.
Q.E.D.

## V. STATISTICAL INTERPRETATION OF CONDITIONAL EXPECTATIONS

In the classical probability theory, conditional expectations arise to handle relationships between dependent random variables (cf. Ref. 17, p. 6). Let $X$ and $Y$ be two random variables on a probability measure space ( $\Omega, \mathscr{F}, P$ ). Then $\Omega$ may be interpreted as a statistical ensemble and $X$ and $Y$ may be physical observables in the classical statistical mechanics. The measurement of the value of $X$ affects the expectation of $Y$. If we know that the value of $X$ is in a Borel set $B$, in symbols $X \in B$, this information means that the probabilistic event $X \in B$ occurs or that the subensemble $\{\omega \in \Omega ; X(\omega) \in B\}$ is observed. Thus we can predict the expectation of the result of the successive measurement of $Y$ as the conditional expectation $E(Y \mid X \in B)$ of $Y$ given $X \in B$, where

$$
\begin{equation*}
E(Y \mid X \in B)=\left(\frac{1}{\operatorname{Prob}(X \in B)}\right) \int_{R} y \operatorname{Prob}(Y \in d y, X \in B) \tag{5.1}
\end{equation*}
$$

If the information of the measurement of $X$ is such that the value of $X$ is $x$, in symbols $X=x$, then the conditional expectation $E(Y \mid X=x)$ of $Y$ given $X=x$ is

$$
\begin{equation*}
E(Y \mid X=x)=\left(\frac{1}{\operatorname{Prob}(X \in d x)}\right) \int_{R} y \operatorname{Prob}(Y \in d y, X \in d x) \tag{5.2}
\end{equation*}
$$

where the derivative concerning $d x$ is interpreted as the Ra-don-Nikodym derivative. In both cases, the conditional expectations are defined only by means of the joint probability distribution $\operatorname{Prob}(Y \in d y, X \in d x)$ of $X$ and $Y$.

The similar situation arises in statistical interpretation of quantum measurements. Let $X$ be an observable of a quantum system described by a Hilbert space $\mathscr{H}$. In the following, we shall write $X=\int_{\mathrm{R}} x X(d x)$, where $X(d x)$ is the spectral measure corresponding to the self-adjoint operator $X$. Suppose that a measurement of $X$ is described by the following quantum measuring process (cf. Refs. 4 and 5 for a detailed discussion). Let $\widetilde{X}$ be the observable in the apparatus, described by a Hilbert space $\mathscr{K}$ to show the value of $X$. The measurement is carried out by the interaction between those two quantum systems during a finite time interval. Let $U$ be the unitary operator on $\mathscr{H} \otimes \mathscr{K}$ of the time evolution of the composite system and $\sigma$ the preparted state of the apparatus. Let $\rho$ be the initial state of the observed system. We actually measure the value of $\widetilde{X}$ after the interaction as an indirect measurement of the value of $X$ in the initial state, so that we may require that the probability distributions of these two observables in the corresponding states coincide, i.e.,

$$
\begin{equation*}
\operatorname{Tr}[\rho X(d x)]=\operatorname{Tr}\left[U(\rho \otimes \sigma) U^{*}(1 \otimes \widetilde{X}(d x))\right] \tag{5.3}
\end{equation*}
$$

Let $Y$ be an arbitrary bounded observable in the observed system. Now we suppose that we measure the value of $Y$ immediately after the first measurement. Since $\widetilde{X}$ and $Y$ are compatible, we can calculate the joint probability distribution of the values of $\widetilde{X}$ and $Y$,
$\operatorname{Prob}(Y \in d y, \widetilde{X} \in d x)$

$$
\begin{equation*}
=\operatorname{Tr}\left[U(\rho \otimes \sigma) U^{*}(Y(d y) \otimes \widetilde{X}(d x))\right] \tag{5.4}
\end{equation*}
$$

Then by applying Eq. (5.1) to the joint probability distribution obtained in Eq. (5.4) the conditional expectation $E(Y \mid \widetilde{X} \in B)$ of $Y$ given $\widetilde{X} \in B$ is obtained by
$E(Y \mid \widetilde{X} \in B)$

$$
\begin{align*}
& =\left(\frac{1}{\operatorname{Prob}(\widetilde{X} \in B)}\right) \int_{B} y \operatorname{Prob}(Y \in d y, \widetilde{X} \in B) \\
& =\left(\frac{1}{\operatorname{Tr}[\rho X(B)]}\right) \int_{B} y \operatorname{Tr}\left[U(\rho \otimes \sigma) U^{*}(Y(d y) \otimes \widetilde{X}(B))\right] \\
& =\left(\frac{1}{\operatorname{Tr}[\rho X(B)]}\right) \operatorname{Tr}\left[U(\rho \otimes \sigma) U^{*}(Y \otimes \widetilde{X}(B))\right] \tag{5.5}
\end{align*}
$$

Similarly, applying Eq. (5.2), we have
$E(Y \mid \widetilde{X}=x)=(1 / \operatorname{Tr}[\rho X(d x)])$

$$
\begin{equation*}
\times \operatorname{Tr}\left[U(\rho \otimes \sigma) U^{*}(Y \otimes \tilde{X}(d x))\right] \tag{5.6}
\end{equation*}
$$

Now we can give a physical interpretation of the conditional expectation with respect to instruments and states given in Sec. II. As shown in Ref. 4 (Sec. 5), the above measuring process naturally corresponds to a CP instrument $\mathscr{I}$ defined by

$$
\begin{equation*}
\mathscr{F}(B) \rho=\operatorname{Tr}_{\mathscr{H}}\left[U(\rho \otimes \sigma) U^{*}(1 \otimes \widetilde{X}(B))\right] \tag{5.7}
\end{equation*}
$$

for all $\rho$ in $\mathscr{T}(\mathscr{H}), B$ in $\mathscr{B}(\mathbf{R})$, where $\operatorname{Tr}_{\mathscr{H}}$ stands for the partial trace over $\mathscr{K}$, and $\mathscr{T}(\mathscr{H})$ stands for the space of trace class operators on $\mathscr{H}$. Then we have

$$
\begin{align*}
\int_{B} E(Y \mid \widetilde{X}=x) \mu_{X}(d x) & =\operatorname{Tr}\left[U(\rho \otimes \sigma) U^{*}(Y \otimes \widetilde{X}(B))\right] \\
& =\langle\mathscr{I}(B) \rho, Y\rangle \tag{5.8}
\end{align*}
$$

for all $B$ in $\mathscr{B}(\mathbf{R})$, where $\mu_{X}(d x)=\langle\mathscr{I}(d x) \rho, 1\rangle$ $=\operatorname{Tr}[\rho X(d x)]$. Thus by Definition 2.1 and Theorem 2.2, we have

$$
\begin{equation*}
E(Y \mid x)=E(Y \mid \widetilde{X}=x), \quad \mu_{X} \text {-a.e. } \tag{5.9}
\end{equation*}
$$

where the left-hand side is the conditional expectation of $Y$ with respect to $(\mathscr{I}, \rho)$.

Let $\left\{\rho_{x} ; x \in \mathbf{R}\right\}$ be a family of a posteriori states with respect to $(\mathscr{I}, \rho)$. Then by Ref. $5, \rho_{x}$ is interpreted as the state at the instant after the measurement of $X$, of the subensemble in which the result of the measurement is $x$. The state change and the conditional expectation are related by

$$
\begin{equation*}
\operatorname{Tr}\left[\rho_{x} Y\right]=E(Y \mid \widetilde{X}=x), \quad \mu_{X} \text {-a.e. } \tag{5.10}
\end{equation*}
$$

[cf. Ref. 5, Eq. (3.7)]. Thus the measurement of $X$ changes the initial state $\rho$ into the $a$ posteriori state $\rho_{x}$ such that the conditional expectation $E(Y \mid \widetilde{X}=x)$ of $\boldsymbol{Y}$ is the expectation $\operatorname{Tr}\left[\rho_{x} Y\right]$ of $Y$ in the state $\rho_{x}$.

Let $\mathscr{E}$ be a Cycon-Hellwig conditional expectation with respect to $(\mathscr{I}, \rho)$. Putting $E(Y \mid \widetilde{X}=x)=\operatorname{Tr}\left[\rho_{x} Y\right]$, we have

$$
\begin{equation*}
\mathscr{C}(B) Y=\int_{B} E(Y \mid \widetilde{X}=x) X(d x) \tag{5.11}
\end{equation*}
$$

Let $f: \mathbf{R} \rightarrow \mathbf{R}$ be such that $f(x)=E(Y \mid \widetilde{X}=x)$. Since $X$ is an observable, we have by Ref. 4 (Proposition 4.3),

$$
\begin{equation*}
\mathscr{E}(B) Y=X(B) \mathscr{E}(\Lambda) Y=X(B \backslash f(X)=f(X) X(B) \tag{5.12}
\end{equation*}
$$

Thus by Eq. (5.8) we have the following tricky formula:
$\operatorname{Tr}\left[U(\rho \otimes \sigma) U^{*}(Y \otimes g(\widetilde{X}))\right]=\operatorname{Tr}[\rho f(X) g(X)]$,
for all Borel functions $g: \mathbf{R} \rightarrow \mathbf{R}$.
This is an analog of a trick of a conditional expectation in classical probability theory.
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## APPENDIX: INTEGRATION OF FAMILIES OF STATES

In this appendix we shall give a minimum of integration theory for families of states with respect to positive operator valued measures such that the resulting indefinite integrals are completely positive map valued measures.

In what follows, $\mathscr{M}$ is a von Neumann algebra and $(\Lambda, \mathscr{B}(\Lambda))$ is a Borel space.

Let $\mu$ be a finite measure on $(\Lambda, \mathscr{B}(\Lambda))$. A family ( $\rho_{x}$; $x \in \Lambda$ ) of (not necessarily normal) states on $\mathscr{M}$ is called $\mu$ measurable if the function $x \rightarrow\left\langle\rho_{x}, a\right\rangle$ is $\mu$ measurable for all $a$ in $\mathscr{M}$. A $\mu$-measurable family $\left\{\rho_{x} ; x \in \Lambda\right\}$ is called $\mu$ integrable if for any $B$ in $\mathscr{B}(\Lambda)$, there is a normal linear functional $\rho_{B}$ on $\mathscr{M}$ such that

$$
\left\langle\rho_{B}, a\right\rangle=\int_{B}\left\langle\rho_{x}, a\right\rangle \mu(d x)
$$

for all $a$ in $\mathscr{M}$.
Proposition A. 1: Let $\left\{\rho_{x} ; x \in \Lambda\right\}$ be a $\mu$-integrable family of states on $\mathscr{M}$. For any $f$ in $L^{1}(\Lambda, \mu)$ there is a unique $\rho_{f}$ in $\mathscr{M}_{*}$ such that

$$
\begin{equation*}
\left\langle\rho_{f}, a\right\rangle=\int_{\Lambda} f(x)\left\langle\rho_{x}, a\right\rangle \mu(d x) \tag{A1}
\end{equation*}
$$

for all $a$ in $\mathscr{M}$.
Proof: It is easy to see that Eq. (A1) defines a unique $\rho_{f}$ in $\mathscr{M}^{*}$ such that $\left\|\rho_{f}\right\| \leqslant\|f\|$. Thus the correspondence $T: f \rightarrow \rho_{f}$ is a bounded linear transformation from $L^{1}(\Lambda, \mu)$ into $\mathscr{M}^{*}$. Since $T\left(\chi_{B}\right) \in \mathscr{M}_{*}$ for all $B$ in $\mathscr{B}(\Lambda)$ by the $\mu$ integrability, the range of $T$ is contained in $\mathscr{M}_{*}$ (cf. Ref. 23, Theorem 3.7.1, p. 77). Q.E.D.

The unique $\rho_{f}$ satisfying Eq. (A1) will be denoted by $\int_{A} f(x) \rho_{x} \mu(d x)$ or, if $f(x)=\chi_{B} g(x), \int_{B} g(x) \rho_{x} \mu(d x)$.

Let $X: \mathscr{B}(\Lambda) \rightarrow \mathscr{M}$ be a positive operator valued measure. For any normal state $\varphi$, let $\mu_{\varphi}$ be the finite measure on $(\Lambda, \mathscr{B}(\Lambda))$ such that $\mu_{\varphi}(d x)=\langle\varphi, X(d x)\rangle$. A family $\left\{\rho_{x} ;\right.$ $x \in \Lambda\}$ of states on $\mathscr{M}$ is called $X$ measurable if it is $\mu_{\varphi}$ measurable for all normal states $\varphi$ on $\mathscr{M}$, and it is called $X$ integrable if it is $\mu_{\varphi}$ integrable for all normal states $\varphi$ on $\mathscr{M}$.

Some conditions for the $X$ integrability will be obtained in the following propositions.

We say that a family $\left\{\rho_{x} ; x \in \Lambda\right\}$ is $\mathscr{B}(\Lambda)$ measurable if the function $x \rightarrow\left\langle\rho_{x}, a\right\rangle$ is $\mathscr{B}(\Lambda)$ measurable for all $a$ in $\mathscr{M}$.

Proposition A.2: If $\mathscr{M}$ is $\sigma$ finite, then every $\mathscr{B}(\Lambda)$-measurable family $\left\{\rho_{x} ; x \in \Lambda\right\}$ of normal states on $\mathscr{M}$ is $X$ integrable for any positive operator valued measure $X: \mathscr{B}(\Lambda) \rightarrow \mathscr{M}$.

Proof: Let $\rho$ be a normal state on $\mathscr{M}$. Let $B \in \mathscr{B}(\Lambda)$. Then the functional $\varphi$ defined by

$$
\varphi(a)=\int_{B}\left\langle\rho_{x}, a\right\rangle \mu_{\rho}(d x)
$$

is obviously positive, linear, and bounded. To show that $\varphi \in \mathscr{M}_{*}$, we have only to prove that $\varphi$ is countably additive, since $\mathscr{M}$ is $\sigma$ finite. Let $\left\{e_{n}\right\}$ be a sequence of mutually orthogonal projections in $\mathscr{M}$. Then by the monotone convergence theorem, we have

$$
\begin{aligned}
\varphi\left(\sum_{n} e_{n}\right) & =\int_{B}\left\langle\rho_{x}, \sum_{n} e_{n}\right\rangle \mu_{\varphi}(d x) \\
& =\sum_{n} \int_{B}\left\langle\rho_{x}, e_{n}\right\rangle \mu_{\varphi}(d x) \\
& =\sum_{n} \varphi\left(e_{n}\right) .
\end{aligned}
$$

Thus the family $\left\{\rho_{x} ; x \in \Lambda\right\}$ is $\mu_{\varphi}$ integrable for all normal states $\varphi$ on $\mathscr{M}$, so that it is $X$ integrable. Q.E.D.

A family $\left\{\rho_{x} ; x \in \Lambda\right\}$ of normal states on $\mathscr{M}$ is called strongly $\mathscr{B}(\Lambda)$ measurable if there is a sequence $F_{n}$ of $\mathscr{B}(\Lambda)$ measurable $\mathscr{M}_{*}$-valued simple functions such that $\lim _{n}\left\|\rho_{x}-F_{n}(x)\right\|=0$, for every $x$ in $\Lambda$.

Proposition A.3: Every strongly $\mathscr{B}(\Lambda)$-measurable family $\left\{\rho_{x} ; x \in \Lambda\right\}$ of normal states is $X$ integrable for any positive operator valued measures $X: \mathscr{B}(\Lambda) \rightarrow \mathscr{M}$.

Proof: The function $x \rightarrow\left|\mid \rho_{x} \|\right.$ is bounded and hence $\mu_{\varphi}$ integrable for all normal states $\varphi$ on $\mathscr{M}$. Thus the assertion follows from the theory of Bochner integrals (cf. Ref. 23, Theorem 3.7.4, p. 80).
Q.E.D.

Let $X: \mathscr{B}(\Lambda) \rightarrow \mathscr{M}$ be a semiobservable and $\rho$ be a normal state on $\mathscr{M}$. Denote by $\mu_{X}$ the associate probability distribution, i.e., $\mu_{X}(d x)=\langle\rho, X(d x)\rangle$. Then we have the following.

Proposition A.4: Any $\mu_{X}$-integrable family $\left\{\rho_{x} ; x \in \Lambda\right\}$ of states is $X_{a}$ integrable, where $X_{a}$ is the absolutely continuous part of $X$ with respect to $\rho$.

Proof: Let $\varphi$ be a normal state on $\mathscr{M}$ and $a \in \mathscr{M}$. By Lemma 3.1(2), $\left\langle\varphi, X_{a}(d x)\right\rangle \ll \mu_{X}(d x)$ and hence the function $x \rightarrow\left\langle\rho_{x}, a\right\rangle$ is $\left\langle\varphi, X_{a}(d x)\right\rangle$ measurable. It follows that $\left\{\rho_{x} ; x \in \Lambda\right\}$ is $X_{a}$ measurable. Let $f(x)=\left\langle\varphi, X_{a}(d x)\right\rangle / \mu_{X}(d x)$. By Definitions 2.1 and 4.2 and Proposition A.1, we have

$$
\begin{aligned}
\int_{B}\left\langle\rho_{x}, a\right\rangle\left\langle\varphi, X_{a}(d x)\right\rangle & =\int_{B} f(x)\left\langle\rho_{x}, a\right\rangle \mu_{X}(d x) \\
& =\left\langle\int_{B} f(x) \rho_{x} \mu_{X}(d x), a\right\rangle
\end{aligned}
$$

so that $\left\{\rho_{x} ; x \in \Lambda\right\}$ is $\left\langle\varphi, X_{a}(d x)\right\rangle$ integrable and therefore $X_{a}$ integrable.
Q.E.D.

Let $\mathscr{I}$ be an instrument for $(\mathscr{M}, \Lambda, X)$ and $\rho$ be a normal state on $\mathscr{M}$. Denote by $X_{a}$ the absolutely continuous part of $X$ with respect to $\rho$. Then we have the following.

Proposition A.5: Any disintegration $\left\{\rho_{x} ; x \in \Lambda\right\}$ with respect to $(\mathscr{I}, \rho)$ is $X_{a}$ integrable.

Proof: Follows immediately from Proposition A.4, since $\left\{\rho_{x} ; x \in \Lambda\right\}$ is $\mu_{x}$ integrable.
Q.E.D.

Denote by CP( $\left.\mathscr{M}_{*}\right)$ the space of completely positive maps on $\mathscr{M}_{*}$. A set function $\mathscr{F}: \mathscr{B}(\Lambda) \mapsto \operatorname{CP}\left(\mathscr{M}_{*}\right)$ is called a $\mathrm{CP}\left(\mathscr{H}_{*}\right)$-valued measure if it is countably additive in the following sense; for each countable disjoint sequence $\left\{B_{j}\right\}$ in $\mathscr{B}(\Lambda)$, we have

$$
\mathscr{I}\left(\cup_{i} B_{i}\right)=\sum_{i} \mathscr{I}\left(B_{i}\right),
$$

in the strong operator topology.
Theorem A.6: Let $X: \mathscr{B}(\Lambda) \rightarrow \mathscr{M}$ be a positive operator valued measure and $\left\{\rho_{x} ; x \in \Lambda\right\}$ an $X$-integrable family of states. Then there is a unique $\operatorname{CP}\left(\mathscr{M}_{*}\right)$-valued measure $\mathscr{I}$ such that

$$
\begin{equation*}
\langle\mathscr{F}(B) p, a\rangle=\int_{B}\left\langle\rho_{x}, a\right\rangle\langle\rho, X(d x)\rangle \tag{A2}
\end{equation*}
$$

Proof: Let $\left\{\rho_{x} ; x \in \Lambda\right\}$ be an $X$-integrable family of states on $\mathscr{M}$. Then for any $B$ in $\mathscr{B}(\Lambda)$ and any $\rho$ in $\mathscr{M}_{*}$, Eq. (A2) determines an element $\mathscr{F}(B) \rho$ in $\mathscr{M}_{*}$. It is easy to see that the mapping $\mathscr{F}(B): \rho \rightarrow \mathscr{F}(B) \rho$ is a positive linear map on $\mathscr{M}_{*}$. To show the complete positivity of $\mathscr{F}(B)$, let $a_{1}, \ldots, a_{n}$ and $b_{1}, \ldots, b_{n}$ be finite sequences in $\mathscr{M}$. We have to show that $\Sigma_{i j} b_{j}^{*}\left(\mathscr{F}(B)^{*}\left(a_{j}^{*} a_{i}\right)\right) b_{i} \geqslant 0$. Let $\varphi$ be a normal state on $\mathscr{M}$. Let $\mu_{i j}(d x)=\left\langle\varphi, b_{i} X(d x) b_{j}^{*}\right\rangle$ and $\mu=\Sigma_{i j}\left|\mu_{i j}\right|$, where $|\cdot|$ stands for the total variation. Then for any $i, j$ we have $\mu_{i j} \ll \mu$. Let $g_{i j}$ be the Radon-Nikodym derivative $g_{i j}(x)=\mu_{i j}(d x) / \mu(d x)$. Let $f_{i j}(x)=\left\langle\rho_{x}, a_{j}^{*} a_{i}\right\rangle$. Then the $n \times n$ matrix $\left(f_{i j}(x)\right)$ is positive definite for all $x$ in $\Lambda$, and $\left(g_{i j}(x)\right)$ is positive definite for $\mu$ almost all $x$ in $\Lambda$. Thus we have

$$
\int_{B} \sum_{i j} f_{i j}(x) g_{i j}(x) \mu(d x) \geqslant 0 .
$$

Now the following computations show that $\mathscr{F}(B)$ is completely positive:

$$
\begin{aligned}
& \left\langle\varphi, \sum_{i j} b_{j}^{*}\left(\mathscr{F}(B)^{*}\left(a_{j}^{*} a_{i}\right)\right) b_{i}\right\rangle \\
& \quad=\sum_{i j}\left\langle b_{i} \varphi b_{j}^{*}, \mathscr{F}(B)^{*}\left(a_{j}^{*} a_{i}\right)\right\rangle \\
& =\sum_{i j}\left\langle\mathscr{I}(B)\left(b_{i} \varphi b_{j}^{*}\right), a_{j}^{*} a_{i}\right\rangle \\
& =\sum_{i j} \int_{B}\left\langle\rho_{x}, a_{j}^{*} a_{i}\right\rangle\left\langle b_{i} \varphi b_{j}^{*}, X(d x)\right\rangle \\
& =\sum_{i j} \int_{B}\left\langle\rho_{x}, a_{j}^{*} a_{i}\right\rangle\left\langle\varphi, b_{j}^{*} X(d x) b_{i}\right\rangle \\
& =\int_{B} \sum_{i j} f_{i j}(x) g_{i j}(x) \mu(d x) \geqslant 0 .
\end{aligned}
$$

To show the countable additivity of $B \rightarrow \mathscr{I}(B)$, let $\left\{B_{i}\right\}$ be a disjoint sequence in $\mathscr{B}(\boldsymbol{\Lambda})$. Let $B=\cup_{i} B_{i}$ and $B_{n}=\cup_{i=1}^{n} B_{i}$. For any positive $\varphi$ in $\mathscr{M}_{*}$, we have $\mathscr{I}(B) \varphi \geqslant \mathscr{I}\left(B_{n}\right) \varphi$ and hence by Eq. (A2),

$$
\begin{aligned}
\left\|\mathscr{I}(B) \varphi-\mathscr{I}\left(B_{n}\right) \varphi\right\| & =\left\langle\mathscr{F}(B) \varphi-\mathscr{I}\left(B_{n}\right) \varphi, 1\right\rangle \\
& =\langle\varphi, X(B)\rangle-\left\langle\varphi, X\left(B_{n}\right)\right\rangle \\
& \rightarrow 0, \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

For any $\varphi$ in $\mathscr{M}_{*}$, there are positive $\varphi_{i}$ 's in $\mathscr{H}_{*}$ and $\alpha_{i}$ 's in $\mathbf{C}$ ( $i=1, \ldots, 4$ ) such that $\varphi=\Sigma_{i} \alpha_{i} \varphi_{i}$. It follows that

$$
\begin{aligned}
\left\|\mathscr{I}(B) \varphi-\mathscr{I}\left(B_{n}\right) \varphi\right\| & \leqslant \sum_{i} \mid \alpha_{i}\| \| \mathscr{F}(B) \varphi_{i}-\mathscr{I}\left(B_{n}\right) \varphi_{i} \| \\
& \rightarrow 0, \quad \text { as } n \rightarrow \infty .
\end{aligned}
$$

Q.E.D.

We shall write $\mathscr{I}(B)=\int_{B} \rho_{x} \otimes X(d x)$ for the $\mathrm{CP}\left(\mathscr{M}_{*}\right)$ valued measure $\mathscr{I}$ defined by Eq. (A2).

Let $\rho$ be a normal state on $\mathscr{M}$ and $X: \mathscr{B}(\Lambda) \rightarrow \mathscr{M}$ a positive operator valued measure. Then the constant function $x \rightarrow \rho_{x}=\rho$ is obviously $X$ integrable. In this case, we shall write

$$
\rho \otimes X(B)=\int_{B} \rho_{x} \otimes X(d x) .
$$
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#### Abstract

The Toda lattice and the two-dimensional Toda lattice (2-DTL) are shown to possess a type of "Painlevé property" that is based on the use of separate "singular manifolds" for each dependent variable. The isospectral problem for the 2-DTL found by both Mikhailov and by Fordy and Gibbons can be simply and logically derived from this analysis. Some remarks are made about the connection between our work and independent work of Kametaka and Airhault on the relationship between the Toda lattice and the second Painlevé transcendent.


## I. INTRODUCTION

Studies using the idea of the Painlevé property to investigate the integrability of differential equations have so far been fairly successful. Partial differential equations (pde's) known to be integrable by the inverse scattering transform (IST) have been found to pass the Painlevé test, either in the ordinary differential equation (ode) form proposed by Ablowitz et al. ${ }^{1}$ or the pde form proposed by Weiss et al. ${ }^{2,3}$ For ode's such as the Henon-Heiles equations, which are only integrable for certain parameter values, the equations can be shown to pass the Painleve test for precisely these values. ${ }^{4}$ Nevertheless, in the case of systems of differential difference equations such as the Toda lattice

$$
\begin{equation*}
\ddot{Q}_{n}=\exp \left(Q_{n-1}-Q_{n}\right)-\exp \left(Q_{n}-Q_{n+1}\right), \tag{1.1}
\end{equation*}
$$

problems arise in applying the Painlevé tests as they have currently been formulated. Equation (1.1), first suggested by Toda (see references in Ref. 5) as a nonlinear chain equation, has been shown to be integrable by Flaschka, ${ }^{6}$ Manakov, ${ }^{7}$ and Henon. ${ }^{8}$ Bountis, Vivaldi, and Segur ${ }^{9}$ have shown that the three-particle Toda lattice possesses the Painlevé property by expanding each of the dependent variables as a Laurent series about a common pole position $t_{0}$. As we will demonstrate, this approach does not lend itself to generalization to a system of $N$ particles ( $N$ large), with or without periodic boundary conditions. In this paper, we partly resolve this problem and, furthermore, we demonstrate that our results are almost trivially extendable to the two-dimensional Toda lattice (2-DTL)

$$
\begin{equation*}
Q_{n, x t}=\exp \left(Q_{n-1}-Q_{n}\right)-\exp \left(Q_{n}-Q_{n+1}\right) \tag{1.2}
\end{equation*}
$$

which, while no longer a set of differential difference equations, poses the same difficulties as (1.1). Equation (1.2) has been studied by various people such as Darboux, ${ }^{10}$ Mikhailov, ${ }^{11}$ and Fordy and Gibbons. ${ }^{12}$ It was shown, in the two latter references, that these equations were completely integrable by inverse scattering and we shall show that their results fall out very easily once we have found a suitable formulation of a Painlevé-type property.

Some of the first solutions of (1.1) were identified by Toda ${ }^{5}$ before it was solved by the IST. By transforming the $Q_{n}$ variables such that

$$
\begin{equation*}
Q_{n}=S_{n-1}-S_{n} \tag{1.3}
\end{equation*}
$$

Eq. (1.1) becomes

$$
\begin{equation*}
\epsilon+\ddot{S}_{n}=\exp \left(S_{n+1}+S_{n-1}-2 S_{n}\right) \tag{1.4}
\end{equation*}
$$

where, for pure soliton solutions, we need $\epsilon=1$ (Toda's original form). Equation (1.4) is reducible to homogeneous form by the transformation

$$
\begin{equation*}
S_{n}=\log f_{n} \tag{1.5}
\end{equation*}
$$

thereby giving

$$
\begin{equation*}
\epsilon+\frac{\partial^{2}}{\partial t^{2}} \log f_{n}=\frac{f_{n+1} f_{n-1}}{f_{n}^{2}} \tag{1.6}
\end{equation*}
$$

The single-soliton solution $(\epsilon=1)$ is

$$
\begin{align*}
& f_{n}=\cosh (a n-\omega t)  \tag{1.7a}\\
& \ddot{S}_{n}=\omega^{2} \operatorname{sech}^{2}(a n-\omega t)  \tag{1.7b}\\
& \omega=\sinh a \tag{1.7c}
\end{align*}
$$

Toda ${ }^{5}$ found a two-soliton solution via (1.6) that was generalized by Hirota. ${ }^{13}$ In addition, there is a close connection between results for the Toda lattice and rational solutions of the second Painlevé transcendent that was noted by Kametaka. ${ }^{14}$ These rational solutions are expressed in terms of polynomials introduced by Yablonskii ${ }^{15}$ and Vorobiev. ${ }^{16}$ Variables defined in terms of these polynomials are then seen to satisfy the Toda lattice expressed in a form similar to Flaschka's. ${ }^{6}$ Some of Kametaka's results were previously derived by Airhault, ${ }^{17}$ although in that work, the connection with the Toda lattice was not made.

## II. THE FORMULATION OF A PAINLEVÉ-TYPE EXPANSION

The Toda lattice equations (1.1) can be cast in the form

$$
\begin{align*}
\dot{p}_{n} & =p_{n}\left(q_{n}-q_{n+1}\right),  \tag{2.1a}\\
\dot{q}_{n} & =p_{n-1}-p_{n}, \tag{2.1b}
\end{align*}
$$

where $q_{n}=\dot{Q}_{n}$ and $p_{n}=\exp \left(Q_{n}-Q_{n+1}\right)$. While similar to Flaschka's ${ }^{6}$ variables ( $b_{n}, a_{n}$ ), the variables $q_{n}$ and $p_{n}$ are not quite the same. The relation between them is $q_{n}=-2 b_{n}$ and $p_{n}=4 a_{n}^{2}$. To find the $p_{n}$ and $q_{n}$ variables in terms of Toda's function $f_{n}$, we note that we need to write

$$
\begin{equation*}
p_{n}=\frac{\partial^{2}}{\partial t^{2}} \log f_{n} \tag{2.2a}
\end{equation*}
$$

It follows from (2.1b) that

$$
\begin{equation*}
q_{n}=\frac{\partial}{\partial t} \log \frac{f_{n-1}}{f_{n}} \tag{2.2b}
\end{equation*}
$$

and integration of (2.1a) now gives

$$
\begin{equation*}
\frac{f_{n+1} f_{n-1}}{f_{n}^{2}}=\frac{\partial^{2}}{\partial t^{2}} \log f_{n}+\epsilon \tag{2.3}
\end{equation*}
$$

which is exactly (1.5). Here, $\epsilon$ arises as a constant of integration in (2.3). We remark, however, that the $\epsilon$ term in (2.3) can be absorbed by a transformation $f_{n} \rightarrow f_{n} \exp \left(-\epsilon t^{2} / 2\right)$ and so it can be left out or kept in Eq. (2.3) at will.

In studying the three-particle Toda lattice, Bountis, Vivaldi, and Segur ${ }^{9}$ used Flaschka's variables $\left(a_{n}, b_{n}\right)$ to find a local Laurent expansion for each dependent variable about a common pole position $t_{0}$. As an aside, it is possible to derive a simple polelike solution directly from (2.3) $(\epsilon=0)$. This is given by the following:

$$
\begin{equation*}
f_{n}(t)=g_{n}\left(t-t_{0}\right)^{-n^{2}} \tag{2.4a}
\end{equation*}
$$

provided the $g_{n}$ satisfy

$$
\begin{equation*}
g_{n+1} g_{n-1}=n^{2} g_{n}^{2} \tag{2.4b}
\end{equation*}
$$

Treating (2.4b) as a recursion relation with $g_{0}=1$ and $g_{-1}=0$, there is a nonzero solution of $(2.4 \mathrm{~b})$

$$
\begin{equation*}
g_{n}=(n-1)^{2}(n-2)^{4}(n-3)^{6} \cdots 2^{2(n-2)} g_{1}^{n} \tag{2.4c}
\end{equation*}
$$

This solution is exactly consistent with the standard "leading order analysis" ${ }^{1-4}$ when applied to the Toda equations in the form $\left(r_{n}=\dot{S}_{n}\right)$

$$
\begin{equation*}
\ddot{r}_{n}=\left(\dot{r}_{n}+\epsilon\right)\left(r_{n+1}+r_{n-1}-2 r_{n}\right), \tag{2.5}
\end{equation*}
$$

which is another form used by Toda ${ }^{5}$ and which is the differentiated version of (1.4) [for (2.5) we find $r_{n}=-n^{2}\left(t-t_{0}\right)^{-1}$ at leading order]. Of course, (1.7a) and (2.4) are only two possible forms of solution and we need a method that will cover more than just these. The approach of Bountis, Vivaldi, and Segur rapidly becomes cumbersome as the number of particles increases, and is not conducive to constructing global solutions. Here we propose to introduce a set of "singular manifolds" $\left\{\phi_{n}(t)\right\}$ akin to those introduced in Ref. 2, which can be associated with each particle. This has the advantage of enabling us to look for a connection with the IST rather than just identifying single-valued local Laurent expansions about a common pole position.

Consequently, motivated by (2.2a), (2.2b), and the "truncated Painlevé expansions" used in Refs. 2 and 3, we postulate that solutions of the ( $p, q$ ) equations (2.1a) and (2.1b) should take the form

$$
\begin{align*}
& p_{n}=p_{n}^{(0)} / \phi_{n}^{2}+p_{n}^{(1)} / \phi_{n}+p_{n}^{(2)}  \tag{2.6a}\\
& q_{n}=q_{n-1}^{(0)} / \phi_{n-1}+q_{n}^{(0)} / \phi_{n}+q_{n}^{(1)} \tag{2.6b}
\end{align*}
$$

where we are demanding that both $\left(p_{n}, q_{n}\right)$ and $\left(p_{n}^{(2)}, q_{n}^{(1)}\right)$ are solutions of (2.1a) and (2.1b). From now on, we shall relabel the second solution set $\left(p_{n}^{(2)}, q_{n}^{(1)}\right)$ as $\left(\bar{p}_{n}, \bar{q}_{n}\right)$.

From Eq. (2.1), we can equate powers of $\phi_{n}^{-3}$ since no terms of this type can occur elsewhere. This gives

$$
\begin{equation*}
q_{n}^{(0)}=\dot{\phi}_{n} \tag{2.7}
\end{equation*}
$$

Using this in (2.1b) and equating powers of $\phi_{n}^{-2}$ we find

$$
\begin{equation*}
p_{n}^{(0)}=-\dot{\phi}_{n}^{2} \tag{2.8}
\end{equation*}
$$

The remnant of (2.1b) immediately yields

$$
\begin{equation*}
p_{n}^{(1)}=\ddot{\phi}_{n}, \tag{2.9}
\end{equation*}
$$

provided $p_{n}^{(2)}$ and $q_{n}^{(1)}$ satisfy (2.1a) and (2.1b). Use of (2.7)(2.9) in the rest of (2.1a) yields, after a little rearrangement,
$\frac{\partial^{3}}{\partial t^{3}} \log \phi_{n}=\left(\frac{\partial^{2}}{\partial t^{2}} \log \phi_{n}\right)\left(\frac{\dot{\bar{p}}_{n}}{\bar{p}_{n}}+\frac{\dot{R}}{R}\right)+\bar{p}_{n} \frac{\dot{R}}{R}$,
where $R=\phi_{n+1} \phi_{n-1} / \phi_{n}^{2}$. Designating

$$
\begin{equation*}
L=\frac{\partial^{2}}{\partial t^{2}} \log \phi_{n} \tag{2.11}
\end{equation*}
$$

we find that $(2.10)$ can be put in the form

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{L}{\bar{p}_{n}}\right)=\frac{\dot{R}}{R}\left(1+\frac{L}{\bar{p}_{n}}\right) \tag{2.12}
\end{equation*}
$$

which immediately integrates to

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}} \log \phi_{n}=\bar{p}_{n}\left[\frac{\phi_{n+1} \phi_{n-1}}{\phi_{n}^{2}}-1\right] \tag{2.13}
\end{equation*}
$$

Equation (2.13) is the basic equation from which we shall now work along with (2.6a) and (2.6b), which now become

$$
\begin{align*}
& p_{n}=\frac{\partial^{2}}{\partial t^{2}} \log \phi_{n}+\bar{p}_{n}  \tag{2.14a}\\
& q_{n}=\frac{\partial}{\partial t} \log \frac{\phi_{n-1}}{\phi_{n}}+\bar{q}_{n} \tag{2.14b}
\end{align*}
$$

Equations (2.13) and (2.14) constitute a Bäcklund transformation for the Toda lattice. We remark that the simple form in which we have derived this Bäcklund transformation is dependent on choosing suitable initial variables, which turned out to be the ( $p_{n}, q_{n}$ ) variables. These are clearly more suitable than the $Q_{n}$ variables of (1.1) since, in terms of the $f_{n}$, these $Q_{n}$ take the form $Q_{n}=\log \left(f_{n-1} / f_{n}\right)$ and we appear to have a logarithmic singularity with which to cope. Using (2.1) instead removes this logarithm and enables us to then use the truncated expansion in the $\phi_{n}$ variables without any problems.

Results for the 2-DTL can now be obtained immediately. Equations (2.1a) and (2.1b) are replaced by

$$
\begin{align*}
& p_{n, x}=p_{n}\left(q_{n}-q_{n+1}\right),  \tag{2.15a}\\
& q_{n, t}=p_{n-1}-p_{n}, \tag{2.15b}
\end{align*}
$$

with $q_{n}=Q_{n, x}$ and $p_{n}=\exp \left(Q_{n}-Q_{n+1}\right)$.
We obtain the equivalent of (2.13), which is

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x \partial t} \log \phi_{n}=\bar{p}_{n}\left[\frac{\phi_{n+1} \phi_{n-1}}{\phi_{n}^{2}}-1\right] \tag{2.16}
\end{equation*}
$$

and Eqs. (2.14a) and (2.14b) are replaced by

$$
\begin{align*}
p_{n} & =\frac{\partial^{2}}{\partial x \partial t} \log \phi_{n}+\bar{p}_{n}  \tag{2.17a}\\
q_{n} & =\frac{\partial}{\partial x} \log \frac{\phi_{n-1}}{\phi_{n}}+\bar{q}_{n} \tag{2.17b}
\end{align*}
$$

## III. THE INVERSE SCATTERING TRANSFORM

In looking for linear isospectral operators, it is easier to work with the 2-DTL first since the $x$ and $t$ variables allow us to keep the two halves of the calculation separate. We shall begin from Eq. (2.16) written in the form

$$
\begin{equation*}
\phi_{n} \phi_{n, x t}-\phi_{n, x} \phi_{n, t}=\bar{p}_{n}\left(\phi_{n+1} \phi_{n-1}-\phi_{n}^{2}\right) . \tag{3.1}
\end{equation*}
$$

It was shown in Gibbon et al. ${ }^{18}$ that the functions $\phi_{n}$ were related to the eigenfunctions of the KdV equation and other equations either as direct eigenfunctions for rational solutions or as the integral of squared eigenfunctions for other types of solutions. With this in mind we shall seek a linear problem of the form

$$
\begin{align*}
& \phi_{n, x}=\alpha_{n+1} \phi_{n}+\beta_{n} \phi_{n+1}  \tag{3.2a}\\
& \phi_{n, r}=\gamma_{n} \phi_{n-1}+\delta_{n-1} \phi_{n} \tag{3.2b}
\end{align*}
$$

When substituted into (3.1) these equations give

$$
\begin{align*}
& \phi_{n}^{2}\left(\alpha_{n+1, t}+\beta_{n} \gamma_{n+1}\right)-\phi_{n+1} \phi_{n-1}\left(\beta_{n} \gamma_{n}\right) \\
& \quad+\phi_{n} \phi_{n+1}\left(\beta_{n} \delta_{n}-\beta_{n, t}-\beta_{n} \delta_{n-1}\right) \\
& \quad=\bar{p}_{n}\left(\phi_{n+1} \phi_{n-1}-\phi_{n}^{2}\right) . \tag{3.3}
\end{align*}
$$

Equating coefficients of $\phi_{n}^{2}$, etc., we find

$$
\begin{align*}
& \alpha_{n+1, t}+\beta_{n} \gamma_{n+1}=-\bar{p}_{n},  \tag{3.4a}\\
& \beta_{n} \gamma_{n}=-\bar{p}_{n},  \tag{3.4b}\\
& \beta_{n, t}=\beta_{n}\left(\delta_{n}-\delta_{n-1}\right) . \tag{3.4c}
\end{align*}
$$

We can also cross differentiate Eqs. (3.2a) and (3.2b) to find

$$
\begin{align*}
& \gamma_{n, x} / \gamma_{n}=\alpha_{n+1}-\alpha_{n}  \tag{3.5a}\\
& \alpha_{n+1, t}+\beta_{n} \gamma_{n+1}=\gamma_{n} \beta_{n-1}+\delta_{n-1, x} \tag{3.5b}
\end{align*}
$$

We now need to be able to choose the coefficients $\alpha, \beta, \gamma$, and $\delta$ such that these equations are consistent with (2.15a) and (2.15b). This consistency comes about in choosing the $\beta_{n}=$ const $=\lambda$, thereby giving from (3.5a)

$$
\begin{equation*}
\gamma_{n}=-\lambda^{-1} \bar{p}_{n} \tag{3.6}
\end{equation*}
$$

Equation (3.5a) then gives

$$
\begin{equation*}
\alpha_{n}=-\bar{q}_{n} \tag{3.7}
\end{equation*}
$$

Equation (3.4a) is now consistent with (2.15b) as is (3.5b) provided that the $\delta_{n}$ are constant. In fact, without loss of generality we can take all $\delta_{n}=0$. The linear problem (3.2) now becomes

$$
\begin{align*}
& \phi_{n, x}=-\bar{q}_{n+1} \phi_{n}+\lambda \phi_{n+1}  \tag{3.8a}\\
& \phi_{n, t}=-\lambda^{-1} \bar{p}_{n} \phi_{n-1} \tag{3.8b}
\end{align*}
$$

and we see that the $\phi_{n}$ turn out to be eigenfunctions and $\lambda$ the spectral parameter. Equations (3.8) are the same as the spectral problem derived by Fordy and Gibbons ${ }^{12}$ except that they had a difference in sign in the original equations (their $\theta_{n}=-Q_{n}$ ).

For the Toda lattice itself, the $x$ in (3.8a) is replaced by $t$ and upon rearrangement, the spectral problem becomes

$$
\begin{align*}
& \phi_{n, 1}=-\lambda^{-1} \phi_{n-1} \bar{p}_{n}  \tag{3.9a}\\
& \bar{q}_{n+1} \phi_{n}=\lambda \phi_{n+1}+\lambda^{-1} \phi_{n-1} \bar{p}_{n} \tag{3.9b}
\end{align*}
$$

This is not the same as Flaschka's form of the Lax pair for the Toda lattice, ${ }^{6}$ but it can be transformed into it by a gauge transformation.

We now show that our result (3.1), which comes from a Painlevé-type analysis, is consistent with results which can be derived by Hirota's method.

For the 2-DTL, we know that the equation reduces to

$$
\begin{equation*}
\epsilon+\frac{\partial^{2}}{\partial x \partial t} f_{n}=\frac{f_{n+1} f_{n-1}}{f_{n}^{2}} \tag{3.10}
\end{equation*}
$$

which is the generalization of (2.3). Gibbon et al. ${ }^{18}$ have shown that Hirota's method of reducing an equation down to a bilinear form is intimately related to the Painlevé method for pde's. They showed that if $f$ is one solution of a bilinear equation and $\bar{f}$ is another solution, then the two are related by $f=\phi \bar{f}$. In this case we shall write $f_{n}=\phi_{n} \bar{f}_{n}$, where both $f_{n}$ and $\bar{f}_{n}$ are solutions of (4.1). Equation (3.10) now becomes

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x \partial t} \log \phi_{n}=\bar{p}_{n}\left(\frac{\phi_{n+1} \phi_{n-1}}{\phi_{n}^{2}}-1\right), \tag{3.11}
\end{equation*}
$$

which is exactly the equation derived from the Painlevé ansatz in Sec. II [see Eq. (2.1b)]. Hence we have, as expected, a consistency between results from Hirota's method and the Painlevé ansatz made in the $(p, q)$ variables. Indeed, if we label $f_{n}$ and $\bar{f}_{n}$ as adjacent solutions $f_{n}^{(i)}$ and $f_{n}^{(i-1)}$ in the set $\left\{f_{n}^{(i)}\right\}$ of solutions of (3.10) with corresponding $\phi_{n}^{(i-1)}$, then we find that

$$
\begin{equation*}
f_{n}^{(N)}=\prod_{i=0}^{N-1} \phi_{n}^{(i)} \tag{3.12}
\end{equation*}
$$

We can also use the relation $f_{n}=\phi_{n} \bar{f}_{n}$ to find a standard Bäcklund transformation for either the 2-DTL or the Toda lattice itself. Equation (3.8a), when translated into the $f_{n}$ functions, becomes

$$
\begin{equation*}
\frac{\partial}{\partial x} \log \frac{\bar{f}_{n}}{f_{n-1}}=-\lambda \frac{\bar{f}_{n-1} f_{n}}{f_{n-1} \bar{f}_{n}} \tag{3.13}
\end{equation*}
$$

where we have dropped one down in the $n$ ladder. From (3.13) we can subtract the same equation with $n \rightarrow n-1$, giving finally

$$
\begin{align*}
\left(Q_{n-1}-\bar{Q}_{n}\right)_{x}= & \lambda\left\{\exp \left(\bar{Q}_{n-1}-Q_{n-1}\right)\right. \\
& \left.-\exp \left(\bar{Q}_{n}-Q_{n}\right)\right\} \tag{3.14}
\end{align*}
$$

The same exercise applied to ( 3.8 b ) gives

$$
\begin{align*}
\left(\bar{Q}_{n-1}-Q_{n-1}\right)_{t}= & \lambda^{-1}\left\{\exp \left(Q_{n-2}-\bar{Q}_{n-1}\right)\right. \\
& \left.-\exp \left(Q_{n-1}-\bar{Q}_{n}\right)\right\} \tag{3.15}
\end{align*}
$$

Equations (3.14) and (3.15) constitute a Bäcklund transformation between two solutions $Q_{n}=\log \left(f_{n-1} / f_{n}\right)$ and $\bar{Q}_{n}=\log \left(\bar{f}_{n-1} / \bar{f}_{n}\right)$. The equivalent result for the Toda lattice is found by replacing $x$ by $t$ in (3.14). Equations (3.14) and (3.15) are the Bäcklund transformations found by Fordy and Gibbons. ${ }^{12}$

## IV. A DISCRETE SCHWARZIAN DERIVATIVE

The Schwarzian derivative ${ }^{3}$ has arisen many times in Painlevé calculations. It is defined by

$$
\begin{align*}
\{\phi ; x\} & \equiv \frac{\phi_{x x x}}{\phi_{x}}-\frac{3}{2}\left(\frac{\phi_{x x}}{\phi_{x}}\right)^{2}  \tag{4.1a}\\
& =\left(\frac{\phi_{x x}}{\phi_{x}}\right)_{x}-\frac{1}{2}\left(\frac{\phi_{x x}}{\phi_{x}}\right)^{2} \tag{4.1b}
\end{align*}
$$

and possesses the remarkable property that it remains invariant under fractional linear transformations (i.e., under the Möbius group) $\phi \rightarrow(a \phi+b) /(c \phi+d)$. Note that in the form given in (4.1b), we have a type of Miura transformation $v_{x}-\frac{1}{2} v^{2}$ with $v=\phi_{x x} / \phi_{x}$. It arises from the $K d V$ equation
by combining two equations together. Weiss et al. ${ }^{2}$ showed that for two solutions of the KdV equation, $u$ and $\bar{u}$, then

$$
\begin{align*}
& u=\bar{u}+\frac{\partial^{2}}{\partial x^{2}} \log \phi,  \tag{4.2a}\\
& \phi_{x} \phi_{i}+12 \bar{u} \phi_{x}^{2}+4 \phi_{x} \phi_{x x x}-3 \phi_{x x}^{2}=0,  \tag{4.2b}\\
& \phi_{x t}+12 \bar{u} \phi_{x x}+\phi_{x x x x}=0 . \tag{4.2c}
\end{align*}
$$

Eliminating $\bar{u}$ from (4.2b) and (4.2c) and integrating once, we find

$$
\begin{equation*}
\phi_{t} / \phi_{x}+\{\phi ; x\}=\lambda . \tag{4.3}
\end{equation*}
$$

Clearly Eq. (4.3) is invariant under fractional linear transformations. The Schwarzian derivative has been used to determine various isospectral deformations. ${ }^{3}$

The question now arises as to whether we can obtain a similar result in the discrete case of the Toda lattice. To do this we need more than just Eq. (2.13). We take guidance from the well-known fact that the Toda lattice reduces to the Boussinesq equation in the continuum limit (see the Appendix) and that the discrete equivalent of the two equations arising out of the Painlevé analysis for this latter equation must match in the continuum limit. We are therefore required to split Eq. (3.1) in the following way to make it match with Eqs. (A4a) and (A4b):

$$
\begin{align*}
& \phi_{n, t}=\bar{p}_{n}\left(\phi_{n+1}+\phi_{n-1}-2 \phi_{n}\right),  \tag{4.4a}\\
& \phi_{n, t}^{2}=\bar{p}_{n}\left\{\phi_{n}\left(\phi_{n+1}+\phi_{n-1}\right)-\phi_{n}^{2}-\phi_{n+1} \phi_{n-1}\right\} . \tag{4.4b}
\end{align*}
$$

We recover (2.13) by multiplying (4.4a) by $\phi_{n}$ and subtracting (4.4b). Division of these two equations now gives

$$
\begin{equation*}
\frac{\phi_{n, t}}{\phi_{n, t}^{2}}=\frac{\phi_{n+1}+\phi_{n-1}-2 \phi_{n}}{\phi_{n}\left(\phi_{n+1}+\phi_{n-1}\right)-\phi_{n}^{2}-\phi_{n+1} \phi_{n-1}} . \tag{4.5}
\end{equation*}
$$

After a lengthy calculation, we do indeed find that (4.5) is invariant under fractional linear transformations. Consequently it is the equivalent of (4.3) for the Toda lattice and we therefore conclude that the idea of the Schwarzian derivative can go over to discrete systems. [We speculate that this property will be connected with the group $\operatorname{SL}(N, R)$.]

## V. SOME REMARKS ON PAINLEVÉ II AND THE WORK OF AIRHAULT AND KAMETAKA

One of the main aims of this paper has been to show how the Painlevé method for pde's can, with suitable modification, be used on the Toda lattice and the 2-DTL. This method, which takes the form of postulating a truncated Laurent expansion in the ( $p, q$ ) variables, has the advantage over the ode method of yielding results which give an isospectral problem with very little extra work. Establishing the existence of a Laurent series around a common pole position for each dependent variable generally gives little further information. This idea can be illustrated by considering PainlevéII (P-II) itself

$$
\begin{equation*}
\ddot{q}=2 q^{3}+t q+\alpha . \tag{5.1}
\end{equation*}
$$

As was originally established by Painlevé, ${ }^{19}$ the existence of a Laurent expansion

$$
\begin{equation*}
q(t)=\left(t-t_{0}\right)^{-1} \sum_{j=0}^{\infty} a_{j}\left(t-t_{0}\right)^{j} \tag{5.2}
\end{equation*}
$$

is the first step in showing that no movable critical points exist. This procedure does not tell us anything about any special solutions which might exist. One was determined by Gambier ${ }^{20}$ by other means, as Airhault has pointed out. ${ }^{17}$ This solution can be found quite logically by using the truncated Laurent series method which introduces the singular manifold. Since the leading order is -1 , we let

$$
\begin{equation*}
q=q_{0} / \phi+q_{1} \tag{5.3}
\end{equation*}
$$

where we require both $q$ and $q_{1}$ to be solutions of P-II. Substitution of (5.3) into (5.1) gives, at various orders of $\phi$,

$$
\begin{align*}
& \phi^{-3}: q_{0}= \pm \phi_{t},  \tag{5.4a}\\
& \phi^{-2}: q_{1}=\mp \frac{1}{2}\left(\phi_{n t} / \phi_{t}\right),  \tag{5.4b}\\
& \phi^{-1}: \phi_{t t} / \phi_{t}-\frac{3}{2}\left(\phi_{t t} / \phi_{t}\right)^{2}=t,  \tag{5.4c}\\
& \phi^{0}: \ddot{q}_{1}=2 q_{1}^{3}+t q_{1}+\alpha . \tag{5.4d}
\end{align*}
$$

Equation ( 5.4 d ) is clearly satisfied if we require $q_{1}$ to be a solution of P-II, but we also need a substitute ( 5.4 b ) into this to check for consistency. If we define the Schwarzian derivative in ( 5.4 c ) to be $S$, we find ( 5.4 d ) becomes

$$
\begin{equation*}
S_{t}-\left(\phi_{t t} / \phi_{t}\right)(S-t)=\mp 2 \alpha . \tag{5.5}
\end{equation*}
$$

Since $S=t$ we note that (5.5) is satisfied if and only if

$$
\begin{equation*}
\alpha=\mp \frac{1}{2} . \tag{5.6}
\end{equation*}
$$

Furthermore, from (5.4b) and (5.4c), we find that

$$
\begin{equation*}
\dot{q}_{1} \pm q_{1}^{2}=\frac{1}{2} t, \tag{5.7}
\end{equation*}
$$

and so the substitution $q_{1}= \pm \gamma / \gamma$ gives Airy's equation

$$
\begin{equation*}
\ddot{\gamma}+\frac{1}{2} t \gamma=0 \tag{5.8}
\end{equation*}
$$

This solution of P-II ( $q_{1}=\dot{\gamma} / \gamma$ with $\alpha=-\frac{1}{2}$ ) is the one found by Gambier ${ }^{20}$ and used by Airhault, ${ }^{17}$ who went on to generalize this result to values of $\alpha$ for which $\alpha=n-\frac{1}{2}(n$ is an integer). We remark at this point that Eq. (5.4b) gives a solution for $\phi$ itself which is

$$
\begin{equation*}
\phi=\int \gamma^{-2} d t \tag{5.9}
\end{equation*}
$$

This is exactly the form found for $\phi$ in the KdV equation in similarity variables, ${ }^{18}$ which can be found by taking (4.2b) and (4.2c) and going into similarity variable form with $z=x / t^{1 / 3}$. The resulting formula for $\phi$ is (5.9) with $z$ replacing $t$. We conclude therefore that using the truncated Laurent type of expansion as in (5.2), which is successful for pde's, is also possible for ode's when special solutions are required. This approach was first used by Weiss ${ }^{21}$ to solve the integrable cases of the Henon-Heiles system. There is, of course, the further solution $q=\phi_{t} / \phi+q_{1}$ with $\phi$ given by (5.9) and $q_{1}=\gamma / \gamma$ for $\alpha=-\frac{1}{2}$. The more general result found by Airhault ${ }^{17}$ has also been found by Weiss ${ }^{22}$ using a technique similar to that used here.

Both Airhault ${ }^{17}$ and Kametaka ${ }^{14}$ discuss special solutions of P-II when $\alpha=n$ ( $n$ is an integer). Consider Eq. (1.6) with $\epsilon=0$ and take $f_{n} \rightarrow f_{n} \exp \left(-t^{3} / 24\right)$. We now have

$$
\begin{equation*}
f_{n+1} f_{n-1}=f_{n}^{2}\left(\frac{\partial^{2}}{\partial t^{2}} \log f_{n}-\frac{t}{4}\right) \tag{5.10}
\end{equation*}
$$

Starting with $f_{0}=1$, it is possible to calculate a series of polynomials for $f_{n}(t)$. The $f_{n}$ are related to the $q_{n}$ by

$$
\begin{equation*}
q_{n}=\frac{\partial}{\partial t} \log \frac{f_{n-1}}{f_{n}} \tag{5.11}
\end{equation*}
$$

Airhault ${ }^{17}$ noted that $q_{n}$ is a solution of P-II when $\alpha=n$, although it was subsequently Kametaka ${ }^{14}$ who pointed out that $(5.10)$ is related to the Toda lattice. Explicitly, this is done by using (5.10) to define the variable $p_{n}$ as

$$
\begin{equation*}
p_{n}=\frac{f_{n+1} f_{n-1}}{f_{n}^{2}}=\frac{\partial^{2}}{\partial t^{2}} \log f_{n}-\frac{t}{4} . \tag{5.12}
\end{equation*}
$$

The first and second of these equalities, in conjunction with (5.11), are then seen to satisfy Eqs. (2.1a) and (2.1b), respectively. Kametaka also pointed out that the polynomials $f_{n}$ are those of Yablonskii ${ }^{15}$ and Vorobiev. ${ }^{16}$ These seem to have been the first to have shown that if $q_{n}$ is related to the polynomials $f_{n}$, then $q_{n}$ satisfies P-II for $\alpha=n$. Strangely, Yablonskii's and Vorobiev's polynomials are for each particle, i.e., there is a polynomial associated with each $n$, which is the particle label!
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## APPENDIX: THE CONTINUUM LIMIT

Using (1.4) with $\epsilon=1$ and going into the continuum limit $x=\delta_{n}$, where $\delta$ is the lattice spacing, we find that

$$
\begin{equation*}
\cdots\left(\delta^{4} / 12\right)\left(S_{x x x x}+6 S_{x x}^{2}\right)+\delta^{2} S_{x x}-S_{t t}=0 \tag{A1}
\end{equation*}
$$

Writing $u=S_{x x}$ and differentiating (A1) twice with respect to $x$, we find that (A1) becomes the Boussinesq equation

$$
\begin{equation*}
\left(\delta^{4} / 12\right)\left(u_{x x}+6 u^{2}\right)_{x x}+\delta^{2} u_{x x}-u_{t x}=0 \tag{A2}
\end{equation*}
$$

In (A2) we have neglected terms $\delta^{6}$ and higher. Formally taking $\delta=1$ and rescaling to remove the factor of $\frac{1}{12}$ in (A2), we can perform a Painlevé analysis on (A2) with

$$
\begin{equation*}
u=\phi^{-2} \sum_{j=0}^{\infty} u_{j} \phi^{j} \tag{A3}
\end{equation*}
$$

Reworking the calculation on (A2) already performed previously ${ }^{2}$ in which there was no $u_{x x}$ term we find that the

Bäcklund transformation between two solutions $u$ and $\bar{u}$ [where $\bar{u}$ is $u_{2}$ in (A3)] is

$$
\begin{align*}
& u=\bar{u}+\frac{\partial^{2}}{\partial x^{2}} \log \phi  \tag{A4a}\\
& 4 \phi_{x} \phi_{x x x}-3 \phi_{x x}^{2}+12 \bar{u} \phi_{x}^{2}+\phi_{x}^{2}-\phi_{t}^{2}=0  \tag{A4b}\\
& \phi_{x x x x}+12 \bar{u} \phi_{x x}+\phi_{x x}-\phi_{t t}=0 \tag{A4c}
\end{align*}
$$

Weiss had obtained the isospectral operator for the Boussinesq equation out of (A4). ${ }^{3}$ It is Eqs. (A4b) and (A4c), which are the two separate equations, which tell us how to break down Eq. (3.1), with the linear equation in $\phi$, (A4c) becoming (4.4a).
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We develop a theory of canonical transformations for presymplectic systems, reducing this concept to that of canonical transformations for regular coisotropic canonical systems. In this way we can also link these with the usual canonical transformations for the symplectic reduced phase space. Furthermore, the concept of a generating function arises in a natural way as well as that of gauge group.

## I. INTRODUCTION

Since the well-known Dirac's pioneer work ${ }^{1}$ on constrained Hamiltonian systems, the interest in such theory has been growing because it provides an appropriate framework to deal with many physical theories either for finitedimensional systems as time-dependent [or more generally ( $n$-parameter)-dependent] systems, mechanical systems defined by singular Lagrangians, etc., or infinite-dimensional systems exhibiting gauge invariance. A good test of the relevance of these systems is the amount of papers trying to develop the mathematical framework for these systems, which has been shown to be that of presymplectic geometry, which has been possible thanks to the papers by Gotay, ${ }^{2}$ Lichnerowicz, ${ }^{3}$ Sniatycki, ${ }^{4}$ and others, to whom we apologize for omitting their names. For a recent review see, e.g., Ref. 5.

The essential characteristic of these systems is the existence of contraint functions, limiting the possible values of the dynamical variables that Dirac classified in first and second class according to the vanishing or not of their mutual Poisson brackets. This classification was motivated because the second-class constraints may be eliminated from the theory up to a redefinition of Poisson brackets becoming now the so-called Dirac's brackets, and they may be considered as corresponding to spurious degrees of freedom. This aspect is really clarified when using appropriate coordinates as indicated by Shanmugadhasan. ${ }^{6}$

On the other hand, the invariance of the Poincaré-Cartan integral has also been proved to be a sound principle for the study of nondegenerate systems and it has motivated a recent paper ${ }^{7,8}$ devoted to the study of the Hamilton-Jacobi method for degenerate systems. Our experience with regular systems suggests for us to look for a concept generalizing that of canonical transformation, and it has been carried out ${ }^{9}$ for regular canonical systems by making use of a generalization of the Hwa-Chung theorem. ${ }^{10}$ We aim in this paper to give a general concept of canonical transformation for any presymplectic system, as well as attempt to go deep in the analysis of this concept in order to characterize such transformations, studying the group structure of such a set of
canonical transformations, some remarkable subgroups (in particular, the subgroup of gauge transformations), and the theory of the corresponding generating functions, which follows the track of Weinstein's theory for symplectic systems. ${ }^{11}$

The paper is organized as follows: Section II is devoted to analyzing the structure of locally Hamiltonian presymplectic systems, and the main result of this section, given in Theorem 3, is that the study of the locally Hamiltonian presymplectic systems can be done by means of its local structure coisotropic germ. The concept of canonical transformation for presymplectic systems is given in Sec. III and after a deep analysis it is shown that it is enough to consider the case of canonical regular systems because any other can be reduced to it. Section IV contains a study of the group structure of the set of canonical transformations. When the process of reduction of the presymplectic system is carried out, the canonical transformations pass to the quotient and it singularizes the subgroup of canonical transformations, inducing the identity in the quotient, called the gauge group. The concept of a generating function is introduced in Sec. V and Sec. VI is devoted to showing some interesting properties of the generating functions, which will be of interest to manage with in local coordinates.

## II. THE STRUCTURE OF PRESYMPLECTIC SYSTEMS

The mathematical framework for a geometrical description of the Dirac's theory of constrained systems ${ }^{1,12,13}$ has been shown to be that of presymplectic dynamical systems. ${ }^{2-4,14,15}$ In this section we will analyze the local structure of such systems and it will be shown how it is possible to imbed a presymplectic manifold as a coisotropic submanifold of a symplectic manifold in which a family of locally Hamiltonian vector fields extending the dynamics of the original system can be constructed. This result is based on some theorems by Sniatycki ${ }^{4}$ and Gotay, ${ }^{16}$ which will be restated in order to make this paper more self-contained.

Definition 1: A presymplectic manifold is a pair $(M, \omega)$ where $\omega$ is a closed two-form of constant rank on the differentiable manifold $M$. If $\alpha$ is a closed one-form on $M$, the
triplet ( $M, \omega, \alpha$ ) is said to be a locally Hamiltonian presymplectic dynamical system.

The Dirac-Bergmann theory of constrained systems corresponds to taking $M=D_{\mathscr{L}}\left(T^{*} Q\right)$ and $\omega$, the pullback to $M$, of the canonical two-form $\omega_{0}$ on $T^{*} Q$. Here $D_{\mathscr{L}}$ denotes the Legendre $\operatorname{map} D_{\mathscr{L}}: T Q \rightarrow T^{*} Q$, with $Q$ the configuration space and $\mathscr{L}$ the Lagrangian function which is assumed to be singular; that is, $D_{\mathscr{L}}$ is not a local diffeomorphism. Alternatively, we can consider in this case another presymplectic manifold ( $M=T Q, \omega_{\mathscr{P}}=D_{\mathscr{L}}^{*} \omega_{0}$ ).

There are a lot of other relevant presymplectic manifolds arising in physics. For instance, we can mention pa-rameter-dependent systems where the mainfold $M$ is $P \times \Lambda$ with $(P, \Omega)$ a symplectic manifold and $\Lambda$ the parameter space. The closed two-form $\tilde{\omega}$ is given by $\tilde{\omega}=\pi^{*} \omega$, where $\pi$ denotes the natural projection on the first factor $\pi: P \times \Lambda \rightarrow P$. This is the case of the usual way of dealing with time-dependent systems. ${ }^{17}$

Given a locally Hamiltonian presymplectic dynamical system, the constraint algorithm, developed by Gotay et al., ${ }^{2,14-16,18}$ provides a method for obtaining a maximal submanifold $C$, called the final constraint submanifold, for which the equation

$$
\begin{equation*}
\iota(\Gamma) \omega_{\left.\right|_{c}}=\alpha_{l_{c}} \tag{2.1}
\end{equation*}
$$

is meaningful, and it is possible to endow $\alpha$ with a dynamical sense. The vector field $\Gamma$ is not uniquely defined and this ambiguity corresponds to what is usually called gauge freedom. ${ }^{2,15}$

When dealing with Dirac's constrained Hamiltonian systems, the functions locally defining this final constraint submanifold are both the primary constraints defining $M \subset T^{*} Q$ and the secondary constraints. But Dirac gave a new classification of constraints in first and second class depending on the possibility of eliminating the ambiguity in the corresponding multiplier in the expression of the total Ha miltonian. In the general case constraints of both classes can appear, but Sniatycki proved ${ }^{4}$ that it is possible to imbed coisotropically the final constraint submanifold $C$ in a symplectic manifold, in the very general case of $C$ defining a regular canonical system, and the second-class constraints are eliminated.

Definition 2: Let $(P, \Omega)$ be a symplectic manifold and $j$ : $C \backsim P$ a submanifold of $P$. Then $(P, C, \Omega)$ is said to be a regular canonical system if ker $j^{*} \Omega \cap T C$ is a subbundle of the tangent bundle $T C$.

Theorem $1^{4}$ : Let $(P, C, \Omega)$ be a regular canonical system. If $C$ is a closed submanifold of $P$, there exist a symplectic submanifold of $(P, \Omega), k:(\tilde{P}, \tilde{\Omega}) \cup(P, \Omega)$, and a coisotropic imbedding of $C$ into $(\tilde{P}, \tilde{\Omega}), l:\left(C, j^{*} \Omega\right) \backsim(\tilde{P}, \tilde{\Omega})$, such that $k \circ l=j$.

The existence of a symplectic manifold $(P, \Omega)$ containing $C$ may be forgotten for the presymplectic case if we make use of the coisotropic imbedding theorem recently given by Gotay. ${ }^{16}$

Theorem 2: Let $(M, \omega)$ be a presymplectic manifold. Then, we have the following.
(i) There exists a symplectic form $\Omega$ on a tubular neighborhood of the zero section of the dual bundle $E^{*}$ of the characteristic bundle $E$ of $(M, \omega)$, where $M$ can be coisotropically imbedded.
(ii) Any two coisotropic imbeddings of $(M, \omega)$ are locally equivalent: if $j_{i}(M, \omega) \rightarrow\left(P_{i}, \Omega_{i}\right), i=1,2$, are two of such coisotropic imbeddings, there exist two neighborhoods $U_{i}=1,2$, of $j_{i}(M)$ in $P_{i}$ and a symplectomorphism $\phi: U_{1} \rightarrow U_{2}$ such that $\phi^{*} \Omega_{2}=\Omega_{1}$ and $\phi \circ j_{1}=j_{2}$.

We introduce next some definitions and notations we are going to use concerning functions and one-forms defined on a symplectic manifold ( $P, \Omega$ ).

Definition 3: Let $C$ be a submanifold of $(\mathbf{P}, \Omega)$. A function $f \in \mathscr{C}^{\infty}(P)$ is said to be a constraint function for $C$ if $f_{\mid C}$ is constant, and the set of such functions will be denoted $C(P, C)$. A function $g \in \mathscr{C}(P, C)$ is called a first-class function if $\{f, g\}_{\mid C=0} \forall f \in \mathscr{C}(P, C)$, and we will write $\mathscr{B}(P, C)$ for the set of all first-class functions. Finally, the first-class constraint functions are those of $\mathscr{B}(P, C) \cap \mathscr{C}(P, C)$, and the corresponding set will be denoted $\mathscr{A}(P, C)$.

Here $\{$,$\} will denote the Poisson bracket defined on$ the set $\Lambda^{1}(P)$ of one-forms by the form $\Omega$ as follows: $\{\alpha, \beta\}=\hat{\Omega}\left[\hat{\Omega}^{-1}(\alpha), \hat{\Omega}^{-1}(\beta)\right]$ for any pair of one-forms $\alpha, \beta \in \Lambda^{1}(P)$. The map $\hat{\Omega}: \mathcal{X}(P) \rightarrow \Lambda^{1}(P)$ is defined by contraction with $\Omega, \hat{\Omega}(X)=\iota(X) \Omega$. When $f$ and $g$ are functions, the Poisson bracket is defined by $\{f, g\}=\Omega\left(\hat{\Omega}^{-1}(d f), \hat{\Omega}^{-1}(d g)\right)$. The concepts of constraint and first-class functions can be generalized for one-forms on $P$ as follows.

Definition 4: A one-form $\alpha \in \Lambda^{1}(P)$ is a constraint oneform for $C$ if $j^{*} \alpha=0, j$ being the immersion $j: C \backsim P$. The set of these one-forms will be denoted $C^{1}(P, C)$. The one-form $\beta$ is a first-class one-form if $j^{*}\{\alpha, \beta\}=0, \forall \alpha \in C^{1}(P, C)$, and the set of all such one-forms will be written $B^{1}(P, C)$. Finally, by $A^{1}(P, C)$ we will denote the set $A^{1}(P, C)=B^{1}(P, C) \cap C^{1}(P, C)$ of the first-class constraint one-forms.

Proposition 1: With the above notations, we have the following.
(i) $d \mathscr{A}(P, C) \subset A^{1}(P, C) \cap Z^{1}(P)$,

$$
\begin{aligned}
& d \mathscr{B}(P, C) \subset B^{1}(P, C) \cap Z^{1}(P), \\
& d \mathscr{C}(P, C) \subset C^{1}(P, C) \cap Z^{1}(P) .
\end{aligned}
$$

(ii) If $\left(C, j^{*} \Omega\right) \cup(P, \Omega)$ is a coisotropic imbedding, then $C^{1}(P, C) \cap Z^{1}(P) \subset B^{1}(P, C) \cap Z^{1}(P)$ and therefore $A^{1}(P, C) \cap Z^{1}(P)=C^{1}(P, C) \cap Z^{1}(P)$.

Proof: (i) If $f \in \mathscr{C}(P, C)$ then $j^{*} d f=d\left(j^{*} f\right)=0$ and therefore $d f \in C^{1}(P, C) \cap Z^{1}(P)$. Moreover, if $g \in \mathscr{B}(P, C)$, then $j^{*} d\{f, g\}=0$ and therefore $j^{*}\{d f, d g\}=0$. But it implies that $j^{*}\{\alpha, d g\}=0$ for any $\alpha \in C^{1}(P, C) \cap Z^{1}(P)$ because of the local existence of a neighborhood and a function $f \in \mathscr{C}(P, C)$ such that $\alpha=d f$ according to the relative Poincaré lemma. ${ }^{9}$
(ii) If $\alpha \in C^{1}(P, C) \cap Z^{1}(P)$, the lemma of Poincaré shows that there is a function $f$ (only locally defined) such that $d f=\alpha$ and then $j^{*} \alpha=0$ implies that $j^{*} f$ is constant on the neighborhood $\mathscr{V}$ where $f$ was defined. Now, if $\beta \in C^{1}(P, C) \cap Z^{1}(P)$ and $g$ is a function (locally defined) such that $\beta=d g$, and $g \in \mathscr{C}(P, C)$, we see that $j^{*}\{\alpha, \beta\}=j^{*}\{d f, d g\}=j^{*} d\{f, g\}=d j^{*}\{f, g\}$. If $C$ is coisotropically imbedded in $P, \mathscr{C}(P, C) \subset \mathscr{B}(P, C)$ and therefore $j^{*}\{f, g\}=0$, which implies $j^{*}\{\alpha, \beta\}=0$. In order to prove that $j^{*}\{\alpha, \beta\}=0, \quad \forall \beta \in C^{1}(P, C)$, we remark that $C^{1}(P, C) \cap Z^{1}(P)$ generates locally $C^{1}(P, C)$ as a $C^{\infty}(P)$ module and for every $\beta \in C^{1}(P, C)$ there exist $b_{i} \in C^{\infty}(P)$ and $f^{i} \in \mathscr{C}(P, C)$ such that $\beta$ can be written as $\beta=\Sigma b_{i} d f^{i}$. Then, using the identity $\{\alpha, h \gamma\}=X_{\alpha}(h) \gamma+h\{\alpha, \gamma\}$,
$\forall h \in C^{\infty}(P), \alpha, \gamma \in \Lambda^{1}(P)$, with $X_{\alpha}=\hat{\Omega}^{-1}(\alpha)$, we find that for every $\alpha \in C^{1}(P, C) \cap Z^{1}(P)$ and $\beta \in C^{1}(P, C)$,

$$
\{\alpha, \beta\}=\left\{\alpha, \sum b_{i} d f^{i}\right\}=\sum X_{\alpha}\left(b_{i}\right) d f^{i}+\sum b_{i}\left\{\alpha, d f^{i}\right\}
$$

and therefore

$$
j^{*}\{\alpha, \beta\}=\sum\left(X_{\alpha}\left(b_{i}\right) \circ j\right) d\left(j^{*} f^{i}\right)+\sum\left(b_{i} \circ j j j^{*}\left\{\alpha, d f^{i}\right\}=0\right.
$$

The main goal of this section is the following theorem.
Theorem 3: Let $(M, \omega, \alpha)$ be a locally Hamiltonian presymplectic system and $i: C_{\checkmark} M$ the final constraint submanifold. There exist a symplectic manifold $(P, \Omega)$ and a coisotropic imbedding $j: C \backsim P$ such that $j^{*} \Omega=i^{*} \omega$ and we have the following.
(i) For each vector field $\Gamma$ on $M$, tangent to $C$, satisfying $\iota(\Gamma) \omega_{\mid C}=\alpha_{\mid C}$, there is a locally Hamiltonian vector field $\Gamma_{\xi}$ on $P$, tangent to $C$, such that $\Gamma_{\mid C}=\Gamma_{\xi \mid C}$.
(ii) The vector fields $\Gamma_{\xi}$ associated to the dynamical system $\Gamma$ satisfying the above conditions are given by

$$
\begin{equation*}
\Gamma_{\xi}=\hat{\Omega}^{-1}\left(\alpha_{P}+\xi\right) \tag{2.2}
\end{equation*}
$$

where $\alpha_{P}$ is a closed one-form on $P$ such that $j^{*} \alpha_{P}=i^{*} \alpha$, and $\xi$ any closed first-class constraint one-form on $P$ for $C$, $\xi \in A^{1}(P, C) \cap Z^{1}(P)$.
(iii) (local uniqueness) The coisotropic imbedding and the family

$$
D(P, C)=\left\{\hat{\Omega}^{-1}\left(\alpha_{P}+\xi\right) \mid \xi \in A^{1}(P, C) \cap Z^{1}(P)\right\}
$$

are locally unique.
Here local uniqueness means that if $j^{\prime}: C \backsim P^{\prime}$ is another coisotropic imbedding, there will exist a family of locally Hamiltonian vector fields

$$
\begin{gathered}
D\left(P^{\prime}, C\right)=\left\{\hat{\Omega}^{\prime-1}\left(\alpha_{P^{\prime}}+\xi\right) \mid \xi \in A^{1}\left(P^{\prime}, C\right) \operatorname{n} Z^{1}\left(P^{\prime}\right)\right. \\
\left.\alpha_{P^{\prime}} \in Z^{1}\left(P^{\prime}\right)\right\},
\end{gathered}
$$

and a local symplectomorphism $\phi$ from a neighborhood of $j(C)$ in $P$ in a neighborhood of $j^{\prime}(C)$ in $P^{\prime}$ such that $j^{\prime} \circ \phi=\phi \circ j$ and maps $D(P, C)$ on $D\left(P^{\prime}, C\right)$.

Proof: According to Theorem 2, there is a symplectic manifold $(\tilde{P}, \tilde{\Omega})$ and a coisotropic imbedding $l:(M, \omega) ज(\tilde{P}, \tilde{\Omega})$. On the other hand, if $\left(C, i^{*} \omega\right)$ is the presymplectic manifold which is obtained from application of the constraint algorithm, Theorem 2 furnishes a new symplectic manifold where $\left(C, i^{*} \omega\right)$ is coisotropically imbedded. Let $j_{2}$ denote such an imbedding $j_{2}: C \rightarrow P_{2}$. The relation between both symplectic structures is given by Theorem 1 . We can also see $C$ as a submanifold $J: C \rightarrow P_{1}$ with $J=l \circ i$ and then Theorem 1 asserts the existence of a symplectic submanifold $k:\left(P_{3}, \Omega_{3}\right) \rightarrow(\tilde{P}, \tilde{\Omega})$ and a coisotropic imbedding $j_{3}:\left(C, i^{*} \omega\right) \rightarrow\left(P_{3}, \Omega_{3}\right)$ such that $k \circ j_{3}=J$. The local uniqueness part of Theorem 2 leads to the existence of a symplectomorphism $\phi$ of a neighborhood of $j_{3}(C)$ in $P_{3}$ on a neighborhood of $j_{2}(C)$ in $P_{2}$. If $(P, \Omega)$ is any of such neighborhoods and $j$ the corresponding immersion of $C$ in $P$, we have a coisotropic imbedding of $C$ in $(P, \Omega)$. (See Fig. 1.)

In order to prove the points concerning the dynamics, we remark that both $(\tilde{P}, \tilde{\Omega})$ and $(P, \Omega)$ are neighborhoods of the zero sections of vector bundles over $M$ and $C$, respectively. Let $\pi_{k}, \pi_{j}$, and $\pi_{l}$ be the corresponding projections


FIG. 1. Diagram of the coisotropic imbedding.
$\pi_{k}: \tilde{P}_{\rightarrow} \dot{P}, \quad \pi_{j}: P \rightarrow C, \quad \pi_{l}: \tilde{P} \rightarrow M, \quad$ verifying $\quad \pi_{k} \circ k=\mathrm{id}_{P}$, $\pi_{l} \circ l=\mathrm{id}_{M}$, and $\pi_{j} \circ j=\mathrm{id}_{C}$. Let $\Gamma_{\circ}$ be a vector field in $M$ tangent to $C$ verifying the dynamical condition (2.1), i.e., $\iota\left(\Gamma_{\circ}\right) \omega_{\mid C}=\alpha_{\mid C}$. From the relation $k \circ j=l \circ i$ we see that the images of the manifold $C$ under $l \circ i$ and $k \circ j$ are contained in $l(M)$ and $k(P)$, respectively, and then $\mathbf{C}=l \circ i(C) \subset l(M) \cap k(P) \equiv W$. We define a vector field in $l(M)$ by $l_{*} \Gamma_{\circ}$ and take its restriction to $W$, that it is not necessarily tangent to $W$ but it will be tangent to $\mathbf{C}$ because the tangency of $\Gamma_{0}$ to $C$ implies that there exists a vector field $\Gamma_{0}^{\prime}$ in $C$ such that $i_{*} \Gamma_{0}^{\prime}=\Gamma_{0}$ and therefore $l_{*} \Gamma_{0}$ $=(l \circ i)_{*} \Gamma_{o}^{\prime}$ is tangent to C. The map $\pi_{k}: k(P) \rightarrow P$ is a diffeomorphism, so that it is meaningful to take the restriction of $\pi_{k}$ to $W=l(M) \cap k(P)$ and definethe vectorfield $\pi_{k *}\left(l_{*} \Gamma_{0}\right)$ (the respective restrictions of $l_{*}$ and $\pi_{k}$ to $W$ are understood). We remark that $\pi_{k *} l_{*} \Gamma_{0}$ is tangent to $C$ in $P$ because if we take the vector field $\Gamma_{0}^{\prime}$ in $C$ as above and compute $\pi_{k *} l_{*} \Gamma_{0}$ we find that $\pi_{k_{*}} l_{*} \Gamma_{0}=j_{*} \Gamma_{0}^{\prime}$. It is now easy to see that the vector field $\pi_{k_{*}} l_{*} \Gamma_{0}$ defined in a submanifold of $P$ satisfies on it the equation $\iota\left(\pi_{k_{*}} l_{*} \Gamma_{0}\right) \Omega=\alpha_{P}$ with $\alpha_{P}=k^{*} \pi_{l}^{*} \alpha$. In fact, the following computation shows that we can associate the vector field $X_{\alpha_{P}}=\hat{\Omega}^{-1}\left(\alpha_{P}\right)$ with $\Gamma$ 。because

$$
\begin{aligned}
\iota\left(\pi_{k *} l_{*} \Gamma_{0}\right) \Omega(Y) & =k * \Omega_{1}\left(\pi_{k *} l_{*} \Gamma_{0}, Y\right) \\
& =\left(\pi_{l} \circ k\right)^{*} \omega\left(\left(\pi_{k} \circ l\right)_{*} \Gamma_{0}, Y\right) \\
& =\omega\left(\Gamma_{0},\left(\pi_{l} \circ k\right)_{*} Y\right) \\
& =\iota\left(\Gamma_{\circ}\right) \omega\left(\pi_{l} \circ k\right)_{*} Y=\alpha_{P}(Y) .
\end{aligned}
$$

The vector field $X_{\xi}=\hat{\Omega}^{-1}(\xi)$ corresponding to an element of $A^{1}(P, C) \mathrm{n}^{1}(P)$ is tangent to $C$ and is such that $X_{\xi \mid C} \in \operatorname{ker} i^{*} \omega$, and consequently the vector field $X_{\alpha_{P}}+X_{\xi}$ is a solution of the dynamical equation, too. Therefore, by addition of vector fields $X_{\xi}$ with $\xi \in A^{1}(P, C) \cap Z^{1}(P)$ to the vector field $X_{\alpha_{p}}$ we obtain vector fields in $P$ tangent to $C$. Noteworthy is that if $\Gamma_{1}$ is another vector field in $M$ satisfying the dynamical equation, then the difference $\left(\Gamma_{1}-\Gamma_{0}\right)_{\mid c}$ lies in ker $i^{*} \omega$ and therefore $\pi_{k *} j_{1 *} \Gamma_{1}=\pi_{k_{*}} j_{1 *} \Gamma_{\circ}+X_{\xi}$, with $\quad \xi \in A^{1}(P, C) \cap Z^{1}(P)$. Actually $\operatorname{ker} i^{*} \omega$ $=\pi_{j *} \hat{\Omega}^{-1}\left(A^{1}(P, C) Z^{1}(P)\right)$, because the closed first-class constraint one-forms generate via $\hat{\Omega}^{-1}$ the submodule $\Gamma\left(T C^{1}\right)$ of $\mathfrak{X}(P, C)=\left\{X \in \mathfrak{X}(P) \mid X_{\mid C} \in \Gamma(T C)\right\}$.

As far as the local uniqueness is concerned we must prove that given two coisotropic imbeddings $j_{1}, j_{2}$ into two symplectic manifolds ( $P_{i}, \Omega_{i}$ ), $i=1,2$, there will be a local symplectomorphism $\phi: P_{1} \rightarrow P_{2}$ mapping locally Hamiltonian vector fields on $P_{1}$ in locally Hamiltonian vector fields on $P_{2}$ and $\phi \circ j_{1}=j_{2}$. Now, let $(P, \Omega)$ be a symplectic manifold where the final constraint manifold is coisotropically imbed-
ded, obtained from any symplectic manifold $(S, \sigma)$ in which $(M, \omega)$ is imbedded.

The local uniqueness part of the statement of Theorem 2 says that any two coisotropic imbeddings are locally equivalent and consequently the two symplectic manifolds we will obtain, either from $(M, \omega)$ using $(S, \sigma)$ or from $\left(C, i^{*} \omega\right)$ using the coisotropic imbedding theorem, have to be locally symplectomorphic. The second assertion of the statement follows from the fact that any symplectomorphism preserves the locally Hamiltonian character of the vector fields, and from the condition $\phi \circ j_{1}=j_{2}$, which says that $\phi$ transforms constraint one-forms into constraint one-forms; and, as we have shown that $C^{1}(P, C) \cap Z^{1}(P, C)=A^{1}(P, C) \cap Z^{1}(P, C)$, the proof ends.

Definition 5: If $(P, C, \Omega)$ is a regular canonical system such that the immersion $j$ is a coisotropic imbedding we will say that $(P, C, \Omega)$ is a regular canonical coisotropic system.

The preceding results can also be presented in a different language using the concept of local manifold pair, as Weinstein does, ${ }^{19}$ or that of a germ of a manifold as a submanifold of another one; that is, if $C$ is a submanifold of $M$ and $(M, C)$ a pair of manifolds, we will say that $\left(M^{\prime}, C\right)$ is equivalent to $(M, C)$ if there is another pair $\left(M^{"}, C\right)$ such that $M$ " is an open submanifold of both $M$ and $M^{\prime}$. An equivalence class of pairs of manifolds is called a local manifold pair or germ of $C$ in $M$ and will be denoted [ $M, C$ ]. A map between two germs is defined by an equivalence class of maps. This equivalence is defined as follows: two maps $f_{i}:\left(M_{i}, C\right) \rightarrow\left(M_{i}^{\prime}, C^{\prime}\right), i=1,2$ are said to be equivalent if there exists a map $g:\left(M_{3}, C\right) \rightarrow\left(M_{3}^{\prime}, C^{\prime}\right)$ such that $M_{3}$ is an open submanifold of both $M_{1}$ and $M_{2}$, and $M_{3}^{\prime}$ is an open submanifold of $M_{1}^{\prime}$ and $M_{2}^{\prime}$ with $f_{1 \mid M_{3}}=f_{2 \mid M_{3}}=g$.

A germ $[P, C]$ is said to be coisotropic if $(P, C)$ is a pair where $C$ is a coisotropic submanifold of the symplectic manifold ( $P, \Omega$ ). We can consider the category with objects the germs $[P, C]$ and morphisms the symplectic maps between germs $[\phi]:[P, C] \rightarrow\left[P^{\prime}, C^{\prime}\right]$. We will say that agerm $[P, C]$ is the local structure germ for a presymplectic germ if it verifies the universal property of being an initial object in this category, i.e., for every $\left[P^{\prime}, C\right.$ ] there is a morphism $[\phi]:[P, C] \rightarrow\left[P^{\prime}, C^{\prime}\right]$ such that $\phi_{\mid C}=i d_{c}$. With this language Theorem 3 can be restated as follows: For every locally Hamiltonian presymplectic system $(M, \omega, \alpha)$, there exists a local structure germ $[P, C]$, with $C$ the final constraint manifold for $(M, \omega, \alpha)$. It is uniquely defined and there is on it a family of locally Hamiltonian vector fields furnishing a dynamical description of the system.

## III. CANONICAL TRANSFORMATIONS FOR PRESYMPLECTIC SYSTEMS

The traditional concept of canonical transformations for Hamiltonian dynamical systems as symplectomorphisms has recently been generalized ${ }^{9}$ for application to regular canonical systems ( $P, S, \Omega$ ). The definition of canonical transformation depends on the choice of a particular kind of vector field, called locally weakly Hamiltonian fields relative to ( $P, S, \Omega$ ), and therefore depends on the immersion of $S$ in the ambient manifold $P$. We aim to find a generalization of the concept of canonical transformation for a presymplectic
system with no reference to an ambient symplectic manifold containing it, that it will reduce to that proposed in Ref. 9 in the case of a regular canonical system. Moreover, we will prove, by making use of the results of the preceding section, that the general problem of studying the canonical transformations of a presymplectic system can be reduced to that of the canonical transformations of a regular canonical system ( $P, C, \Omega$ ).

Definition 6: Let $(M, \omega, \alpha)$ be a locally Hamiltonian presymplectic system and let $i_{C}: C \checkmark M$ be the final constraint submanifold. A vector field $X \in \mathfrak{X}(M)$ is said to be a locally Hamiltonian vector field relative to $C$ if (i) $X$ is tangent to $C$, $X_{\mid C} \in \Gamma(T C)$ and (ii) there exists a closed one-form $\beta \in Z^{1}(M)$ such that

$$
\begin{equation*}
i_{c}^{*}(\iota(X) \omega-\beta)=0 \tag{3.1}
\end{equation*}
$$

The set of such vector fields will be denoted $\mathfrak{X}_{\mathrm{LH}}(M, C)$. It is to be remarked that the condition (ii) is weaker than $\iota(X) \omega_{\mid C}=\beta_{\mid C}$ and any vector field $X$ satisfying this equation will satisfy (3.1), too. As an example, the dynamical vector fields provided by the Constraint algorithm are locally Hamiltonian vector fields relative to $C$. On the other hand condition (ii) is equivalent to $i_{C}^{*} L_{X} \omega=0$.

As a corollary of the theorems of Ref. 9 we can write down the generalization of the Hwa-Chung theorem for presymplectic systems.

Theorem 4: Let ( $M, \omega, \alpha$ ) be a locally Hamiltonian presymplectic system with final constraint submanifold $i_{C}: C_{G}$ $M$ and rank $\left(i_{C}^{*} \omega\right)=2 r$. If $\beta \in \Lambda^{P}(M)$ is such that $i_{C}^{*}\left(L_{X} \beta\right)=0, \forall X \in \mathfrak{X}_{\mathrm{LH}}(M, C)$, then we have the following.
(i) $i_{C}^{*} \beta=0$ if $p>2 r$ or $p=2 l+1$ with $l<r$.
(ii) If $p=2 l, l \leqslant r$, there exists a function $f \in C^{\infty}(M)$ such that $i_{C}^{i}\left(\beta-f \omega^{\wedge l}\right)=0$ and $i_{C}^{i} f$ is constant on each connected component of $C$.

In this context the concept of canonical transformation generalizing that of Ref. 9 is the following one.

Definition 7: Let ( $M_{k}, \omega_{k}, \alpha_{k}$ ), $k=1,2$, be two locally Hamiltonian presymplectic systems and $i_{k}: C_{k} \rightarrow M_{k}$ the corresponding final constraint submanifolds. A pair $(\Phi, \phi)$ of diffeomorphisms $\Phi: M_{1} \rightarrow M_{2}$ and $\phi: C_{1} \rightarrow C_{2}$ is said to be a canonical transformation between $\left(M_{1}, \omega_{1}, \alpha_{1}\right)$ and $\left(M_{2}, \omega_{2}, \alpha_{2}\right)$ if $(\mathrm{i}) \Phi \circ i_{1}=i_{2} \circ \phi$ and (ii) $\Phi_{*}\left(\mathfrak{X}_{\mathrm{LH}}\left(M_{1}, C_{1}\right)\right) \subset \mathfrak{X}_{\mathrm{LH}}\left(M_{2}, C_{2}\right)$.

A characterization of a canonical transformation for such systems, which is a straightforward consequence of the former theorem, is given by the following.

Theorem 5: A pair $(\Phi, \phi)$ of diffeomorphisms $\Phi: M_{1} \rightarrow M_{2}$ and $\phi: C_{1} \rightarrow C_{2}$, such that $\Phi \circ i_{1}=i_{2} \circ \phi$, is a canonical transformation if and only if there is a real number $c$ such that $i_{1}^{*}\left(\Phi * \omega_{2}-c \omega_{1}\right)=0$.

Only the particular case $c=1$ will be considered in the following. It corresponds to the restricted canonical transformations for Hamiltonian systems in the terminology of the book by Saletan and Cromer, ${ }^{20}$ but we will omit the word restricted.

A convenient characterization of the locally Hamiltonian vector fields which is also an immediate consequence of Theorem 4 is given next.

Theorem 6: Let ( $M, \omega, \alpha$ ) be a locally Hamiltonian presymplectic system and $i_{C}: C \rightarrow M$ the final constraint submanifold. A vector field $X$ in $M$ tangent to $C$ is locally Hamil-
tonian relative to $C$ if and only if the flow of $X$ is a family of canonical transformations of ( $M, \omega, \alpha$ ).

The fundamental result of this section concerns the reduction for a general presymplectic system to the case of a canonical system which is given by the structure theorem of the precedent section. In fact, the next theorem asserts that the set of canonical transformations of a presymplectic system can be seen as the set of canonical transformations of a regular canonical system coisotropically imbedded.

Theorem 7: With the same notations as in Definition 7, for each canonical transformation $(\Phi, \phi)$ between ( $M_{k}, \omega_{k}, \alpha_{k}$ ), $k=1,2$, if ( $P_{k}, C_{k}, \Omega_{k}$ ) are their corresponding regular canonical coisotropic systems given by Theorem 2 , there exists a symplectomorphism $\Psi$ between them such that $\Psi \circ j_{1}=j_{2} \circ \phi$, with $j_{k}$ being the injections $j_{k}: C_{k} \rightarrow P_{k}$.

Proof: Let $l_{2}: M_{2} ज\left(\tilde{P}_{2}, \tilde{\Omega}_{2}\right)$ be the coisotropic imbedding to $M_{2}$ in $\left(\tilde{P}_{2}, \tilde{\Omega}_{2}\right), k_{2}:\left(P_{2}, \Omega_{2}\right) \rightarrow\left(\tilde{P}_{2}, \tilde{\Omega}_{2}\right)$ the symplectic submanifold, and $j_{2}: C_{2} \cup\left(P_{2}, \Omega_{2}\right)$ the coisotropic imbedding given by Gotay's and Sniatycki's theorems verifying $k_{2} \circ j_{2}=l_{2} \circ i_{2}$ as in Theorem 3. (see Fig. 2.)

Now, the point is that the composite map $j_{2} \circ \phi: C_{1}$ $\checkmark\left(P_{2}, \Omega_{2}\right)$ is a coisotropic imbedding satisfying $\left(j_{2} \circ \phi\right)^{*} \Omega_{2}=i_{1}^{*} \omega_{1}$. In fact, a little computation gives $\left(j_{2} \circ \phi\right)^{*} \Omega_{2}=\phi^{*} i_{2}^{*} \omega_{2}=\left(\Phi \circ i_{1}\right)^{*} \omega_{2}=i_{1}^{*} \omega_{1}$. In order to prove that $j_{2} \circ \phi$ is coisotropic, we must show that $\boldsymbol{T C}_{1}^{1 \boldsymbol{I}_{2}} \subset \mathbf{T C}_{1}$, where $\mathbf{T C}_{1}$ denotes the set of tangent vectors to $C_{1}$ through $j_{2} \circ \phi$, that is, $\mathbf{T C}_{1}=\left(j_{2} \circ \phi\right)_{*}\left(T C_{1}\right)$. Let $\left.u \in T C_{1}^{1 \Omega_{2}}\right|_{p}$, where $p=j_{2} \circ \phi\left(m_{1}\right)$, i.e., $\Omega_{2}(p)(u, v)=0$, $\left.\forall v \in \mathbf{T C}_{1}\right|_{p}$. If $\left.v \in \mathbf{T C}_{1}\right|_{p}$, there exists a tangent vector $\left.v^{\prime} \in T C_{1}\right|_{m_{1}}$ such that $\left(j_{2} \circ \phi\right)_{*}\left(m_{1}\right) v^{\prime}=v$, so that $\Omega_{2}\left(m_{2}\right)\left(u, j_{2 *} \phi_{*}\left(m_{1}\right) v^{\prime}\right)=0$, where $m_{2}=\phi\left(m_{1}\right), \forall v^{\prime} \in T_{m_{1}} C_{1}$, or in the same way $\Omega_{2}(p)\left(u, j_{2 *}\left(m_{2}\right) v^{\prime \prime}\right)=0, \forall v^{\prime \prime} \in T_{m_{2}} C_{2}$, because $\phi$ is a diffeomorphism. Then, $u \in T C_{2}^{1 \Omega_{2}}$, and from the coisotropy of $C_{2}$ we have that $u \in \mathbf{T C}_{2}$; but $\mathbf{T C}_{2}=\mathbf{T C} 1$ and $j_{2} \circ \phi: C_{1} \subseteq\left(P_{2}, \Omega_{2}\right)$ is a coisotropic imbedding.

In this point the local uniqueness of Theorem 2 shows that there exists a symplectomorphism $\Psi$ from $\left(P_{1}, \Omega_{1}\right)$, the initial symplectic manifold where $C_{1}$ is coisotropically imbedded, into $\left(P_{2}, \Omega_{2}\right)$, such that $\Psi \circ j_{1}=j_{2} \circ \phi$, and the proof ends.

Remarks: (i) The function $\Psi$ is defined only locally on a neighborhood of $j_{1}(C)$ in $P$, but taking this neighborhood as the whole manifold the result still holds.
(ii) This theorem shows the possibility of studying canonical transformations for presymplectic systems using only their local structures as in Theorem 3. This simplification permits development of the study of the group of canonical transformations and its subgroups, so in the following sections we will use both points of view to deal with canonical transformations for a presymplectic system. That is, given a canonical transformation $(\Phi, \phi)$ between $\left(M_{1}, \omega_{1}, \alpha_{1}\right)$ and ( $M_{2}, \omega_{2}, \alpha_{2}$ ), we use without mention of it the


FIG. 2. Diagram displaying the maps of Theorem 7.
associated canonical transformation $(\Psi, \phi)$ between the associated coisotropic regular canonical systems ( $P_{1}, C_{1}, \Omega_{1}$ ) and $\left(P_{2}, C_{2}, \Omega_{2}\right)$.
(iii) It is also to be remarked that there are canonical transformations between canonical regular systems that are not symplectomorphisms. In fact, it is possible to consider canonical transformations between two canonical regular systems associated to presymplectic systems ( $M_{k}, \omega_{k}, \alpha_{k}$ ) that are not symplectic transformations.

## IV. THE GROUP OF CANONICAL TRANSFORMATIONS FOR PRESYMPLECTIC SYSTEMS

Instead of dealing with presymplectic systems as indicated in the preceding sections, there is an alternative way which is called the reduction of the phase space. ${ }^{17,19}$ The kernel of the presymplectic form $\omega_{C}=i_{C}^{*} \omega$ defines an involutive distribution and therefore it is integrable because of the well-known Frobenius theorem. The maximal connected integral submanifolds are the leaves of a foliation that gives rise to an equivalence relation in $C$. Suppose we discard the points of $C$, where $\omega_{C}$ fails to be of constant rank, and denote $\pi_{C}: C \rightarrow \hat{C}$ the natural projection of $C$ onto the quotient space. Then, if $\pi_{c}$ is a submersion, there exists a symplectic form $\hat{\omega}$ defined on $\hat{C}$ such that $\pi_{C}^{*} \hat{\omega}=\omega_{C}=i_{C}^{*} \omega$. It is defined by means of $\hat{\omega}_{\hat{m}}(\hat{X}, \hat{Y})=\omega_{m}(X, Y)$, where $m \in C, \pi_{C}(m)=\hat{m}$ and $X, Y \in T_{m} C, \quad \hat{X}, \hat{Y} \in T_{\hat{m}} \hat{C} \quad$ are related by $\pi_{C_{*} m}(X)=\hat{X}, \pi_{C_{*} m}(Y)=\hat{Y}$. The pair $(\hat{C}, \hat{\omega})$ is called the reduced phase space.

This is the usual approach to the study of dynamical systems with gauge degrees of freedom, as Yang-Mills fields ${ }^{21,23}$ and gravitational fields. ${ }^{23}$ In this scheme the canonical transformations are but symplectomorphisms of the reduced structure. In this section both alternative definitions will be related; we will prove that there is a canonical epimorphism of the group of generalized canonical transformations we have defined onto the group $\operatorname{Sp}(\hat{C}, \hat{\omega})$ of symplectomorphisms of $(\hat{C}, \hat{\omega})$.

In order to explain this deep relation we need some notations referring to the group of (generalized) canonical transformations and its more relevant subgroups, which we present next.

We will denote $G C(P, C)$ the set of canonical transformations for the coisotropic canonical system $(P, C, \Omega)$ which can be endowed with a group structure in the natural way.

There are a lot of important subgroups of this with physical and mathematical meaning. For instance, $G S(P, C)=G C(P, C) \cap S p(P)$, which is not a normal subgroup in the general case. Now, if $\pi: P \rightarrow C$ denotes the above-mentioned projection, a very important subgroup of $G S(P, C)$ is made up by the elements that commute with $\pi$ and leave invariant the symplectic form $\Omega$. The set of such fibered symplectomorphisms is a subgroup to be denoted $F S(P, C)$, and it has been studied for time-dependent systems in Ref. 24. In a similar way we can define $F G(P, C)$ as made up from all fibered canonical transformations.

We will denote $T C(P, C)$ the set of canonical transformations that are trivial on $C$. This set is a normal subgroup of $G C(P, C)$ and has a subgroup to $T S(P, C)=T C(P, C)$ ก $G S(P, C)$.

The lattice of these subgroups as well as the relationship between them are shown in the diagram below. The symbol $\vdash$ - means that the lower is normal in the upper one, and a subgroup in the link of two means that it is the intersection of both groups on the opposite edges


The group of the equivalence classes, $G C(P, C) /$ $T C(P, C)$, will be denoted Can $C$ and it is obvious that each class $[(\Phi, \phi)] \in \operatorname{Can} C$ is uniquely defined by $\phi \in \operatorname{Diff} C$, hence Can $C$ is isomorphic to the group of those diffeomorphisms of $C$ preserving the presymplectic structure $\Omega_{C}=j^{*} \Omega$. Another related matter is to know whether it is possible to choose a symplectic transformation of $(P, \Omega)$ in any class or not. All this and related questions will be dealt with in next section.

The main theorem in this section is based on the following proposition.

Proposition 2: Any canonical transformation ( $\Phi, \phi$ ) for $(P, C, \Omega)$ leaves invariant the distribution defined by $\Omega_{c}$.

Proof: If $v \in T_{m} C$ is in ker $\Omega_{C}(m), X$ is a vector field defined in a neighborhood of $m$ in $P$ such that $X_{m}=v$ and $X_{1 C} \in \Gamma\left(\operatorname{ker} \Omega_{C}\right)$, and we take into account that $C$ is coisotropic in $P$, we can conclude that $\Gamma\left(\operatorname{ker} \Omega_{C}\right)=\Gamma\left(T C^{1}\right)$ and consequently $\Gamma\left(\operatorname{ker} \Omega_{C}\right)$ is generated by constraint first-class functions; namely, $f \in \mathscr{A}(P, C)$ will exist such that $X_{f}=\hat{\Omega}^{-1}(d f)=X$. A canonical transformation maps the set of locally Hamiltonian vector fields tangent to $C$ onto itself and the subset of those corresponding to constraint first-class functions on itself and therefore $\phi_{*} \operatorname{ker} \Omega_{C}=\operatorname{ker} \Omega_{c}$.

Theorem 8: With the same notations as above, the map $\hat{\phi}: \hat{C} \rightarrow \hat{C}$, defined by $\hat{\phi} \circ \pi_{C}=\pi_{C} \circ \phi$, is a symplectic map in $(\hat{C}, \hat{\Omega})$.

Proof: The map is well defined because the foliation defined by ker $\Omega_{C}$ is invariant under $\phi$. Moreover, if we compute $\pi_{C}^{*} \hat{\phi}^{*} \hat{\Omega}^{\text {we }}$ find the chain of identities $\pi_{C}^{*} \hat{\phi}^{*} \hat{\Omega}$ $=\left(\phi \circ \pi_{c}\right)^{*} \hat{\Omega}=\phi^{*} \Omega_{c}=\Omega_{c}=\pi^{*} \hat{\Omega}$. Now, $\pi$ being a submersion, we can conclude that $\phi^{*} \hat{\boldsymbol{\Omega}}=\hat{\boldsymbol{\Omega}}$.

Corollary 1: There is a canonical homomorphism $p$ between $\operatorname{Can} C$ and $\operatorname{Sp}(\hat{C}, \hat{\Omega})$ given by $p(\phi)=\hat{\phi}$.

Definition 8: The kernel of the homomorphism $p$ will be called the group $\mathscr{G}$ of $(P, C, \Omega)$ and is made up by the canonical transformations preserving every leaf of the foliation defined by ker $\Omega_{C}$.

If $A(P, C)$ is the set of Hamiltonian constraint first-class vector fields in $P$ over $C$, according to Gotay's notation, ${ }^{2}$ namely, $A(P, C)=\left\{X_{f}=\hat{\Omega}^{-1}(d f) \mid f \in \mathscr{A}(P, C)\right\}$, we can write an exact sequence of Lie algebras as indicated by the following theorem.

Theorem 9: With the above notations, the sequence

$$
0 \rightarrow A(P, C) \xrightarrow{i_{*}} \mathfrak{X}_{\mathrm{LH}}(P, C) \xrightarrow{\pi_{C_{*}}} \mathfrak{X}_{\mathrm{LH}}(\hat{C}) \rightarrow 0
$$

is exact. Here $i_{*}$ is the natural injection of $A(P, C)$ in $\mathfrak{X}(C)$.
Proof: Notice that the vector fields in $\mathfrak{X}_{\mathrm{LH}}(C)$ are $\pi_{C}$ projectable and therefore $\pi_{C_{*}}$ is well defined. The Hamiltonian constraint first-class vector fields generate
ker $\Omega_{C}=\Gamma\left(T C^{\perp}\right)$ and they are mapped by $\pi_{C_{*}}$ on the zero vector field. Conversely, if a vector field $X \in \mathfrak{X}_{\mathrm{LH}}(C)$ is mapped by $\pi_{C_{*}}$ on the zero vector field, each integral curve is contained in a leaf of the foliation defined by ker $\Omega_{c}$, so $X$ is in $\Gamma\left(T C^{\perp}\right)$ and it belongs to $A(P, C)$.

Corresponding to this exact Lie algebra sequence we have another sequence of Lie groups

$$
1 \rightarrow \mathscr{G} \rightarrow \operatorname{Can} C \rightarrow \operatorname{Sp}(\hat{C}, \hat{\Omega}) \rightarrow 1
$$

It is noteworthy that in the case of Yang-Mills fields, the gauge group $\mathscr{G}$ is a Lie Hilbert group and $A(P, C)$ is actually the Lie algebra of this group. ${ }^{21,25}$

## V. GENERATING FUNCTIONS FOR GENERALIZED CANONICAL TRANSFORMATIONS

The generating functions for canonical transformations of Hamiltonian systems arise as associated to the Lagrangian manifolds corresponding to the graph of the transformation in a symplectic product space. ${ }^{11,17}$ If $\left(P_{1}, \Omega_{1}\right)$ and $\left(P_{2}, \Omega_{2}\right)$ are symplectic manifolds, a symplectic structure $\Omega_{12}$ is defined on the product manifold $P_{1} \times P_{2}$ by $\Omega_{12}=\pi_{1}^{*} \Omega_{1}-\pi_{2}^{*} \Omega_{2}$, where $\pi_{i}: P_{1} \times P_{2} \rightarrow P_{i}(i=1,2)$ are the canonical projections. Then $\phi:\left(P_{1}, \Omega_{1}\right) \rightarrow\left(P_{2} \circ \Omega_{2}\right)$ is a symplectomorphism if and only if its graph is a Lagrangian submanifold of $\left(P_{1} \times P_{2}, \Omega_{12}\right) .{ }^{11,17,26}$ Before trying to generalize the concept of generating function we establish a similar property characterizing the canonical transformations for presymplectic systems.

Theorem 10: Let $\left(P_{i}, S_{i}, \Omega_{i}\right), i=1,2$, be two canonical regular systems. A pair of diffeomorphisms $(\Phi, \phi), \Phi: P_{1} \rightarrow P_{2}$, $\phi: S_{1} \rightarrow S_{2}$ is a canonical transformation if and only if (i) $\Phi \circ j_{1}=j_{2} \circ \phi$, where $j_{i} S_{i} \rightarrow P_{i}$ are the imbeddings of the submanifolds into the symplectic manifolds ( $P_{i}, \Omega_{i}$ ); and (ii) graph $\Phi$ is an isotropic submanifold of ( $P_{1} \times P_{2}, \Omega_{12}$ ).

Proof: Let $\bar{i}$ denote the canonical injection $\bar{i}$ : graph $\phi \rightarrow S_{1} \times S_{2}$ and $i$ the canonical injection $i$ :graph $\Phi \rightarrow P_{1} \times P_{2}$. The map $j$ :graph $\phi \rightarrow \operatorname{graph} \Phi$ defined by $j(x, \phi(x))=\left(j_{1}(x), \quad \Phi\left(j_{1}(x)\right), \quad \forall x \in S_{1}\right.$ is such that $\left(j_{1} \times j_{2}\right) \circ \bar{i}=i \circ j$. The map $i \circ j: g r a p h ~ \phi \rightarrow P_{1} \times P_{2}$ is an imbedding and

$$
(i \circ j)^{*} \Omega_{12}=j_{1}^{*}\left(\Omega_{1}-\Phi * \Omega_{2}\right)
$$

Consequently $(i \circ j)^{*} \Omega_{12}=0$ if and only if $j_{i}^{*}$ $\times\left(\Omega_{1}-\Phi * \Omega_{2}\right)=0$.

We recall that if $k: I \rightarrow P$ is an isotropic submanifold of the symplectic manifold $(P, \Omega)$, then $k^{*} \Omega=0$, and if $\theta$ is a locally defined one-form such that $\Omega=d \theta$, the one-form $k * \theta$ is closed and there will be a locally defined function $S$ on $I$ with $d S=k^{*} \theta$. Such a function $S$ is called a generalized generating function for the isotropic submanifold $I$. The important point to be remarked is that the generating function for Lagrangian submanifolds describes the local structure of these, ${ }^{11}$ whereas the generalized generating functions for isotropic submanifolds only partially describe such submanifolds. We can, however, define generalized generating functions for canonical transformations of presymplectic systems in a similar way as in the classical case of canonical transformations for Hamiltonian systems.

With the same notations as in Theorem 10 , if $\mathscr{U}_{1}$ and $\mathscr{U}_{2}$ are two neighborhoods in $P_{1}$ and $P_{2}$, respectively, in
which one-forms $\theta_{i}, i=1,2$ are defined such that $d \theta_{i}=\Omega_{i}$, the one-form $\theta_{12}=\pi_{1}^{*} \theta_{1}-\pi_{2}^{*} \theta_{2}$ defined in $\mathscr{U}_{12}=\mathscr{U}_{1} \times \mathscr{U}_{2}$ satisfies $\Omega_{12}=d \theta_{12}$. The relation between $\theta_{1}$ and $\Phi * \theta_{2}$ for a canonical transformation of $(P, S, \Omega)$ is given by the following theorem.

Theorem 11: Let $\Phi: P_{1} \rightarrow P_{2}$ be a map such that there exists $\phi: S_{1} \rightarrow S_{2}$ with $\Phi \circ j_{1}=j_{2} \circ \phi$. Then, we have the following.
(i) $(\Phi, \phi)$ is a canonical transformation if and only if there is a function $G$ locally defined on graph $\phi$ such that $(i \circ j)^{*} \theta_{12}=d G$.
(ii) $(\Phi, \phi)$ is a canonical transformation if and only if there is a function $F$ locally defined on $S_{1}$ such that $j_{1}^{*}$ $\times\left(\theta_{1}-\Phi^{*} \theta_{2}\right)=-d F$.
(iii) In the case of $(\Phi, \phi)$ being a canonical transformation, there exist connected neighborhoods $\mathscr{V}$ in $S_{1}$ and $\mathscr{U}$ in graph $\phi$ such that $G \circ \rho-F$ is constant, where $\rho$ is the inverse of the restriction of $\pi_{1}$ to $\mathscr{U}$.

Proof: (i) The submanifold graph $\Phi$ of $P_{1} \times P_{2}$ is isotropic if and only if $0=(i \circ j)^{*} \Omega_{12}=d(i \circ j)^{*} \theta_{12}$ and therefore iff there exists a function $G$ locally defined on a neighborhood $\mathscr{U}$ in graph $\phi$ for every point in graph $\phi$ with $(i \circ j)^{*} \theta_{12 \mid \mathscr{Z}}=d G$.
(ii) The canonicity condition $j_{1}^{*}\left(\Phi * \Omega_{2}-\Omega_{1}\right)=0$, when restricted to $\mathscr{U}_{1} \times \mathscr{U}_{2}$, becomes the closedness of $j_{1}^{*}$ $\times\left(\Phi * \theta_{2}-\theta_{1}\right)$ on a neighborhood $\mathscr{V}$ in $S_{1}$ such that $j_{1}(\mathscr{V}) \subset \mathscr{U}_{1} \cap \Phi^{-1}\left(\mathscr{U}_{2}\right)$. It is equivalent to the local existence of a function $F$ on $\mathscr{V}$ with

$$
j_{1}^{*}\left(\Phi * \theta_{2}-\theta_{1}\right)=-d F .
$$

(iii) Let $\rho$ be the inverse map for the restriction of $\pi_{1}$ to graph $\phi$.

Then, $\quad \rho^{*} d G=j_{1}^{*}\left(\theta_{1}-\Phi{ }^{*} \theta_{2}\right)=d F$ and therefore $G \circ \rho-F$ is constant.

Definition 9: The functions $F$ and $G$ locally defined as above on $S_{1}$ and graph $\phi$, respectively, will be called Poincaré and Weinstein generating functions for the canonical transformation ( $\Phi, \phi$ ).

These functions are but generalizations of the corresponding concepts for Hamiltonian systems ${ }^{17,24}$ and they admit extensions to open neighborhoods in $P_{1}$ and graph $\Phi$, respectively, as shown in the following proposition.

Proposition 3: With the notations of Theorem 10, if $\left\{\xi^{i}\right\}_{i=1}^{k}$ is a set of independent functions defining $\mathscr{V}$ in $P_{1}$ and $\left\{\zeta^{i}\right\}_{i=1}^{k}$ is another defining $\phi(\mathscr{V})$ in $P_{2}$, then we have the following.
(i) The neighborhood $\mathscr{U}=\rho(\mathscr{V})$ in graph $\phi$ can be defined in graph $\Phi$ by the set $\left\{\eta^{i}\right\}_{i=1}^{k}$, of independent functions given by $\eta^{i}=\pi_{1}^{*} \xi^{i}+\pi_{2}^{*} \zeta^{i}$.
(ii) There exists a function $\tilde{G}$ defined on $j \circ \rho(\mathscr{V}) \subset$ graph $\Phi$ such that $i^{*} \theta_{\left.12\right|_{\text {graph } \phi}}=d \tilde{G}_{\mid \mathrm{graph} \phi}$ and $j^{*} \tilde{G}=\boldsymbol{G}$.
(iii) There exists a function $\tilde{F}$ defined on a neighborhood $\tilde{\mathscr{V}}$ of $P_{1}$ such that $\tilde{\mathscr{V}} \cap C_{1}=\mathscr{V}, j_{1}^{*} \tilde{F}=F, \tilde{G} \circ \rho-\tilde{F}$ is constant, and $\left.\left(\Phi * \theta_{2}-\theta_{1}\right)\right|_{c_{1}}=d F_{\mid c_{1}}$.

Proof: (i) Let $(y, \Phi(y))$ be an element of graph $\Phi$. Then, from the identity
$\eta(y, \Phi(y))=\left(\pi_{1}^{*} \xi^{i}+\pi_{2}^{*} \zeta^{i}\right)(y, \Phi(y))=\xi^{i}(y)+\zeta^{i}(\Phi(y))$,
it follows that $\eta^{i}(y, \Phi(y))=0(i=1, \ldots, k)$ is equivalent to $y \in \mathscr{V}$ and $\Phi(y) \in \Phi(\mathscr{V})$.
(ii) Let $G_{e}$ be an arbitrary but fixed extension of $G$ to $j(\mathscr{V}))$. Every extension $\tilde{G}$ can be written as $\tilde{G}=G_{e}+\Sigma_{i=1}^{k} f_{i} \eta^{i}$ and therefore

$$
j^{*} \tilde{G}=j^{*} G_{e}+\sum_{i=1}^{k}\left(f_{i} \circ j\right)\left(\eta_{i} \circ j\right)=j^{*} G_{e}=G
$$

Finally, since $j^{*}\left(i^{*} \theta_{12}\right)=j^{*} d \tilde{G}$ and using Lagrange's multiplier theorem, we can conclude that $i^{*} \theta_{12 \mid थ}=d \tilde{G}_{\mid थ \psi}$.
(iii) Let $F_{e}$ be defined as $F_{e}=G_{e} \circ \rho$, and defining $F$ on a neighborhood $\tilde{\mathscr{V}}$ of $S_{1}$ in $P_{1}$ by means of $\tilde{F}=F_{e}+\Sigma_{i=1}^{k}\left(f_{i} \circ \rho\right) \xi^{i}$, such a function $F$ is such that $j_{1}^{*} \widetilde{F}=F$, and furthermore,
$d \tilde{F}=d F_{e}+\sum_{i=1}^{k} d\left(f_{i} \circ \rho\right) \xi^{i}+\sum_{i=1}^{k}\left(f_{i} \circ \rho\right) d \xi^{i}=d(\tilde{G} \circ \rho)$,
where the functions $\xi^{i}$ and $\eta^{i}$ defining $\mathscr{V}$ and $\phi(\mathscr{V})$ have been assumed to be chosen as $\xi^{i}=\eta^{i} \circ \rho$. Finally, since $j_{1}^{*}\left(\theta_{1}-\Phi^{*} \theta_{2}\right)=d F=j_{1}^{*} d \tilde{F} \quad$ we obtain $\left(\theta_{1}-\Phi^{*} \theta_{2}\right)_{\mid r}$ $=d \tilde{F}_{1 \mathscr{}}$.

Before ending this section we want to remark that even if $\tilde{F}$ and $\tilde{G}$ seem to play the same role as the classical Poincaré and Weinstein generating functions, they only define locally a symplectic transformation. The point is that in some cases they define a global symplectomorphism $\Phi: P_{1} \rightarrow P_{2}$. This case was the one considered in Ref. 24 but it is not the general case in which we are only capable of relating the coordinates of the points in $S_{1}$ with those of $S_{2}$. The next section is devoted to explaining how to get the explicit form of $\phi: S_{1} \rightarrow S_{2}$ from the generating function $\tilde{G}$ (or $G$ ) as well as to presenting some remarkable results concerning the generating functions $F$ and $\boldsymbol{G}$.

## VI. LOCAL PROPERTIES OF GENERATING FUNCTIONS

In this section we will analyze the local reconstruction of a generalized canonical transformation $\phi \in \operatorname{Can} C$ starting from its Weinstein generating function, as well as its relation with the corresponding generating function in the reduced phase space. Let $\left(P_{i}, C_{i}, \Omega_{i}\right)$, with $i=1,2$, be two coisotropic regular systems. Then, it is to be remarked that if ( $\Phi, \phi$ ) is a generalized canonical transformation between $\left(P_{1}, C_{1}, \Omega_{1}\right)$ and $\left(P_{2}, C_{2}, \Omega_{2}\right)$, then graph $\phi$ is an isotropic submanifold of $\left(P_{1} \times P_{2}, \Omega_{12}\right)$ while $C_{1} \times C_{2}$ is a coisotropic submanifold. The canonical projection of $C_{i}$ on the corresponding reduced space will be denoted $\eta_{i}$ instead of the more cumbersome notation $\pi_{C_{i}}$. The reduced phase space $\widehat{C_{1} \times C_{2}}$ is but $\hat{C}_{1} \times \hat{C}_{2}$ and the projection on the reduced phase space $\widehat{C_{1} \times C_{2}}$ is denoted $I I: C_{1} \times C_{2} \rightarrow \widehat{C_{1} \times C_{2}}$, which coincides with $\eta_{1} \times \eta_{2}$. We also recall that if $\hat{\phi}$ is a symplectomorphism between $\left(\hat{C}_{1}, \hat{\Omega}_{1}\right)$ and $\left(\hat{C}_{2}, \hat{\Omega}_{2}\right)$, the set graph $\hat{\phi}$ is a Lagrangian submanifold of $\left(\hat{C}_{1} \times \hat{C}_{2}, \hat{\Omega}_{12}\right)$ with $\hat{\Omega}_{12}$ defined usually as $\hat{\Omega}_{12}=\hat{\pi}_{1}^{*} \hat{\Omega}_{1}-\hat{\pi}_{2}^{*} \hat{\Omega}_{2}$, where $\hat{\pi}_{i}: \hat{C}_{1} \times \hat{C}_{2} \rightarrow \hat{C}_{1}(i=1,2)$ is the canonical projection. With these notations, we can state the following proposition.

Proposition 4: Let $G$ be a locally defined Weinstein function for the canonical transformation $(\Phi, \phi)$. Then, there exists a Weinstein generating function $\hat{G}$ for the reduced symplectomorphism $\hat{\phi}: \hat{C}_{1} \rightarrow \hat{C}_{2}$ such that $G=\Pi * \hat{G}$.

Proof: If $\hat{\theta}_{i}$ and $\theta_{i}$ are locally defined one-forms such that $d \hat{\theta}_{i}=\hat{\Omega}_{i}$ and $d \theta_{i}=\Omega_{i}$, the identity $\eta_{i}^{*} \hat{\Omega}_{i}=j_{i}^{*} \Omega_{i}$ implies that there are locally defined functions $f_{i}$ on neighborhoods of the $C_{i}$ 's with $\eta_{i}^{*} \hat{\theta}_{i}=j_{i}^{*} \theta_{i}+d f_{i}$. If $\theta_{i}^{\prime}$ is defined as $\theta_{i}^{\prime}=\theta_{i}+d \pi_{i j}^{*} f_{j}$, where $\pi_{i j}: P_{i} \rightarrow C_{j}$ denotes the projection along the fiber structure of $P_{i}$ over $C_{j}$, then $j_{i}^{*} \theta_{i}^{\prime}=\eta_{i}^{*} \hat{\theta}_{i}$. Let $G$ be the Weinstein generating function defined in Sec. $V$ using the one-form $\theta_{12}^{\prime}=\pi_{1}^{*} \theta_{1}^{\prime}-\pi_{2}^{*} \theta_{2}^{\prime}$. The following relation holds locally: $\bar{i}^{*}\left(j_{1} \times j_{2}\right)^{*} \theta_{12}^{\prime}=d G$. If $\hat{i}$ is the natural inclusion of graph $\hat{\phi}$ in $\hat{C}_{1} \times \hat{C}_{2}$, we have $\hat{i} \circ \Pi=\Pi \circ \bar{i}$ and $\hat{\pi}_{i} \circ \Pi \circ \bar{i}=\eta_{i} \circ \pi_{i} \quad(i=1,2)$. Consequently, the one-form $\hat{\theta}_{12}$ defined by $\hat{\theta}_{12}=\hat{\pi}_{1}^{*} \hat{\theta}_{1}-\hat{\pi}_{2}^{*} \hat{\theta}_{2}$ defines a generating function $\hat{G}$ such that $\Pi^{*} d \hat{G}=d G$ because

$$
\begin{aligned}
\Pi^{*} d \hat{G} & =\Pi^{*} \hat{i}^{*} \hat{\theta}_{12}=\left(\eta_{1} \circ \pi_{1}\right)^{*} \hat{\theta}_{1}-\left(\eta_{2} \circ \pi_{2}\right) \hat{\theta}_{2} \\
& =\bar{i}^{*} \circ\left(j_{1} \times j_{2}\right)^{*} \theta_{12}^{\prime}=d G .
\end{aligned}
$$

As a straightforward consequence we can state the following corollaries.

Corollary 2: In the same conditions as the above proposition, we can find Poincaré generalized generating functions for $\phi$ and $\hat{\phi}$, respectively, that are related by $F=\eta_{1}^{*} \hat{F}$.

Corollary 3: Let $\mathscr{U}_{1}$ be a coordinate neighborhood of a point $x_{1} \in C_{1}$ in $P_{1}$ and ( $q^{1}, \ldots, q^{n}, p_{1}, \ldots, p_{n}$ ) be Darboux coordinates such that the equations $p_{1}=\cdots=p_{k}=0$ locally define $C_{1} \cap \mathscr{U}_{1}$. Then, there is a Poincare generating function such that $\partial F / \partial q^{i}=0, i=1, \ldots, k$, for each canonical transformation.

Proof: It is an obvious consequence of the form $F=\eta_{1}^{*} \hat{F}$ because of the tangency of the vector fields $\left\{\partial / \partial q^{i}\right\}_{i=1}^{k}$ to the kernel of $j_{1}^{*} \Omega_{1}$ in $C_{1}$.

This fact is worthy of note: the generating functions $F$ do not depend on the gauge variables.

Before studying mixed generating functions for generalized canonical transformations we introduce some notations. The neighborhoods of $P_{i}$ in which $\theta_{i}$ is locally defined will be denoted by $\mathscr{U}_{i}(1=1,2)$. By $x_{1}=\left(q^{1}, \ldots, q^{n}, p_{1}, \ldots, p_{n}\right)$ we mean a set of canonical coordinates for $\mathscr{U}_{1}$ such that the set $\mathscr{V}_{1}=\mathscr{U}_{1} \cap C_{1}$ is defined by the vanishing of the first $k p$ 's.

Lemma 1: Let ( $\mathscr{U}_{1}, x_{1}$ ) be a canonical neighborhood of $m_{1} \in C_{1}$ as defined above. For every canonical transformation $(\Phi, \phi)$ from $\left(P_{1}, C_{1}, \Omega_{1}\right)$ to $\left(P_{2}, C_{2}, \Omega_{2}\right)$, there exists a canonical neighborhood $\left(\mathscr{U}_{2}, x_{2}\right)$ of $\phi\left(m_{1}\right)$ such that $\phi\left(\mathscr{V}_{1}\right) \subset \mathscr{U}_{2} \subset \Phi\left(\mathscr{U}_{1}\right)$ and if $x_{2}=\left(Q^{1}, \ldots, Q^{n}, P_{1}, \ldots, P_{n}\right)$, we have $\quad Q^{i} \circ \phi=q^{i}, \quad i=1, \ldots, n \quad$ and $\quad P_{k+i} \circ \phi=p_{i}$, $i=1, \ldots, n-k$.

Proof: The point is that as $\Phi$ is not a symplectomorphism, $\Phi\left(\mathscr{U}_{1}\right)$ is not a canonical neighborhood. We remark that $\phi\left(\mathscr{V}_{1}\right) \subset C_{2}$ because $\phi\left(C_{1}\right) \subset C_{2}$. There exists a canonical neighborhood $\mathscr{U}^{\prime}$ of $\phi\left(m_{1}\right)$ in $P_{2}$ such that $\mathscr{U}^{\prime}=\Phi\left(\mathscr{U}_{1}\right)$, but what we need is that $\phi\left(\mathscr{V}_{1}\right) \subset \mathscr{Z}^{\prime} \subset \Phi\left(\mathscr{U}_{1}\right)$, and it can be found as follows: $\phi\left(\mathscr{V}_{1}\right)$ is a coisotropic submanifold of $\left(P_{2}, \Omega_{2}\right)$ and we know that there is a tubular neighborhood $\mathscr{W}$ of $\phi\left(\mathscr{V}_{1}\right)$ in $\left(P_{2}, \Omega_{2}\right)$ symplectomorphic to a tubular neighborhood of the canonical coisotropic imbedding of $\phi\left(\mathscr{V}_{1}\right)$. Then, we can choose $\mathscr{U}_{2}=\Phi\left(\mathscr{U}_{1}\right) \cap \mathscr{W}$ and the coordinate functions given by those of the coisotropic imbedding using the identification by the local symplectomorphism, and on $\phi\left(\mathscr{V}_{1}\right)$ the set of coordinates given by
$Q^{i}=q^{i} \circ \phi^{-1}, P_{i}=p_{i} \circ \phi^{-1}$. This is a canonical set satisfying the required conditions.

Instead of using the projection of graph $\phi \cap\left(\mathscr{U}_{1} \times \mathscr{U}_{2}\right)$ on $\mathscr{V}_{1}$ we can also project on other sets and in this way we can define generating functions that are not of type $I$. The neighborhood $\mathscr{U}_{12}=\mathscr{U}_{1} \times \mathscr{U}_{2}$ is identified with an open set of $\mathbf{R}^{2 n} \times \mathbf{R}^{2 n}$ via the map $x_{1} \times x_{2}$. If we think of $\mathbf{R}^{2 n} \times \mathbf{R}^{2 n}$ as the product $\mathbf{R}^{n} \times \mathbf{R}^{n} \times \mathbb{R}^{n} \times \mathbf{R}^{n}$, each factor being labeled by a number $\alpha=1, \ldots, 4$, the map that projects canonically in the $i \times j$ factor will be called $\pi^{i j}$. So we can construct the following six functions from $\mathscr{U}_{12}$ to $\mathbb{R}^{n} \times \mathbb{R}^{n},\left\{\tau^{i j}=\pi^{j j} \circ\left(x_{1} \times x_{2}\right)\right\}$. This family of functions defines a family of functions parametrized with different sets of variables associated by the Weinstein function defined on graph $\phi$ that we will denote by $F_{i j}=G\left(\tau^{i j}\right)^{-1}$ when $\left(\tau^{i j}\right)^{-1}$ exists. The first function $F_{12}$ is the coordinate representation of the usual Poincaré generating function for $(\Phi, \phi)$, and the last one, $F_{34}$, the Poincaré generating function for $\left(\Phi^{-1}, \phi^{-1}\right)$. The other ones are the generalized mixed generating functions of type $(i j)$ for $(\Phi, \phi)$ and their main properties will be described in the theorem below. There is an important point to be remarked here, on the definition of the mixed generating functions $F_{i j}$. We have pointed out that it is necessary that there exists $\left(\tau^{i j}\right)^{-1}$ and this is equivalent to the fact that the submanifold graph $\phi$ in $P_{1} \times P_{2}$ is transverse to the function $\tau^{i j}$; that is, denoting by $T^{i j}(p)$ the set of points which are mapped in $p \in \mathbb{R}^{n} \times \mathbb{R}^{n}$ by $\tau^{i j}, T^{i j}(p)=\tau^{i j-1}(p), p \in \tau^{i j}\left(\mathscr{U}_{12}\right)$, graph $\phi$ will be transverse in the point $(x, \phi(x)) \in \operatorname{graph} \phi$ to $\tau^{i j}$ if
$\left.T_{(x, \phi(x) \mid} \operatorname{graph} \Phi \oplus T_{(x, \phi(x))} T^{i j} \tau^{i j}(x, \phi(x))\right)=T_{(x, \phi(x) \mid}\left(P_{1} \times P_{2}\right)$.
If it occurs we will be able to parametrize locally the submanifold graph $\phi$ (or graph $\Phi$ ) by means of the function $\tau^{i j}$ and then there will exist $\tau^{i j-1}$. Using these conditions in the following we can state Theorem 12.

Theorem 12: With the notation defined above, if $(\Phi, \phi)$ is a canonical transformation from $\left(P_{1}, C_{1}, \Omega_{1}\right)$ to $\left(P_{2}, C_{2}, \Omega_{2}\right)$, locally we have

$$
\begin{aligned}
& p_{i}=\frac{\partial F_{13}}{\partial q^{i}}, \quad i=k+1, \ldots, n, \\
& P_{i}=-\frac{\partial F_{13}}{\partial Q^{i}}, \quad i=k+1, \ldots, n,
\end{aligned}
$$

$F_{13}$ being the mixed generating function of type (1.3) for the transformation.

Proof: The proof is a simple matter of computing the coordinate expression of the Weinstein generating function. That is, since
$\theta_{12}=\pi_{1}^{*} \theta_{1}-\pi_{2}^{*} \theta_{2}=\sum_{i=1}^{n} p_{i} d q^{i}-\sum_{i=1}^{n} P_{i} d Q^{i}$,
then

$$
\begin{aligned}
d F_{12} & =\left(\tau^{13}\right)^{-1 *} d G \\
& =\left(\tau^{13}\right)^{-1 *}\left(\sum\left(p_{i} d q^{i}-P_{i} d Q^{i}\right)\right)
\end{aligned}
$$

and then

$$
\frac{\partial F_{13}}{\partial q^{i}}=p_{i}, \quad i=k+1, \ldots n
$$

and

$$
-\frac{\partial F_{13}}{\partial Q^{i}}=P_{i}, \quad i=k+1, \ldots n .
$$

Finally, by the construction of the canonical neighborhood $\mathscr{U}_{2}$ in $P_{2}$ we have that $P_{i} \circ \phi=p_{i}$, $i=k+1, \ldots n, Q^{i} \circ \phi=q^{i}, i=1, \ldots, n$.

There exists a similar theorem for each mixed function $F_{14}, F_{23}$, and $F_{24}$, and it is very interesting to notice that they define locally the canonical transformation only for $(n-k) \times(n-k)$ variables on the submanifold $C_{1}$. In the particular case of the mixed function of type ( 1,4 ), the equations before become

$$
\begin{aligned}
& \frac{\partial F_{14}}{\partial q^{i}}=p_{i}, \quad i=k+1, \ldots, n, \\
& -\frac{\partial F_{14}}{\partial P_{i}}=Q_{i}, \quad i=k+1, \ldots, n,
\end{aligned}
$$

showing that the gauge ambiguity does not permit the complete reconstruction of the transformation on the manifold $C_{1}$ from the generating functions.

The extended generating functions $\tilde{G}, \tilde{F}$, defined in Sec. V, give locally a symplectomorphism ( $\tilde{\Phi}, \phi)$ such that it coincides with $\phi$ in $\mathscr{V}_{1}$, but in general, as pointed out in Sec. IV, it will not be possible to extend such a symplectomorphism to a global one, and it will not be possible to construct smoothly a set of such functions such that their graphs overlap correctly.

## VII. CONCLUSIONS

We have introduced the concept of canonical transformation that generalizes the concept introduced for regular systems (see, e.g., Ref. 11), time-dependent systems, ${ }^{24}$ and canonical systems. ${ }^{9}$ The generalization is based on Theorem 3 where the possibility of finding a symplectic manifold $P$ in an essentially unique way is shown, such that the final constraint submanifold $C$ is coisotropically imbedded in $P$ and for any dynamical vector field $\Gamma$ compatible with $C$ there is a (no uniquely defined) vector field on $P$ with the same restriction on $C$ (up to identification of $C$ with its image). Furthermore, the result of Theorem 7 shows the possibility of studying the canonical transformations using only their local structure and the crucial point is that every canonical transformation defines a symplectic transformation in the (symplectic) reduced space and it is possible to define canonical transformations of the presymplectic space that are trivial on the quotient space; they will be called gauge transformations. In fact, if we start with a gauge theory as is usually meant it will be a presymplectic system and the group of gauge transformations as defined above coincides with the gauge group of the theory.

It is remarkable that the equations of motion can now be considered as a one-parameter family of canonical transformations. Moreover, the equation for the determination of the generating function is but the generalized Hamilton-Ja-
cobi equation. These and other applications will be given in a subsequent paper.
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#### Abstract

Integrable Hamiltonians with velocity-dependent potentials, including those of Fokker-Planck-


 type $H=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)+K_{x} p_{x}+K_{y} p_{y}$, are constructed from integrable Hamiltonians of type $H=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)+V(x, y)$ using certain canonical and noncanonical transformations. Some of the Hamiltonians obtained this way are integrable only for zero energy. Candidates for the $\Phi$ potential, which is of interest for Fokker-Planck models, are constructed in several cases.
## I. INTRODUCTION

The concepts of integrability have been applied to an increasing number of physical systems. Recently the integrability of Fokker-Planck-type Hamiltonians

$$
\begin{equation*}
H=\frac{1}{2} Q^{i j} p_{i} p_{j}+K^{i} p_{i} \tag{1.1}
\end{equation*}
$$

has received attention. ${ }^{1,2}$ Many statistical systems can be described by a Markov process whose probability density $P$ solves the Fokker-Planck equation. In the weak noise limit one can make a semiclassical-type approximation for $P$ and in that limit the equation for the stationary probability density reduces to the form

$$
\begin{equation*}
\frac{1}{2} Q^{i j}\left(\partial_{i} \Phi\right)\left(\partial_{j} \Phi\right)+K^{i}\left(\partial_{i} \Phi\right)=0, \tag{1.2}
\end{equation*}
$$

where $\Phi$ is the nonequilibrium potential (action). ${ }^{1}$ Equation (1.2) can now be interpreted as the zero-energy HamiltonJacobi equation for the Hamiltonian (1.1).

Of particular interest in this context is the relationship between the integrability of the Hamiltonian (1.1) and the existence of a smooth nonequilibrium potential $\Phi$. If the $\mathrm{Ha}-$ miltonian $H$ is integrable we can construct solutions of (1.2) directly: From $H$ and the $N-1$ other invariants we can solve for $p_{i}$ in terms of the $q_{i}$ 's and then the HamiltonJacobi theory states that $p_{i}=\partial_{i} \Phi$, from which $\Phi$ can be integrated. The solution can be interpreted as a nonequilibrium potential, ${ }^{1,2}$ if first $Q_{i j}$ is positive semidefinite, and second $\Phi$ is real, bounded from below, approaches infinity as $\left|q_{i}\right| \rightarrow \infty$, and is stationary on the limit sets of $\dot{q}_{i}=K_{i}$. This last condition implies that the invariants are given the constant values corresponding to $p_{i}=0$ (see Ref. 2). In the following we solve for $\Phi$ in several cases using this necessary condition. All solutions will be called $\Phi$ potentials regardless of whether or not they satisfy all of the additional conditions mentioned above. In fact some of the models below cannot be interpreted as weak-noise limits of Fokker-Planck models, nevertheless the results still illustrate the connection between integrability of (1.1) and the solutions of (1.2), which is one of the main concerns of this paper.

Another physically interesting case similar to (1.1) is the Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}-A_{x}\right)^{2}+\frac{1}{2}\left(p_{y}-A_{y}\right)^{2}+V . \tag{1.3}
\end{equation*}
$$

In suitable units it describes the motion of a particle in an electromagnetic field, whose vector potential is $\mathbf{A}$, and scalar
potential $V$. Very few integrable models of this type are known; some results in this direction have been obtained in Ref. 3. In the following we will discuss the results from this point of view as well.

In this paper we will construct several integrable Fokker-Planck or electromagnetic-type Hamiltonians. We will only consider two-dimensional systems and often transform the results in the form where $Q=I$, i.e., so that the Hamiltonian has either the form (1.3) or

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)+p_{x} K_{x}+p_{y} K_{y} \tag{1.4}
\end{equation*}
$$

The models that we present have not been found by brute force searches but rather by using certain transformations on already-found integrable Hamiltonians of type

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)+V(x, y) . \tag{1.5}
\end{equation*}
$$

The power of this approach has been shown in previous publications, ${ }^{4}$ where, for example, the integrability of the Holt and Fokas-Lagerstrom Hamiltonians were shown to follow from that of the Henon-Heiles and $r^{4}$ potentials. An interesting feature of these transformations is that although the Hamiltonian changes in a very controlled fashion, the change in the new invariant can be more impressive. The point is that often these transformations mix coordinates and momenta and therefore they can change the order of the invariant (see, e.g., Ref. 4), and even generate rational invariants from polynomial ones. Thus we get integrable models with second invariants whose $p$ dependence we might not have guessed.

The results given in this paper can be divided into four groups: (1) models that follow from standard-type Hamiltonians by a gauge transformation, for them $K_{i}=-\frac{1}{2} \partial_{i} \Phi ;$ (2) models obtained from Toda-type potentials; (3) models that follow from any integrable homogeneous potential $V(x, y)$, yielding $K_{x}=x V(x, y)$ and $K_{y}=y V(x, y)$; and (4) models that follow from quartic standard-type Hamiltonians via a more complicated set of transformations, they will have quadratic $K_{x}$ and $K_{y}$. It will turn out that the same ordinarytype integrable Hamiltonian can give rise to several different Fokker-Planck or electromagnetic models. The transformations used in groups (1), (2), and (4) preserve integrability at any energy, while for (3) we obtain integrability only at zero energy. For groups (2) and (3) the results can be interpreted also as electromagnetic Hamiltonians.

## II. THE EFFECT OF GAUGE TRANSFORMATIONS

Let us start with the Hamiltonian (1.5), which we assume to be integrable. The simplest method for obtaining Fokker-Planck-type integrable models is to solve for the $\Phi$ potential from the equation

$$
\begin{equation*}
\left(\partial_{x} \Phi\right)^{2}+\left(\partial_{y} \Phi\right)^{2}+8 V(x, y)=0 \tag{2.1}
\end{equation*}
$$

If a well-behaved solution exists and we then make the canonical gauge transformation

$$
\begin{equation*}
p_{x}=P_{x}-\frac{1}{2} \partial_{x} \Phi, \quad p_{y}=P_{y}-\frac{1}{2} \partial_{y} \Phi \tag{2.2}
\end{equation*}
$$

the standard-type Hamiltonian (1.5) will change to the form (1.4), with $K_{i}=-\frac{1}{2} \partial_{i} \Phi, i=x, y$. In this case the order of the invariant does not change.

As examples of systems obtained this way let us consider

$$
\begin{equation*}
\Phi=2 \alpha y^{3}+x^{2} y \tag{2.3}
\end{equation*}
$$

hence

$$
\begin{equation*}
K_{x}=-x y, \quad K_{y}=-\left(\frac{1}{2} x^{2}+3 \alpha y^{2}\right) \tag{2.4}
\end{equation*}
$$

The corresponding $V$ is

$$
V(x, y)=-\left(x^{4} / 8+(1+3 \alpha) / 2 x^{2} y^{2}+9 \alpha^{2} / 2 y^{4}\right)
$$

which is known to be integrable for $\alpha=-\frac{1}{6}, \frac{1}{6}$, and $\frac{2}{3}$ [Ref. 5 , models (4)2, (4) $3^{\prime}$, and (4)4', respectively]. Using the transformation (2.2) we get the second invariants of the FokkerPlanck system (1.4) with (2.4),

$$
\begin{align*}
& I\left(\alpha=-\frac{1}{8}\right)=y p_{x}-x p_{y}  \tag{2.5a}\\
& I\left(\alpha=\frac{1}{6}\right)=p_{x} p_{y}-\frac{1}{2}\left(x^{2}+y^{2}\right) p_{x}-x y p_{y}  \tag{2.5b}\\
& I\left(\alpha=\frac{3}{3}\right)=x p_{x} p_{y}-y p_{x}^{2}-\frac{1}{2} x^{3} p_{x}-x^{2} y p_{y} \tag{2.5c}
\end{align*}
$$

Next consider

$$
\Phi=a\left(x^{2}+y^{2}\right)+b / 2\left(x^{4}+6 x^{2} y^{2}+y^{4}\right)
$$

which leads to the corresponding $V$,

$$
\begin{aligned}
V(x, y)= & -\frac{1}{2} a^{2}\left(x^{2}+y^{2}\right)-a b\left(x^{4}+6 x^{2} y^{2}+y^{4}\right) \\
& -\frac{1}{2} b^{2}\left(x^{6}+15 x^{4} y^{2}+15 x^{2} y^{4}+y^{6}\right) .
\end{aligned}
$$

This $V$ is a sixth-degree generalization of the integrable models (3)2' and (4) 3 of Ref. 5, and is therefore integrable. The corresponding Fokker-Planck-type model has

$$
\begin{align*}
& K_{x}=-a x-b\left(x^{3}+3 x y^{2}\right) \\
& K_{y}=-a y-b\left(3 x^{2} y+y^{3}\right)  \tag{2.6}\\
& I=p_{x} p_{y}+K_{y} p_{x}+K_{x} p_{y}
\end{align*}
$$

Note the simple form of the invariant, which also holds for $I\left(\alpha=\frac{1}{6}\right)$ above, and can in fact be extended to any system of the form
$K_{x}=f^{\prime}(x+y)+g^{\prime}(x-y), \quad K_{y}=f^{\prime}(x+y)-g^{\prime}(x-y)$,
$\Phi=-2\{f(x+y)+g(x-y)\}$,
The $\Phi$ potentials that were given above were used to construct the integrable model by way of (2.2), but they are not the only potentials associated with these integrable Hamiltonians. Let us therefore take a closer look at the problem of constructing $\Phi$ potentials for $H=0, I=0$. Solving for $p_{x}$, say, from (2.6) and substituting it to the Hamiltonian (1.4) yields a fourth-order polynomial in $p_{y}$, whose roots are

$$
\begin{equation*}
p_{y}=0, \quad p_{y}=-2 K_{y}, \quad p_{y}=-K_{y} \pm K_{x} \tag{2.9}
\end{equation*}
$$

From these, $\Phi$ can be solved by virtue of the integrability of the system. The first gives the trivial solution, and the second (2.8), which was used to construct the system by the gauge transformation (2.2). The last pair gives two additional potentials, for which $K_{i} \neq-\frac{1}{2} \partial_{i} \Phi$, namely

$$
\begin{equation*}
\Phi_{+}=-2 g(x-y), \quad \Phi_{-}=-2 f(x+y) \tag{2.10}
\end{equation*}
$$

Similarly for the slightly less trivial $\alpha=\frac{2}{3}$ case we get from (2.5c)

$$
p_{y}=p_{x}\left(y p_{x}-\frac{1}{2} x^{3}\right) /\left(x p_{x}-x^{2} y\right)
$$

and substituting this into the Hamiltonian we get an equation whose roots are
$p_{x}=0, \quad p_{x}=2 x y, \quad p_{x}=x y \pm x\left(\frac{1}{2} x^{2}+y^{2}\right)\left(x^{2}+y^{2}\right)^{-1 / 2}$.

The second root corresponds again to the original potential, in this case (2.3), while the last pair yields

$$
\begin{equation*}
\Phi=\left\{3 x^{2} y+4 y^{3} \pm\left(x^{2}+4 y^{2}\right)\left(x^{2}+y^{2}\right)^{1 / 2}\right\} / 6 \tag{2.12}
\end{equation*}
$$

The above steps for obtaining the $\Phi$ potential can be applied to many of the following models. Sometimes the second invariant factors nicely and each factor yields a polynomial potential while in the typical case a polynomial (in $p_{x}, p_{y}, x$, and $y$ ) invariant gives potentials that are only integrals of algebraic functions in $x$ and $y$. It is probable that only some of these potentials have the extremal property discussed in the Introduction. But we have not investigated that.

## III. TODA-TYPE POTENTIALS

As the next type let us consider the Toda potentials. For the purposes of this paper we are only interested in the socalled free end lattice. After eliminating the center of mass motion the Hamiltonian can be put in the form

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)-e^{a x+c y}-e^{b x+d y} . \tag{3.1}
\end{equation*}
$$

This can further be scaled and rotated so that, e.g., $c=d=1, a>0$, and $a^{2}>b^{2}$, a convention which we adopt in the following. Another form that is sometimes more useful is obtained by the canonical transformation

$$
\begin{align*}
& X=a x+y, \quad Y=b x+y, \quad p_{x}=a P_{X}+b P_{Y} \\
& p_{y}=P_{x}+P_{Y} \tag{3.2}
\end{align*}
$$

which produces (after scaling) the Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2}\left(\alpha P_{X}^{2}-2 P_{X} P_{Y}+\beta P_{Y}^{2}\right)-e^{X}-e^{Y} \tag{3.3}
\end{equation*}
$$

where $\quad \alpha=\left(a^{2}+1\right) /(a b+1), \quad \beta=-\left(b^{2}+1\right) /(a b+1)$. (This does not apply to the separable case $b=-1 / a$.) The Hamiltonian (3.3) was studied in Ref. 6 and it was found integrable for $\alpha=2, \beta=2,1$, and $\frac{2}{3}$, corresponding to

$$
\begin{align*}
& a=\sqrt{3}, \quad b=-\sqrt{3} ; \quad a=3, \quad b=-2 \\
& a=3 \sqrt{3}, \quad b=-5 / \sqrt{3} \tag{3.4}
\end{align*}
$$

and having invariants of order 3,4 , and 6 , respectively.
Equation (3.3) is also transparent for creating Fokker-Planck-type Hamiltonians. There are now two canonical transformations that can be used for that purpose, namely

$$
\begin{array}{ll}
X=u+\log \left(p_{u}\right), & P_{X}=p_{u} \\
Y=v+\log \left(p_{v}\right), & P_{Y}=p_{v} \tag{3.5b}
\end{array}
$$

leading to

$$
\begin{equation*}
H_{s}=\frac{1}{2}\left(\alpha p_{u}^{2}-2 p_{u} p_{v}+\beta p_{v}^{2}\right)-e^{u} p_{u}-e^{v} p_{v} \tag{3.6}
\end{equation*}
$$

and

$$
\begin{align*}
& X=u+\log \left(p_{u}+p_{v}\right), \quad P_{X}=p_{u},  \tag{3.7}\\
& Y=v+\log \left(p_{u}+p_{v}\right), \quad P_{Y}=p_{v} \\
& H_{d}=\frac{1}{2}\left(\alpha p_{u}^{2}-2 p_{u} p_{v}+\beta p_{v}^{2}\right)-\left(e^{u}+e^{v}\right)\left(p_{u}+p_{v}\right) \tag{3.8}
\end{align*}
$$

Before going into the specific integrable cases let us note that we can immediately construct two $\Phi$ potentials to the Hamiltonian $H_{s}$, namely

$$
\begin{equation*}
\Phi_{s 1}=2 / \alpha e^{u}, \quad \Phi_{s 2}=2 / \beta e^{v} \tag{3.9}
\end{equation*}
$$

Since these $\Phi$ 's will stay potentials in a canonical point transformation, this will be an easy way to construct potentials for systems of type (3.6), where we can even have arbitrary functions of $u$ and $v$, respectively, in place of $e^{u}$ and $e^{\nu}$. This result illustrates also the fact that the existence of a solution to (1.2) is a much weaker condition than integrability, since two solutions can immediately be constructed for any system of this type, but only in rare cases is the system integrable. Both of the potentials (3.9) are also smooth and bounded from below, but we leave open the question of which parameter values provide systems where these potentials satisfy the extremal properties mentioned in the Introduction.

Let us now consider the special case $a=-b=\sqrt{3}$ or $\alpha=\beta=2$. The Hamiltonian (3.3) has in that case the second invariant

$$
\begin{equation*}
I(\beta=2)=P_{X}^{2} P_{Y}-P_{X} P_{Y}^{2}+P_{X} e^{Y}-P_{Y} e^{X} \tag{3.10}
\end{equation*}
$$

When the transformation (3.5) is applied to this invariant it becomes

$$
\begin{equation*}
I(\beta=2)_{s}=p_{u} p_{v}\left(p_{u}-p_{v}-e^{u}+e^{v}\right) \tag{3.11}
\end{equation*}
$$

The transformation (3.5) is valid for any energy so the system $\alpha=\beta=2$ is integrable for any energy and for any value of the constant of motion $I$.

When we construct the $\Phi$ potential we need to consider only those values of the energy and the constant of motion corresponding to $p_{u}=p_{v}=0$, i.e., $E=0, I=0$. Since $I$ in (3.11) has three factors we can obtain at least three potentials for $I=0$ : The cases corresponding to $p_{u}=0$ or $p_{v}=0$ were obtained before directly, for the third case we solve for $p_{v}$ from the third factor and substitute it to the Hamiltonian (3.6) to obtain

$$
p_{i}^{2}-2 e^{u} p_{u}+e^{2 u}-e^{u+v}=0
$$

The two solutions to this provide us with two additional potentials

$$
\begin{equation*}
\Phi=\left\{e^{(1 / 2) u} \pm e^{(1 / 2) v}\right\}^{2} \tag{3.12}
\end{equation*}
$$

Similar calculations can be done to the remaining five Fokker-Planck systems and the calculations get progressively more difficult. The potentials that were obtained directly appear as special cases, but for the other cases one needs to solve a higher-order equation for $p_{u}$ and then inte-
grate it. It is not clear whether any single-valued potentials would be obtained this way. We will therefore just quote the invariants for the remaining integrable cases of (3.3) from which the interested reader can start with the canonical transformation (3.5) or (3.7) (for each case $\alpha=2$ ):

$$
\begin{align*}
I(\beta=1)= & 4 P_{X}^{2} P_{Y}^{2}-4 P_{X} P_{Y}^{3}+P_{Y}^{4} \\
& +8 e^{Y} P_{X} P_{Y}-4 P_{Y}^{2}\left(e^{X}+e^{Y}\right)+4 e^{2 Y},  \tag{3.13}\\
I\left(\beta=\frac{2}{3}\right)= & 4 P_{X}^{6}-12 P_{X}^{5} P_{Y}+13 P_{X}^{4} P_{Y}^{2}-6 P_{X}^{3} P_{Y}^{3}+P_{X}^{2} P_{Y}^{4} \\
& -12 P_{X}^{4}\left(e^{X}+e^{Y}\right)+6 P_{X}^{3} P_{Y}\left(4 e^{X}+3 e^{Y}\right) \\
& -2 P_{X}^{2} P_{Y}^{2}\left(7 e^{X}+3 e^{Y}\right)+2 e^{X} P_{X} P_{Y}^{3} \\
& +3 P_{X}^{2}\left(4 e^{2 X}+8 e^{X+Y}+3 e^{2 Y}\right) \\
& -6 e^{X} P_{X} P_{Y}\left(2 e^{X}+3 e^{Y}\right) \\
& +e^{2 X} P_{Y}^{2}-4 e^{2 X}\left(e^{X}+3 e^{Y}\right) . \tag{3.14}
\end{align*}
$$

The canonical transformations (3.5) and (3.7) preserve integrability at any energy and therefore the above results can also be interpreted (after a rotation) as electromagnetic Hamiltonians. In addition to (3.6) and (3.8) we can obtain still other kinds of models by making the $\log (p)$ translation in only one of the coordinates, i.e., using (3.5a) or (3.5b). Thus the same integrable Toda-type Hamiltonian produces the following integrable systems (where we have rotated back to $Q=1$, and scaled):
$H_{5 a}=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)-\left(p_{x}-b p_{y}\right) e^{a x+y}-e^{b x+y}$,
$H_{5 b}=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)-\left(p_{x}-a p_{y}\right) e^{b x+y}-e^{a x+y}$,
$H_{5}=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)-\left(p_{x}-b p_{y}\right) e^{a x+y}+\left(p_{x}-a p_{y}\right) e^{b x+y}$,
$H_{7}=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)-p_{y}\left(e^{a x+y}+e^{b x+y}\right)$.
The second invariants for these systems can be obtained by applying the transformations (3.5a), (3.5b), and (3.7), respectively, on the invariants (3.10), (3.13), or (3.14) and then transforming back by (3.2), where now $X$ and $Y$ should be replaced by $u$ and $v$. The canonical transformations (3.5) and (3.7) do not change the total order of the invariant, rather they will cause factorization, as was seen in the step form (3.10) to (3.11).

## IV. HOMOGENEOUS POTENTIALS

Let us next assume that the integrable Hamiltonian (1.5) has a homogeneous $V$ potential, whose degree $M$ differs from - 2. Many such cases are known, see, e.g., Refs. 5 and 7. In the following we will only need integrability at zero energy. In polar coordinates the Hamiltonian will be

$$
\begin{equation*}
H=\frac{1}{2} p_{r}^{2}+\frac{1}{2} r^{-2} p_{\theta}^{2}+r^{M} v(\theta) \tag{4.1}
\end{equation*}
$$

If we now make the canonical transformation

$$
\begin{equation*}
r=R\left(R P_{R}\right)^{k}, \quad p_{r}=P_{R}\left(R P_{R}\right)^{-k} \tag{4.2}
\end{equation*}
$$

$\theta$ and $p_{\theta}$ unchanged, the Hamiltonian (4.1) becomes

$$
\begin{align*}
H^{\prime}= & \left(R P_{R}\right)^{-2 k}\left\{\frac{1}{2} P_{R}^{2}+\frac{1}{2} R^{-2} p_{\theta}^{2}\right. \\
& \left.+\left(R P_{R}\right)^{k(M+2)} R^{M} v(\theta)\right\} \tag{4.3}
\end{align*}
$$

Apart from the overall factor this will be of the form (1.4) (in
polar coordinates) if we choose $k=1 /(M+2)$. (Here we need the assumption $M \neq-2$.) As we mentioned in the Introduction one is often interested in integrability at zero energy and then the above overall factor can be ignored. Thus at zero energy the integrability of (4.1) implies the integrability of

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)+p_{x} x V(x, y)+p_{y} y V(x, y) . \tag{4.4}
\end{equation*}
$$

Here the transformation mixes $p$ 's and $q$ 's so its effects on the invariant are interesting.

To be specific let us consider $V=-a x^{2}-b y^{2}$, which is integrable:

$$
\begin{equation*}
I=p_{x}^{2}-2 a x^{2} \tag{4.5}
\end{equation*}
$$

We now apply the transformation (4.2) with $k=\frac{1}{4}$ and obtain

$$
\begin{align*}
& K_{x}=-a x^{3}-b x y^{2}, \quad K_{y}=-a x^{2} y-b y^{3}  \tag{4.6}\\
& I=\left(x p_{x}+y p_{y}\right)^{-1 / 2}\left(p_{x}^{2}-2 a x^{2}\left(x p_{x}+y p_{y}\right)\right) \tag{4.7}
\end{align*}
$$

Now the invariant involves a square root and therefore we should actually take $I^{2}$ as the new invariant. In this way the simple polynomial invariant (4.5) becomes a rotational invariant. For this example we have also found two $\Phi$ potentials for $I=0$,

$$
\begin{equation*}
\Phi=\frac{1}{2}\left(\sqrt{a} x^{2} \pm \sqrt{b} y^{2}\right)^{2} \tag{4.8}
\end{equation*}
$$

Most of the known integrable homogeneous potentials have an invariant that is polynomial in $p$ (see Refs. 5 and 7). In such a case one can show in general ${ }^{5}$ that the invariant is of the form

$$
\begin{equation*}
I=\sum_{n=0}^{[N / 2]} \sum_{m=0}^{N-2 n} p_{x}^{m} p_{y}^{N-2 n-m} d^{m, N-2 n}(x, y), \tag{4.9}
\end{equation*}
$$

where $d^{m, s}$ is a homogeneous function of $x$ and $y$ with degree $n_{c}+\frac{1}{2} M(N-s)$, where $n_{c}$ is an integer, $0 \leqslant n_{c} \leqslant N$. When the transformation (4.2) is applied to (4.9) it gives

$$
\begin{aligned}
I= & \left(x p_{x}+y p_{y}\right)^{\left(n_{c}-N\right) /(M+2)} \\
& \times \sum_{n=0}^{[N / 21 N-2 n} \sum_{m=0}^{m} p_{x}^{m} p_{y}^{N-2 n-m}\left(x p_{x}+p_{y}\right)^{n} d^{m, N-2 n}(x, y) .
\end{aligned}
$$

From this we see that depending on the numbers $n_{c}, N$, and $M$, the invariant can have a rather bad rational dependence on the momenta. Clearly the integrability for these $K_{i}$ could not be found by using a polynomial ansatz and even for rational ones one would have needed rather high powers. Considering the simple form of the Hamiltonian (4.4) this suggests that there are still many more integrable models, with rather complicated second invariants, which are waiting to be found.

As a model whose invariant is not even rational in momenta let us consider

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)+x / y \tag{4.10}
\end{equation*}
$$

which was found integrable in Ref. 8. Let us now make the canonical transformation (4.2) using $k=\frac{1}{2}$. Since the potential is of degree zero the energy of (4.10) does not have to be zero, rather it will transform to a coupling constant, providing an example of partial coupling constant metamorphosis. ${ }^{4}$ The resulting zero-energy Hamiltonian is singular at $y=0$ and therefore, following Ref. 2, we will make a further canonical transformation $y=1 / Y, p_{y}=-Y^{2} p_{Y}$. The new
integrable (at zero energy) Fokker-Planck-type Hamiltonian is finally

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}^{2}+y^{4} p_{y}^{2}\right)+\left(-e x+x^{2} y\right) p_{x}+\left(e y-x y^{2}\right) p_{y} \tag{4.11}
\end{equation*}
$$

Even though the Hamiltonian (4.11) looks quite harmless, its second (and third) invariants can be expressed only in terms of the parabolic cylinder functions $W$ (see Ref. 8), e.g.,

$$
\begin{equation*}
I=z /(2 y)\left\{p_{y} / z W\left(\frac{1}{2} \sqrt{e}, p_{x} / z\right)+2 W^{\prime}\left(\frac{1}{2} \sqrt{e}, p_{x} / z\right)\right\}^{2} \tag{4.12}
\end{equation*}
$$

where we have denoted $z=\left(x p_{x}-y p_{y}\right)^{1 / 2}$. This invariant could still have branch-type singularities due to the square root in $z$. To avoid these we must choose for $W$ an even or odd solution ( $y_{1}$ or $y_{2}$ of Ref. 9), rather than a standard solution $W_{+}$or $W_{-}$used in Ref. 8. This will take care of the term in curly brackets, but due to the overall $z$ factor we should actually take $I^{2}$ as the invariant. Another invariant would be $I\left(y_{+}\right) / I\left(y_{-}\right)$. The question of constructing the $\Phi$ potential is left open.

If the potential also has a piece whose homogeneous degree is -2 the above transformation can still be carried out, and since $r^{-2}$ transforms like $p_{r}^{2}$ we see that this additional part of the potential will not change at all. Thus at zero energy the integrability of

$$
\begin{equation*}
H=\frac{1}{2} p_{r}^{2}+\frac{1}{2} r^{-2} p_{\theta}^{2}+r^{M} v(\theta)+r^{-2} w(\theta) \tag{4.13}
\end{equation*}
$$

implies the integrability of

$$
\begin{equation*}
H=\frac{1}{2} p_{r}^{2}+\frac{1}{2} r^{-2} p_{\theta}^{2}+\left(r p_{r}\right) r^{M} v(\theta)+r^{-2} w(\theta) \tag{4.14}
\end{equation*}
$$

Even though these Hamiltonians are only integrable for zero energy the system can be relevant for the motion of real particles if the $w$ potential is negative enough to bind the motion.

Models with $r^{-2}$-type additional pieces were discussed in Ref. 10, where they were used to construct higher-dimensional integrable theories. It was found that the additional term is usually $x^{-2}$ or $y^{-2}$ and in rare cases $\alpha x^{-2}+\beta y^{-2}$. Reference 10 contains a table where the known potentials and invariants are given.

## V. QUARTIC POTENTIALS

In this section we assume that the potential is quartic, i.e., that

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)+a x^{4}+b x^{2} y^{2}+c y^{4} \tag{5.1}
\end{equation*}
$$

is integrable. Let us make the point transformation

$$
\begin{equation*}
x=\sqrt{X}, \quad p_{x}=2 \sqrt{X} P_{X}, \quad y=\sqrt{Y}, \quad p_{y}=2 \sqrt{Y} P_{Y} \tag{5.2}
\end{equation*}
$$

and follow it by the $p \leftrightarrow q$ reflection

$$
\begin{equation*}
X=-p_{u}, \quad P_{X}=u, \quad Y=-p_{v}, \quad P_{Y}=v \tag{5.3}
\end{equation*}
$$

The resulting Hamiltonian is of the Fokker-Planck form with nondiagonal $Q$ :

$$
\begin{equation*}
H^{\prime}=a p_{u}^{2}+b p_{u} p_{v}+c p_{v}^{2}-2 u^{2} p_{u}-2 v^{2} p_{v} \tag{5.4}
\end{equation*}
$$

Due to the simple form of $K_{u}$ and $K_{v}$ we can immediately construct two different $\Phi$ 's for (5.4), just as was done in Sec. III:

$$
\begin{equation*}
\Phi=2 /(3 a) u^{3}, \quad \Phi=2 /(3 c) v^{3} \tag{5.5}
\end{equation*}
$$

Again two potentials can be constructed for any value of $a, b$, and $c$, but the system is known to be integrable only for six ratios $a: b: c$. In this case the $\Phi$ 's are not bounded from below, and furthermore $Q$ is not positive definite for any of the integrable systems.

Let us now apply this to the specific example of

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)+x^{4} / 6+x^{2} y^{2}+y^{4} / 6 \tag{5.6}
\end{equation*}
$$

whose second invariant is [case (4)3' in Ref. 5]

$$
\begin{equation*}
I=p_{x} p_{y}+2 / 3 x y\left(x^{2}+y^{2}\right) \tag{5.7}
\end{equation*}
$$

After the transformations (5.2) and (5.3) the Hamiltonian and the invariant become

$$
\begin{align*}
& H^{\prime}=\frac{1}{6}\left(p_{x}^{2}+p_{y}^{2}\right)+p_{x} p_{y}-2 x^{2} p_{x}-2 y^{2} p_{y}  \tag{5.8}\\
& I^{\prime}=\left(p_{x} p_{y}\right)^{1 / 2}\left(p_{x}+p_{y}-6 x y\right) 2 / 3 \tag{5.9}
\end{align*}
$$

However, this invariant is not acceptable as it involves a square root. Thus we must take $I^{\prime 2}$ as the new polynomial invariant. In principle there could also be the possibility that $p_{x} p_{y}$ is a square of something on the affine manifold $H=0$, but in the present case one can show explicitly that this does not work.

In general a rotation of type $(\alpha \delta-\beta \tau \neq 0)$

$$
\begin{aligned}
& u=\alpha x+\beta y, \quad p_{u}=\left(\delta p_{x}-\tau p_{y}\right) /(\alpha \delta-\beta \tau) \\
& v=\tau x+\delta y, \quad p_{v}=\left(-\beta p_{x}+\alpha p_{y}\right) /(\alpha \delta-\beta \tau)
\end{aligned}
$$

will put the Hamiltonian (5.4) into the form (1.5). We fix this final rotation by requiring that $K_{x}$ has no $y^{2}$ part. This defines the parameter values up to an overall factor, which we choose for convenience only. For the Hamiltonian (5.8) we take

$$
\alpha=-\tau=i(3 \sqrt{2})^{-1 / 3}, \quad \beta=\delta=-\left(\frac{2}{3}\right)^{1 / 3}
$$

and these yield finally a Fokker-Planck-type Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)+4 x y p_{x}+\left(-x^{2}+2 y^{2}\right) p_{y} \tag{5.10}
\end{equation*}
$$

and the invariant

$$
\begin{equation*}
I=\left(2 p_{x}^{2}+p_{y}^{2}\right)\left(p_{y}+2 x^{2}+4 y^{2}\right)^{2} \tag{5.11}
\end{equation*}
$$

Thus starting from a rather trivial integrable model (5.6) with an invariant (5.7) quadratic in $p$ we have obtained through a sequence of canonical transformations the above integrable Fokker-Planck-type model with a fourth-order invariant. The order of the invariant had to doubled to eliminate the square roots.

The above computations can be carried out also for the two other integrable models of type (5.6) [cases (4)4 and (4)5 of Ref. 5]. The results are

$$
\begin{align*}
& K_{x}=x(i 3 \sqrt{5} x+4 y), \quad K_{y}=5 x^{2}+2 y^{2},  \tag{5.12}\\
& I=\left(2 p_{x}-i \sqrt{5} p_{y}\right)\left(p_{x}-i \sqrt{5} p_{y}\right)^{2}\left(p_{x}+5 x(i \sqrt{5} x+2 y)^{2}\right) \tag{5.13}
\end{align*}
$$

and

$$
\begin{align*}
K_{x}= & x(i 7 x+2 y), \quad K_{y}=10 x^{2}+y^{2}  \tag{5.14}\\
I= & \left(p_{x}-i 5 p_{y}\right)^{2}\left[p_{x}^{2}-i 2 p_{x} p_{y}-p_{y}^{2}\right. \\
& +4\left(i 5 x^{2}+2 x y-i 2 y^{2}\right) p_{x} \\
& \left.-4\left(2 x^{2}-i 8 x y+y^{2}\right) p_{y}-4(i 2 x+y)^{4}\right] . \tag{5.15}
\end{align*}
$$

Note that the second invariants (5.11) and (5.13) factorize completely over the ring of polynomials of $x$ and $y$. This gives us a straightforward method of obtaining $\Phi$ potentials for $I=0$ : For each linear (in $p$ ) factor of $I$ in (5.11) and (5.13) we can solve for $p_{x}$ and $p_{y}$ at $H=0$ without square roots and then a simple integration produces a polynomial $\Phi$. Our results are

$$
\begin{align*}
& \Phi=\frac{1}{3}( \pm i \sqrt{2 x}-2 y)^{3}  \tag{5.16}\\
& \quad \text { or }-\frac{1}{3}( \pm i \sqrt{2 x}-2 y)^{2}( \pm i \sqrt{2 x}+y), \\
& \Phi=\frac{2}{3}(i \sqrt{5 x}+2 y)^{3} \text { or } \frac{1}{3}(i \sqrt{5 x}+y)^{3} \\
& \quad \text { or }-\frac{5}{3}(i \sqrt{5 x}+3 y), \tag{5.17}
\end{align*}
$$

for (5.11) and (5.13), respectively. From (5.15) only one linear factor can be extracted, although from (5.5) we know that there are two polynomial potentials

$$
\begin{equation*}
\Phi=\frac{1}{36}(i 5 x+y)^{3} \text { and } \frac{(2}{y}(i 2 x+y)^{3} . \tag{5.18}
\end{equation*}
$$

We have not searched for the remaining potentials corresponding to the second factor of (5.15).

All of the potentials above are complex and the imaginary unit is always associated with the $x$ coordinate. It might therefore be appropriate to scale the systems (5.16), (5.17), and (5.18) by $x=i k X, p_{x}=-i P_{X} / k$, with $k=\sqrt{2}, 1 / \sqrt{5}, 1$, respectively. In this way one obtains hyperbolic systems, whose invariants and potentials are all real and have integer coefficients.

## VI. CONCLUSIONS

In the results above we have illustrated the fact that one can obtain many new integrable models using suitable transformations on old ones. This is quite economical and should always be tried when one applies the concepts of integrability in a new situation. Several transformations, canonical or noncanonical, have been applied previously in Ref. 4 to relate the Holt and Henon-Heiles Hamiltonians, and in Ref. 10 to generalize to any dimension some models that were previously found integrable in two dimensions. Some of the resulting Hamiltonian systems above were integrable only for zero energy, but that is sufficient for Fokker-Planck models, and sometimes for other systems as well. In other cases integrability at any energy was retained, which permits further applications, e.g., describing the motion of a particle moving subject to velocity-dependent forces.
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An interrelationship between various representations of the inverse scattering transformation is established by examining eigenfunctions of Lax-pair operators of the sine-Gordon equation and the modified Korteweg-de Vries equation. In particular, it is shown explicitly that there exist Lax-pair operators for the squared-sum and squared-difference eigenfunctions of the Ablowitz-Kaup-Newell-Segur inverse scattering transformation.

## I. INTRODUCTION

In a series of analyses of the inverse scattering transformation for typical nonlinear evolution equations, ${ }^{1,2}$ we have shown that the Lax-pair operators $L$ and $A$ constructed by the Chen-Lee-Liu algorithm ${ }^{3}$ are nothing but the Lax-pair operators for the squared eigenfunctions of the Ablowitz-Kaup-Newell-Segur scheme (in short the AKNS scheme). Although the eigenvalue problem for the squared eigenfunctions has been studied in the literature to prove the closure and orthogonality properties of the squared eigenfunctions, ${ }^{4,5}$ it was not shown before our studies that the squared eigenfunctions possess their own Lax-pair operators $L$ and A.

Recently, we have derived alternative Lax-pair operators for the sine-Gordon equation, ${ }^{6}$ which stands for the squared-sum eigenfunctions of the AKNS scheme. Here, first, we are going to present another set of Lax-pair operators for the sine-Gordon equation in the second section. We notice that this new set of Lax-pair operators stand for the squared-difference eigenfunctions of the celebrated AKNS scheme.

Turning to the modified Korteweg-de Vries equation, we have shown that the Chen-Lee-Liu algorithm gives rise to the Lax-pair operators for the squared sum eigenfunction of the modified Korteweg-de Vries equation. Thus, we are led to examine the Lax-pair operator for the squared-difference eigenfunction of the modified Korteweg-de Vries in the third section.

## II. LAX-PAIR OPERATORS OF THE SINE-GORDON EQUATION

For the sine-Gordon equation in light-cone coordinates

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t \partial x} \theta=\sin \theta \tag{1}
\end{equation*}
$$

following the Chen-Lee-Liu algorithm, we take an infinitesimal transformation

$$
\begin{equation*}
\theta \rightarrow \theta+\epsilon \phi, \tag{2}
\end{equation*}
$$

and linearize the given nonlinear evolution equation, which yields

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t \partial x} \phi=\cos \theta \phi \tag{3}
\end{equation*}
$$

Defining a function $\Phi$ by

$$
\begin{equation*}
\Phi=\frac{\partial}{\partial x} \phi, \tag{4}
\end{equation*}
$$

we can express Eq. (3) in the form

$$
\begin{equation*}
\frac{\partial}{\partial t} \Phi=A_{(-)} \Phi \tag{5}
\end{equation*}
$$

where the temporal evolution operator is defined by

$$
\begin{equation*}
\mathbf{A}_{(-)}=\cos \theta \int_{-\infty}^{x} d y \tag{6}
\end{equation*}
$$

Since it will be shown later that Eq. (5) stands for the squared-difference eigenfunctions of the AKNS scheme, we attached the subscript ( - ) for the operator defined by Eq. (6).

Corresponding to this operator $\mathbf{A}_{(-1}$, we can construct an eigenvalue operator $\mathbf{L}_{(-)}$along the line suggested by the Chen-Lee-Liu algorithm, but skipping a step of deriving conserved densities. Assuming the operator $\mathbf{L}_{(-)}$in the form of

$$
\begin{equation*}
\mathbf{L}_{(-1}=\frac{\partial^{2}}{\partial x^{2}}+a \tag{7}
\end{equation*}
$$

where $a$ is at most of order $\theta^{2}$, we proceed to determine $\mathbf{L}_{1-1}$ on the basis of perturbational considerations. We express

$$
\begin{align*}
& \theta^{(1)}=\sum \theta_{m}^{(1)} \exp \left(\frac{t}{m}+m x\right),  \tag{8}\\
& \Phi^{(0)}=\sum \Phi_{k}^{(0)} \exp \left(\frac{t}{k}+k x\right) . \tag{9}
\end{align*}
$$

Then, up to the second order in $\theta$, we can decompose the operators $\mathbf{L}_{(-)}$and $\mathbf{A}_{(-)}$according to

$$
\begin{align*}
& \mathbf{L}_{(-)}^{(0)}=\frac{\partial^{2}}{\partial x^{2}}, \quad \mathbf{L}_{(-)}^{(2)}=a^{(2)}  \tag{10a}\\
& \mathbf{A}_{(-)}^{(0)}=\int_{-x}^{x} d y, \quad \mathbf{A}_{(-)}^{(2)}=-\frac{\theta^{2}}{2} \int_{-\infty}^{x} d y . \tag{10b}
\end{align*}
$$

A second-order expansion of the compatibility operator equation,

$$
\begin{equation*}
\frac{\partial}{\partial t} L_{(-)}^{(2)}=\left[A_{-}^{(0)}, L_{(-)}^{(2)}\right]+\left[A_{(-)}^{(2)}, L_{(-)}^{(0)}\right] \tag{11}
\end{equation*}
$$

gives rise to
$(a \Phi)_{k, l, m}^{(2)}=\sum_{l, m}\left\{l m+\frac{1}{2} l m\left(\frac{m}{l+k}+\frac{k}{k+m}\right)\right\} \theta_{l}^{(1)} \theta_{m}^{(1)} \Phi_{k}^{(0)}$.
Hence, taking the inverse Fourier transformation, we get

$$
\begin{equation*}
L_{(-)}^{(2)}=\theta_{x}^{2}+\theta_{x x} \int_{-\infty}^{x} d y \theta_{y} \tag{13}
\end{equation*}
$$

where the suffix $x$ denotes a partial differentiation with respect to $x$. It is straightforward to confirm that the eigenvalue equation

$$
\begin{equation*}
\mathbf{L}_{(-)} \Phi=\lambda_{1-1} \Phi \tag{14a}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{L}_{(-)}=\frac{\partial^{2}}{\partial x^{2}}+\theta_{x}^{2}+\theta_{x x} \int_{-\infty}^{x} d y \theta_{y} \tag{14b}
\end{equation*}
$$

and the temporal evolution equation (5) form the Lax-pair operator equations for the sine-Gordon equation (1).

Furthermore, we can explicitly show that the eigenfunction $\Phi$ and the eigenvalue $\lambda_{1-1}$ of Eq. (14a) are expressed as

$$
\begin{equation*}
\Phi=v_{1}^{2}-v_{2}^{2}, \quad \lambda_{(-1}=-4 \zeta^{2} \tag{15}
\end{equation*}
$$

in terms of the eigenfunctions $v_{1}, v_{2}$, and the eigenvalue $\zeta$ of the AKNS scheme,

$$
\begin{align*}
& \mathscr{L}\binom{v_{1}}{v_{2}}=-i \zeta\binom{v_{1}}{v_{2}}  \tag{16a}\\
& \frac{\partial}{\partial t}\binom{v_{1}}{v_{2}}=\mathscr{A}\binom{v_{1}}{v_{2}} \tag{16~b}
\end{align*}
$$

with the definition of

$$
\begin{align*}
& \mathscr{L}=\left(\begin{array}{cc}
\frac{\partial}{\partial x} & \frac{1}{2} \theta_{x} \\
-\frac{1}{2} \theta_{x} & \frac{\partial}{\partial x}
\end{array}\right),  \tag{17a}\\
& \mathscr{A}=\frac{i}{4 \zeta}\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
\sin \theta & \cos \theta
\end{array}\right) . \tag{17b}
\end{align*}
$$

That is to say, the Lax-pair operators $\mathbf{L}_{(-)}$and $\mathbf{A}_{(-)}$stand for the squared-difference eigenfunction $\Phi$ of the AKNS scheme.

We have shown ${ }^{2}$ that the squared-sum eigenfunction $\Psi$ defined as

$$
\begin{equation*}
\Psi=v_{1}^{2}+v_{2}^{2} \tag{18}
\end{equation*}
$$

possesses the Lax-pair operators $\mathbf{L}_{(+)}$and $\mathbf{A}_{(+)}$defined by

$$
\begin{align*}
& \mathbf{L}_{(+)} \Psi=\lambda_{(+1} \Psi  \tag{19a}\\
& \mathbf{L}_{(+1}=\frac{\partial^{2}}{\partial x^{2}}+\theta_{x} \int_{-\infty}^{x} d y \theta_{y} \frac{\partial}{\partial y} \tag{19b}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\partial}{\partial t} \Psi=\mathbf{A}_{(+1} \Psi  \tag{20a}\\
& \mathbf{A}_{(+1}=\int_{-\infty}^{\mathrm{x}} d y \cos \theta
\end{align*}
$$

It is worthwhile to remark that Eqs. (20a) and (20b) are adjoint equations of Eqs. (5) and (6).

## III. ALTERNATIVE LAX-PAIR OPERATORS OF THE MODIFIED KORTEWEG-DE VRIES EQUATION

Having found that the squared-difference eigenfunction has its own Lax-pair operators for the sine-Gordon equation, we turn to examine a case of the modified Korteweg-de Vries equation,

$$
\begin{equation*}
\frac{\partial}{\partial t} q+6 q^{2} \frac{\partial}{\partial x} q+\frac{\partial^{3}}{\partial x^{3}} q=0 \tag{21}
\end{equation*}
$$

for which the Lax-pair operators in the AKNS scheme are defined as

$$
\begin{align*}
& \mathscr{L}\binom{v_{1}}{v_{2}}=i \zeta\binom{v_{1}}{v_{2}},  \tag{22a}\\
& \mathscr{L}=\left(\begin{array}{cc}
-\frac{\partial}{\partial x}, & q \\
q, & +\frac{\partial}{\partial x}
\end{array}\right) \tag{22b}
\end{align*}
$$

and

$$
\frac{\partial}{\partial t}\binom{v_{1}}{v_{2}}=\mathscr{A}\binom{v_{1}}{v_{2}}=\left(\begin{array}{cc}
A & B  \tag{23a}\\
C & -A
\end{array}\right)\binom{v_{1}}{v_{2}},
$$

with

$$
\begin{align*}
& A=-i \zeta^{3}+2 i q^{2} \zeta  \tag{23b}\\
& B=49 \zeta^{2}+2 i q_{x} \zeta-2 q^{3}-q_{x x}  \tag{23c}\\
& C=-49 \zeta^{2}+2 i q_{x} \zeta+2 q^{3}+q_{x x} \tag{23d}
\end{align*}
$$

Following the Chen-Lee-Liu algorithm, we have shown that Eq. (21) possesses the Lax-pair operators $\mathbf{L}_{(+)}$and $\mathbf{A}_{(+)}$ defined as

$$
\begin{align*}
& \mathbf{L}_{1+1} \Psi=\lambda_{1+1} \Psi  \tag{24a}\\
& \frac{\partial}{\partial t} \Psi=\mathbf{A}_{(+1} \Psi \tag{24b}
\end{align*}
$$

with

$$
\begin{equation*}
\mathbf{L}_{(+1}=\frac{\partial^{2}}{\partial x^{2}}+4 q \int_{-\infty}^{x} d y q \frac{\partial}{\partial y} \tag{25a}
\end{equation*}
$$

$$
\begin{equation*}
A_{(+1}=-6 q^{2} \frac{\partial}{\partial x}-\frac{\partial^{3}}{\partial x^{3}} \tag{25b}
\end{equation*}
$$

The eigenfunction $\Psi$ and the eigenvalue $\lambda_{(+)}$are expressed in terms of the eigenfunction and eigenvalue of the AKNS scheme by

$$
\begin{equation*}
\Psi=v_{1}^{2}+v_{2}^{2}, \quad \lambda_{(+1}=-4 \zeta^{2} \tag{26}
\end{equation*}
$$

namely, the eigenfunction $\Psi$ is the squared-sum eigenfunction of the AKNS scheme.

Referring to the case of the sine-Gordon equation, we construct the eigenvalue problem for the squared-difference eigenfunction

$$
\begin{equation*}
\Phi=v_{1}^{2}-v_{2}^{2} \tag{27}
\end{equation*}
$$

Briefly, we obtain

$$
\begin{equation*}
\mathbf{L}_{(-)} \Phi=\lambda_{(-)} \Phi \tag{28a}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{L}_{(-)}=\frac{\partial^{2}}{\partial x^{2}}+4 q^{2}+4 q_{x} \int_{-\infty}^{x} d y q, \quad \lambda_{(-)}=4 \zeta^{2} \tag{28b}
\end{equation*}
$$

The corresponding temporal evolution is constructed from Eqs. (22) and (23) by

$$
\begin{equation*}
\frac{\partial}{\partial t} \Phi=\mathbf{A}_{(-)} \Phi \tag{29a}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{A}_{(-)}=-\frac{\partial^{3}}{\partial x^{3}}-6 q^{2} \frac{\partial}{\partial x}-12 q q_{x} \tag{29b}
\end{equation*}
$$

Here, it should be observed that Eq. (29b) is nothing but a straightforward linearization of the modified Korteweg-de Vries equation.

## IV. CONCLUDING DISCUSSION

In a series of analyses of structure of Lax-pair operators, we have shown that, at least within the scheme of the Ablowitz-Kaup-Newell-Segur inverse scattering transformation, the squared-sum and the squared-difference eigenfunctions possess their own Lax-pair operators. In particular, the temporal evolution operators of the squared-sum or the squared-difference eigenfunctions are identified by taking an infinitesinal transformation of the given nonlinear evolution equations. Accordingly, we have established an interrelationship between the Chen-Lee-Liu algorithm and the Ablowitz-Kaup-Newell-Segur scheme.

However, our preliminary analysis of the inverse scattering transformation scheme of Wadati-Konno-Ichikawa ${ }^{7}$ has failed to yield Lax-pair operators for their squared eigenfunctions. Hence, we conjecture that the Chen-Lee-Liu algorithm is not able to construct Lax-pair operators for those highly nonlinear evolution equations which are shown to be integrable by the Wadati-Konno-Ichikawa inverse scattering transformation. This is not surprising, because the Chen-Lee-Liu algorithm is based on perturbational analysis of nonlinear mode-mode coupling in constructing consistent eigenvalue operators.
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#### Abstract

The reduced wave equation $\Delta u+k^{2} n^{2}(x) u=0$ is treated where $n(x)$ fluctuates about unity in a compact domain $D$, and is equal to unity in the region exterior to $D$. In the Rytov approximation the total field $u(x)$ generated by an incident field $u^{i}(x)$ has the form $u(x) \sim u^{i}(x) \exp \phi(x)$ where $\phi(x) u^{i}(x)=(1 / 4 \pi) \int_{D}\left(e^{i k|x-y|} /|x-y|\right) k^{2}\left(n^{2}-1\right) u^{i}(y) d \tau_{y}$. It is shown that under suitable conditions on $n(x)$ and restrictions on $u^{i}(x)$, the approximation is a leading term of a convergent expansion holding for all $x$ in $D$. This is in contrast to previous theory, which treated the Rytov approximation as an asymptotic expansion valid in the forward-scattered direction.


## I. INTRODUCTION

The starting point for the analysis is the reduced wave equation

$$
\begin{equation*}
\Delta u+k^{2} n^{2}(x) u=0, \quad x \in R^{3} \tag{1}
\end{equation*}
$$

where the associated time dependence $e^{-i \omega t}$ of the quantities is suppressed. The index of refraction $n(x)$, a real bounded function, will be taken to be unity exterior to a simply connected bounded region $D$. The region $D$ contains the scattering object.

The total field $u(x)$ consists of the sum of an incident wave $u^{i}(x)$ and a scattered wave $u^{s}(x)$,

$$
\begin{equation*}
u(x)=u^{i}(x)+u^{s}(x) \tag{2}
\end{equation*}
$$

The incident field is produced by sources exterior to $D$, and therefore satisfies the nonhomogeneous equation

$$
\Delta u^{i}+k^{2} u^{i}=\rho(x)
$$

where the source term $\rho(x)$ vanishes in $\bar{D}$. For the case of plane wave incidence, $\rho(x)$ vanishes everywhere. The scattered field $u^{s}(x)$ satisfies the radiation condition for $|x|=r \rightarrow \infty$,

$$
\lim _{r \rightarrow \infty}\left(\frac{\partial u^{s}}{\partial r}-i k u^{s}\right)=0
$$

The Rytov approximation ${ }^{1,2}$ is obtained in the following manner. The total field is decomposed in terms of a complex amplitude term and a complex phase,

$$
\begin{equation*}
u=u^{i}+u^{s}=\psi e^{\phi}, \quad \text { where } \quad \psi=u^{i} \tag{3}
\end{equation*}
$$

Upon insertion of $\psi e^{\phi}$ into Eq. (1), the following equation is obtained ${ }^{3}$ for $\phi$ :

$$
\begin{equation*}
\left(\Delta+k^{2}\right)(\psi \phi)=-\left[\nabla \phi \cdot \nabla \phi+k^{2}\left(n^{2}-1\right)\right] \psi \tag{4}
\end{equation*}
$$

This holds everywhere in $R^{3}$ except where the source term $\rho(x)$ is present. The Rytov approximation is given by neglecting the first term on the right-hand side of Eq. (4), yielding

$$
\left(\Delta+k^{2}\right)(\psi \phi) \sim-k^{2}\left(n^{2}-1\right) \psi
$$

and then taking as the solution

$$
\begin{equation*}
\phi(x) \sim \frac{k^{2}}{4 \pi} \int_{D} \frac{e^{i k|x-y|}}{|x-y|}\left[n^{2}(y)-1\right] \frac{u^{i}(y)}{u^{i}(x)} d \tau_{y} \tag{5}
\end{equation*}
$$

A formal "asymptotic" expansion is often presented by just formally iterating Eq. (4), starting with relation (5) as the leading term. It is justified by assuming that $|\nabla \phi|<2 \pi / \lambda$
and $|n-1|<1$. However, there have been questions on the validity of the expansion. It has been argued that the domain of validity is no greater than the domain specified by the Born approximation.

For comparison the Born approximation is given as follows. The scattering problem is formulated in terms of the well-known integral equation for $u^{s}(x)$,

$$
\begin{equation*}
u^{s}(x)=u_{\mathrm{B}}^{s}(x)+k^{2} \int_{D} G_{0}(x, y)\left[n^{2}(y)-1\right] u^{s}(y) d \tau_{y} \tag{6}
\end{equation*}
$$

where $G_{0}(x, y)$ is the Green's function

$$
\begin{equation*}
G_{0}(x, y)=(1 / 4 \pi)\left(e^{i k|x-y|} /|x-y|\right) \tag{7}
\end{equation*}
$$

and $u_{\mathrm{B}}^{5}(x)$ is given by

$$
\begin{equation*}
u_{\mathrm{B}}^{s}(x)=k^{2} \int G_{0}(x, y)\left[n^{2}(y)-1\right] u^{i}(y) d \tau_{y} \tag{8}
\end{equation*}
$$

If the norm of the operator in Eq. (6) is less than unity,

$$
\begin{equation*}
\sup _{u} \frac{\left\|S_{D} G_{0}(x, y) k^{2}\left[n^{2}(y)-1\right] u(y) d \tau_{y}\right\|}{\|u\|}<1 \tag{9}
\end{equation*}
$$

where the uniform norm $\|u\|=\underset{x \in D}{\operatorname{Max}}|u(x)|$ is taken, then the integral equation (6) can be solved by iteration (Neumann series), with convergence in the sense of uniform convergence. If the quantity on the left-hand side of inequality (9) is much less than unity, then the solution is given by the Born approximation $u^{s}(x) \sim u_{\mathrm{B}}^{s}(x)$.

As opposed to the Born approximation, which has a rigorous mathematical justification, there is no rigorous justification of the Rytov approximation. What analysis there is, is asymptotic in nature. ${ }^{4,5}$ However Brown ${ }^{4}$ does not indicate that the usual assumptions $|\nabla \phi|<2 \pi / \lambda,|n-1|<1$, are not sufficient.

The question as to the validity of the Rytov expansion has become important recently, since both the Born and Rytov approximations have become tools for the theory of diffraction tomography. ${ }^{6-8}$ Both approximations yield a linearized version of the reduced wave equation, which provide models that are used in the reconstruction process to obtain $n(x)$ from measured data.

In this paper, the Rytov approximation is examined in detail. In order to get sharper results and better insights the one-dimensional case will be treated first. This will be followed by a treatment of the much more complicated three-
dimensional case. Finally a comparison is given between the domains of validity of the Rytov and Born approximations.

## II. ONE-DIMENSIONAL CASE

The one-dimensional case will be investigated in detail here since better estimates can be made for the conditions under which the Rytov approximation is the leading term of a convergent expansion.

The region $D$ will be taken to be the interval $0<x<l$. The incident wave will be a plane wave propagating in the direction of the positive $x$ axis,

$$
\begin{equation*}
u^{i}=\psi=e^{i k x} . \tag{10}
\end{equation*}
$$

For $x \leq 0$, the scattered wave is just the reflected wave

$$
\begin{equation*}
u^{s}=R e^{-i k x}, \quad x \leqslant 0 \tag{11}
\end{equation*}
$$

For $x \geq l$, the total field is just the transmitted wave

$$
u=T e^{i k x}
$$

In the one-dimensional case, Eq. (4) takes the form

$$
\begin{align*}
& \left(\frac{d^{2}}{d x^{2}}+k^{2}\right) \psi \phi=-\psi\left[\left(\frac{d \phi}{d x}\right)^{2}+k^{2}\left(n^{2}-1\right)\right] \\
& \quad 0<x<l \tag{12}
\end{align*}
$$

From Eqs. (10) and (11) it can be shown that

$$
\phi^{\prime}(0) \exp \phi(0)=-2 i k R, \quad \exp \phi(0)=1+R,
$$

yielding the boundary condition at $x=0$,

$$
\phi^{\prime}(0)=2 i k(\exp [-\phi(0)]-1) .
$$

In a similar manner it can be shown that

$$
\phi^{\prime}(l)=0 .
$$

Using the Green's function

$$
\begin{equation*}
g(x, y)=(i / 2 k) \exp i k|x-y|, \tag{13}
\end{equation*}
$$

Eq. (12) can be placed in the form

$$
\begin{align*}
\phi(x)= & \int_{0}^{l} g(x, y) e^{i k(y-x)}\left[\left(\frac{d \phi}{d y}\right)^{2}+k^{2}\left(n^{2}(y)-1\right)\right] d y \\
& +\phi(0)+e^{-\phi(0)}-1 \tag{14}
\end{align*}
$$

Differentiate with respect to $x$ and set

$$
\begin{equation*}
\frac{d \phi}{d x}=v(x) \tag{15}
\end{equation*}
$$

The resulting equation is a quadratic integral equation involving the single unknown $v(x)$,

$$
\begin{equation*}
v(x)=+\int_{x}^{l} e^{2 i k(y-x)}\left[v^{2}(y)+k^{2}\left(n^{2}(y)-1\right)\right] d y \tag{16}
\end{equation*}
$$

Note that $\phi(0)$ can be recovered from knowledge of $v(0)$ by

$$
\begin{equation*}
\phi(0)=-\ln [1+v(0) / 2 i k] \tag{17}
\end{equation*}
$$

Equation (16) will now be investigated. It has the general form

$$
\begin{equation*}
v=F(v) \tag{18}
\end{equation*}
$$

Define the norm

$$
\|v\|=\operatorname{Max}_{0<x<l}|v(x)|
$$

It is seen that for $v_{1}(x)$ and $v_{2}(x)$ in the ball $\|v\| \leqslant r$,

$$
\begin{equation*}
\left\|F\left(v_{1}\right)-F\left(v_{2}\right)\right\| \leqslant \theta\left\|v_{1}-v_{2}\right\|, \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta=2 l r \tag{20}
\end{equation*}
$$

Hence if $r<1 / 2 l$, the operator $F$ is a contraction mapping ${ }^{9,10}$ of the closed ball $\bar{U}(0, r)$. By known results ${ }^{9,10}$ the method of successive approximations

$$
\begin{equation*}
v^{n+1}=F\left(v^{n}\right), \quad v^{0}=0 \tag{21}
\end{equation*}
$$

will converge to a unique fixed point $v_{*}$ in the ball $\bar{U}\left(0, r_{0}\right)$ if

$$
\begin{equation*}
r \geqslant[1 /(1-\theta)]\|F(0)\| . \tag{22}
\end{equation*}
$$

Here

$$
\begin{equation*}
\|F(0)\|=\operatorname{Max}_{0<x<l}\left|\int_{x}^{l} e^{2 i k(y-x)} k^{2}\left(n^{2}(y)-1\right) d y\right| . \tag{23}
\end{equation*}
$$

Combining Eqs. (20) and (22) it can be shown that for maximum results, $r$ should be chosen so that $\theta=\frac{1}{2}$, yielding the condition

$$
\begin{equation*}
\underset{0<x<I}{\operatorname{Max}} k^{2} l\left|\int_{x}^{l} e^{2 i k y}\left[n^{2}(y)-1\right] d y\right|<\frac{1}{8} . \tag{24}
\end{equation*}
$$

Using the fact that the integral operator in Eq. (16) is Volterra one can get sharper results essentially reducing the numerical factor on the right-hand side of inequality (24). Briefly, it can be shown that the $n$th iterate of $F(v)$, namely $F^{n}(v)$, satisfies the relation

$$
\left\|F^{n}\left(v_{1}\right)-F^{n}\left(v_{2}\right)\right\| \leqslant\left[(2 r l)^{n} / n!\right]\left\|v_{1}-v_{2}\right\|
$$

for $v_{1}, v_{2}$ in the ball $\bar{U}(0, r)$. From Theorem 12.5 of Rall, ${ }^{9}$ it can be deduced that the method of successive approximations (21) converges to a unique fixed point in the ball $\bar{U}\left(0, r_{0}\right)$ if

$$
2 r l \geqslant e^{2 r l} 2 l\|F(0)\|=2 r_{0} l
$$

This is satisfied by taking $2 r l=1$, and $2 l\|F(0)\|<1 / e$. This yields the condition

$$
\underset{0<x<l}{\operatorname{Max}} k^{2} l\left|\int_{x}^{l} e^{2 i k y}\left[n^{2}(y)-1\right] d y\right|<\frac{1}{2 e} .
$$

[Note, for comparison, Newton's iterative scheme starting from $v^{0}=0$ can be shown to converge for slightly less restrictive conditions, namely with the right-hand side of inequality (24) replaced by $\frac{1}{4}$.] However, of main interest is the form of the quantity on the left-hand side in equality (24) or (24').

The corresponding condition for the Born approximation is
$\sup _{u} \frac{\left\|(k / 2) \int_{0}^{l} \exp \left[i k\left(x_{<}-x_{>}\right)\right]\left(n^{2}(y)-1\right) u(y) d y\right\|}{\|u\|}<1$,
which yields the more useful sufficient (but not necessary) condition

$$
\begin{equation*}
k l \int_{0}^{l} \frac{\left|n^{2}-1\right|}{l} d y<2 \tag{25b}
\end{equation*}
$$

A comparison of the Rytov condition (24) and Born conditions (25a) and (25b) will be detailed in a later section.

Summing up, the expression for the complex phase term $\phi(x)$ corresponding to the $n$th iterate of Eq. (16) is

$$
\begin{align*}
\phi^{n}(x)= & \phi^{0}(x)+\int_{0}^{l} g(x, y) e^{i k(y-x)}\left[v^{n}(y)\right]^{2} d y \\
& +\alpha^{n}(0) \tag{26}
\end{align*}
$$

where

$$
\begin{aligned}
& \alpha^{n}(0)=-\ln \left[1+v^{n}(0) / 2 i k\right]+v^{n}(0) / 2 i k \\
& \phi^{0}(x)=\int_{0}^{l} g(x, y) e^{i k(y-x)} k^{2}\left[n^{2}(y)-1\right] d y
\end{aligned}
$$

It is interesting to note that the corresponding value of the reflection coefficient is given by

$$
\begin{equation*}
1+R=-\left[1+v^{n}(0) / 2 i k\right]^{-1} \tag{27}
\end{equation*}
$$

## III. RYTOV APPROXIMATION IN $R^{3}$

The boundary $S$ of the bounded connected open region $D$ will be taken to be a smooth surface. It will be assumed that $S$ is at least $C^{2}$, although this could be made less restrictive. ${ }^{11}$

The incident field $\psi$ will be restricted by requiring that $|\psi(x)|>$ const $>0$ for all $x$ in $\bar{D}$. Since the region $\bar{D}$ is assumed source-free, both $\psi(x)$ and $1 / \psi(x)$ will be $C^{\infty}(D)$. Physically the restriction that $|\psi(x)|$ be bounded away from zero implies that there must be no nulls in the radiation pattern in the direction of the region $\bar{D}$, such as would be produced by a dipole or higher multiple type source.

For a point $x$ in $D$, Eq. (4) can be transferred to the integral representation

$$
\begin{align*}
\psi(x) \phi(x)= & \int_{D} G_{0}(x, y)\left[\nabla \phi \cdot \nabla \phi+k^{2}\left(n^{2}-1\right)\right] \psi(y) d \tau_{y} \\
& +\int_{S}\left[G_{0}(x, y) \frac{\partial}{\partial n_{y}}(\psi(y) \phi(y))\right. \\
& \left.-\psi(y) \phi(y) \frac{\partial}{\partial n_{y}} G_{0}(x, y)\right] d \sigma_{y} \tag{28}
\end{align*}
$$

where $\partial / \partial n$ is the outward normal derivative and $d \sigma$ is the element of the surface area.

Equation (28) cannot be used by itself to solve for $\phi$. Unlike the one-dimensional case the boundary terms will not disappear. The equation must be modified to take into account the behavior of $\phi$ in the region exterior to $\bar{D}$ and especially the behavior for $|x| \rightarrow \infty$. Here we use the fact that the scattered field $u^{s}(x)$, given by

$$
\begin{equation*}
u^{5}(x)=\psi\left(e^{\phi}-1\right) \tag{29}
\end{equation*}
$$

satisfies the Helmholtz equation in the region exterior to $\bar{D}$

$$
\Delta u^{s}+k^{2} u^{s}=0, \quad x \in R^{3} \backslash \bar{D}
$$

and satisfies the radiation condition for $|x| \rightarrow \infty$. Using this result and Green's theorem for the exterior region one has

$$
\begin{gather*}
\int_{S}\left[G_{0}(x, y) \frac{\partial u^{s}(y)}{\partial n_{y}}-u^{s}(y) \frac{\partial G_{0}(x, y)}{\partial n_{y}}\right] d \sigma_{y} \\
=\left\{\begin{array}{lll}
-u^{s}(x), & \text { for } & x \in R^{3} \backslash \bar{D} \\
0, & \text { for } & x \in D
\end{array}\right. \tag{30}
\end{gather*}
$$

Thus combining Eqs. (28) and (30), and using relation (29) the following can be obtained for $x \in D$ :

$$
\begin{align*}
\phi(x)= & \frac{1}{\psi(x)}\left\{\mathscr{K}\left(\left[\nabla \phi \cdot \nabla \phi+k^{2}\left(n^{2}-1\right)\right] \psi\right)\right. \\
& \left.+\mathscr{V}\left(\frac{\partial}{\partial n}[\psi \mu(\phi)]\right)-\mathscr{W}(\psi \mu(\phi))\right\}, \tag{31}
\end{align*}
$$

where

$$
\begin{equation*}
\mu(\phi)=\phi+1-e^{\phi} . \tag{32}
\end{equation*}
$$

The operators are defined as follows:

$$
\begin{align*}
& \mathscr{K}(u)=\int_{D} G_{0}(x, y) u(y) d \tau_{y},  \tag{33}\\
& \mathscr{V}(v)=\int_{S} G_{0}(x, y) v(y) d \sigma_{y},  \tag{34}\\
& \mathscr{W}(v)=\int_{S} \frac{\partial G_{0}(x, y)}{\partial n_{y}} \cdot v(y) d \sigma_{y} . \tag{35}
\end{align*}
$$

The operators $\mathscr{V}$ and $\mathscr{F}$ are, respectively, the generalized single- and double-layer potentials. The properties of all these operators will be examined later.

Equation (31) will be studied in detail. The advantage of Eq. (31) over Eq. (28) is that the boundary terms behave like $\phi^{2}$ for small $\phi$. Because the boundary terms are included, Eq. (31) will have to be considered for $x \in \bar{D}$, with the appropriate limits taken for the single- and double-layer potentials as the point $x$ approaches a point on $S$ from the interior of $D$.

Equation (31) has the general form for $x \in \bar{D}$,

$$
\begin{equation*}
\phi=F(\phi) \tag{36}
\end{equation*}
$$

It will be shown later that the method of successive approximations

$$
\begin{equation*}
\phi^{0}=0, \quad \phi^{n+1}=F\left(\phi^{n}\right) \tag{37}
\end{equation*}
$$

will converge to a unique solution under suitable restrictions on the quantity ( $n^{2}-1$ ).

It is interesting to note that the iterate $\phi^{1}$ corresponds to the Rytov approximation,

$$
\begin{equation*}
\phi^{1}(x)=[1 / \psi(x)] \mathscr{K}\left[k^{2}\left(n^{2}-1\right) \psi\right] . \tag{38}
\end{equation*}
$$

The next correction to the Rytov approximation

$$
\begin{align*}
\phi^{2}(x)= & \phi^{1}(x)+\frac{1}{\psi(x)}\left\{\mathscr{K}\left(\psi \nabla \phi^{1} \cdot \nabla \phi^{1}\right)\right. \\
& +\mathscr{V}\left(\frac{\partial}{\partial n}\left[\psi \mu\left(\phi^{1}\right)\right]\right) \\
& \left.-\mathscr{W}\left(\psi \mu\left(\phi^{1}\right)\right)\right\} \tag{39}
\end{align*}
$$

includes boundary terms.
In order to study the conditions for which the method of successive approximations (37) converges, some terminology involving Hölder continuous functions needs to be introduced.

First the uniform norm of a continuous function over a region $T$ is defined by

$$
\begin{equation*}
\|u\|_{T}=\operatorname{Max}_{x \in T}|u(x)| \tag{40}
\end{equation*}
$$

and the Hölder coefficients $U_{0 \lambda}(T)$ and $U_{1 \lambda}(T)$ are given by

$$
\begin{align*}
& |u(x)-u(y)| \leqslant U_{0 \lambda}(T)|x-y|^{\lambda}, \\
& \sup _{i=1,2,3}\left|\frac{\partial u(x) / \partial x_{i}-\partial u(y) / \partial y_{i}}{|x-y|^{\lambda}}\right| \leqslant U_{1 \lambda}(T), \tag{41}
\end{align*}
$$

where the inequalities hold for all $x, y \in T$. The Hölder exponent $\lambda$ will be taken $0<\lambda<1$.

The Banach space $C^{1, \lambda}(\bar{D})$ of Hölder differentiable functions over $\bar{D}$ has norm ${ }^{10}$

$$
\begin{equation*}
\|u\|_{C^{1, \lambda}(\bar{D})}=\|u\|_{\bar{D}}+\sum_{i=1}^{3}| | \frac{\partial u}{\partial x_{i}} \|_{\bar{D}}+U_{\mathrm{L}}(\bar{D}) \tag{42}
\end{equation*}
$$

and the Banach space $C^{0, \lambda}(\overline{\boldsymbol{D}})$ of Hölder continuous functions over $\bar{D}$ has norm

$$
\begin{equation*}
\|u\|_{\mathcal{C}^{0, \lambda}(\bar{D})}=\|u\|_{\bar{D}}+U_{0 \lambda}(\bar{D}) . \tag{43}
\end{equation*}
$$

Similar definitions are valid for the Hölder continuous functions over $S$ and the Banach spaces $C^{1, \lambda}(S)$ and $C^{0, \lambda}(S)$.

The properties of the operators can now be stated. From Miranda, ${ }^{11}$ the operator $\mathscr{K}$ maps $u \in C^{(0, \mu)}(D)$ into $C^{2}(D)$. However, the following weaker result ${ }^{12}$ is all that is needed. If $u(x)$ is bounded and integrable on $\bar{D}$ then $\mathscr{K} u$ belongs to $C^{(1, \lambda)}\left(R^{3}\right)$, hence $C^{(1, \lambda)}(\bar{D})$. Because of the restrictions imposed on the incident field $\psi$, both $\psi$ and $1 / \psi$ will be at least $C^{2}(\bar{D})$, and an operator

$$
\begin{equation*}
\mathscr{K}_{\psi} u=(1 / \psi) \mathscr{K}(\psi u) \tag{44}
\end{equation*}
$$

can be defined which maps bounded $u(x)$ into $C^{1, \ell}(\bar{D})$. Hence the following norm will be defined:

$$
\begin{equation*}
\left\|\mathscr{K}_{\psi}\right\|=\sup _{u}\left\|\mathscr{K}_{\psi} u\right\|_{C^{1, \lambda}(\bar{D})} /\|u\|_{\bar{D}} \tag{45}
\end{equation*}
$$

The operator $\mathscr{V}$ maps functions $v \in C^{0, \lambda}(S)$ into functions in $C^{1, \lambda}(D)$, which can be extended by continuity to $\bar{D}$ so that $\mathscr{V} v \in C^{1, \lambda}(\bar{D}) \cdot{ }^{11-14}$ Define the operator

$$
\begin{equation*}
\mathscr{V}_{\psi}(\eta)=\frac{1}{\psi} \mathscr{V}\left(\frac{\partial}{\partial n}(\psi \eta)\right) . \tag{46}
\end{equation*}
$$

Since the surface is at least $C^{2}$, the direction cosines of the normal belong to $C^{(1, \lambda)}(S)$, hence since $\psi$ is at least $C^{2}(S)$, the mapping

$$
\frac{\partial}{\partial n}(\psi \eta)=v
$$

maps $\eta \in C^{(1, \lambda)}(\bar{D})$ into $v \in C^{(0, \lambda)}(S)$. Thus the operator $\mathscr{V}_{\phi}$ maps $\eta \in C^{(1, \lambda)}(\bar{D})$ into $C^{1, \lambda}(\bar{D})$. Consequently the following norm can be introduced:

$$
\begin{equation*}
\left\|\mathscr{V}_{\psi}\right\|=\sup _{\eta}\left\|\mathscr{V}_{\psi}(\eta)\right\|_{C^{1, \lambda}(\bar{D})} /\|\eta\|_{C^{1, \lambda}(\bar{D})} \tag{47}
\end{equation*}
$$

From Refs. 11 and 13 , the operator $\mathscr{W}$ maps $v \in C^{1, \lambda}(S)$ into $C^{1, \lambda}(D)$, which can beextended by continuity to $C^{1, \lambda}(\bar{D})$. The operator $\mathscr{W}_{\psi}$, defined by

$$
\begin{equation*}
\mathscr{W}_{\psi}(\eta)=(1 / \psi) \mathscr{W}(\psi \eta) \tag{48}
\end{equation*}
$$

has the same property. Hence the following norm can be given:

$$
\begin{equation*}
\left\|\mathscr{W}_{\psi}\right\|=\sup _{\eta}\left\|\mathscr{W}_{\psi} \eta\right\|_{C^{1, \lambda}(\bar{D})} /\|\eta\|_{C^{1, \lambda}(S)} . \tag{49}
\end{equation*}
$$

The conditions for which Eq. (36) can be solved by successive approximations will now be examined. It must first be established that for some appropriate $r, F(\phi)$ is a contraction mapping for $\phi$ in a ball $U(0, r)$ (given explicitly by $\left.\|\phi\|_{C^{1, \lambda}(\overline{\mathcal{D}} \mid} \leqslant r\right)$.

It is seen that for $\phi_{1}, \phi_{2}$ in the ball $U(0, r)$,

$$
\begin{aligned}
& \left\|F\left(\phi_{1}\right)-F\left(\phi_{2}\right)\right\|_{c^{1, \lambda}(\overline{\mathcal{D}})} \\
& \quad \leqslant\left\|\mathscr{K}_{\psi}\left(\nabla \phi_{1} \cdot \nabla \phi_{1}-\nabla \phi_{2} \cdot \nabla \phi_{2}\right)\right\| \\
& \quad+\left\|\mathscr{V}_{\psi}\left(\mu\left(\phi_{1}\right)-\mu\left(\phi_{2}\right)\right)\right\|
\end{aligned}
$$

$$
\begin{aligned}
& \quad+\| \mathscr{W}_{\psi}\left(\mu\left(\phi_{1}\right)-\mu\left(\phi_{2}\right) \|\right. \\
& \leqslant\left\|\mathscr{K}_{\psi}\right\|\left\|\left(\nabla \phi_{1} \cdot \nabla \phi_{1}-\nabla \phi_{2} \cdot \nabla \phi_{2}\right)\right\|_{\bar{D}} \\
& \quad+\left\|\mathscr{V}_{\psi}\right\|\left\|\mu\left(\phi_{1}\right)-\mu\left(\phi_{2}\right)\right\|_{C^{1, \lambda}(S)} \\
& \quad+\left\|\mathscr{W}_{\psi}\right\|\left\|\mu\left(\phi_{1}\right)-\mu\left(\phi_{2}\right)\right\|_{C^{1, \lambda}(S)}
\end{aligned}
$$

It may be shown that

$$
\begin{aligned}
& \left\|\nabla \phi_{1} \cdot \nabla \phi_{1}-\nabla \phi_{2} \cdot \nabla \phi_{2}\right\|_{D} \leqslant 6 r\left\|\phi_{1}-\phi_{2}\right\|_{C^{1, \lambda}(\bar{D})} \\
& \left\|\mu\left(\phi_{1}\right)-\mu\left(\phi_{2}\right)\right\|_{C^{1, \lambda}(S)} \\
& \quad \leqslant\left[e^{r}-1+2 r e^{r}+r e^{3 r}(1+r)\right]\left\|\phi_{1}-\phi_{2}\right\|_{C^{1, \lambda}(\bar{D})}
\end{aligned}
$$

It thus follows that

$$
\begin{equation*}
\left\|F\left(\phi_{1}\right)-F\left(\phi_{2}\right)\right\|_{C^{1, \lambda}(\bar{D} \mid} \leqslant \theta\left\|\phi_{1}-\phi_{2}\right\|_{C^{1, \lambda}(\bar{D})} \tag{50}
\end{equation*}
$$

where

$$
\begin{align*}
\theta= & 6 r\left\|\mathscr{K}_{\psi}\right\|+\left[e^{r}-1+2 r e^{r}+r e^{3 r}(1+r)\right] \\
& \times\left[\left\|\mathscr{V}_{\psi}\right\|+\left\|\mathscr{W}_{\psi}\right\|\right] . \tag{51}
\end{align*}
$$

Since for small $r, \theta$ behaves as

$$
\begin{equation*}
\theta \sim r\left\{6\left\|\mathscr{K}_{\psi}\right\|+4\left\|\mathscr{V}_{\phi}\right\|+4\left\|\mathscr{W}_{\phi}\right\|\right\} \tag{52}
\end{equation*}
$$

it is seen that $r$ can be chosen so that $\theta<1$. For convenience $r$ will be chosen so that

$$
\begin{equation*}
\theta(r)=\frac{1}{2} . \tag{53}
\end{equation*}
$$

This fixes the ball $U(0 ; r)$. From inequality ( 50 ) it is now seen that $F(\phi)$ is a contraction mapping of the closed ball $\bar{U}(0 ; r)$.

For the method of successive approximations [Eq. (37)] to converge to a fixed point in the ball, it is required that

$$
\|F(0)\|_{C^{1, \lambda}(\bar{D})} \leqslant(1-\theta) r=\frac{1}{2} r
$$

This places the following restriction on $n^{2}-1$ :

$$
\begin{equation*}
\left\|\mathscr{K}_{\psi}\left(k^{2}\left(n^{2}-1\right)\right)\right\|_{C^{1, \lambda}(\bar{D})} \leqslant \frac{1}{2} r . \tag{54}
\end{equation*}
$$

These results can be summarized as follows.
Theorem: If $(i)$ the incident wave is generated by sources exterior to $\bar{D}$ and has no nulls in $\bar{D}$, (ii) $r$ is chosen to satisfy Eqs. (51) and (53), and (iii) $n(x)$ is restricted by inequality (54), then the method of successive approximations starting from $\phi^{0}=0$, applied to Eq. (31) for $x \in \bar{D}$, converges to a unique solution in the ball $\bar{U}(O ; r)$. Furthermore, the first iterate $\phi^{1}$ given by Eq. (38) is the Rytov approximation.

The Rytov inequality (54) is a generalization of the onedimensional inequality (24).

To further quantify the condition given by inequality (54) one would like to know how $r$ [prescribed by Eq. (53)] depends upon the size of the domain $D$. This will require estimates for the norms of the operators $\mathscr{K}_{\psi}, \mathscr{V}_{\psi}$, and $\mathscr{F}_{\psi}$. Here, estimates for the norm of $\mathscr{K}_{\psi}$ only will be obtained. To make it more explicit consider the case in which the incident wave is the plane wave $u^{i}(x)=\exp \left(i k x_{3}\right)$, and set

$$
\begin{equation*}
h(x, y)=G_{0}(x, y) e^{i k\left(y_{3}-x_{3}\right)} \tag{55}
\end{equation*}
$$

Now the operator $\mathscr{K}_{\psi}$ becomes

$$
\begin{equation*}
\mathscr{K}_{\psi} u=\int_{D} h(x, z) u(z) d \tau_{z} \tag{56}
\end{equation*}
$$

Using the inequalities

$$
\begin{aligned}
& \left|G_{0}(x, z)\right| \leqslant(1 / 4 \pi)(1 /|x-z|) \\
& \left|\frac{\partial G_{0}(x, z)}{\partial x_{i}}\right| \leqslant \frac{1}{4 \pi}\left(\frac{k}{|x-z|}+\frac{1}{|x-z|^{2}}\right)
\end{aligned}
$$

it is seen that
$\left\|\mathscr{K}_{\psi} u\right\|_{\bar{D}}<\operatorname{Max}_{x \in \bar{D}} \frac{1}{4 \pi} \int_{D} \frac{1}{|x-z|} d \tau_{z}\|u\|_{\bar{D}}$,
$\left\|\frac{\partial}{\partial x_{i}} \mathscr{K}_{\psi} u\right\|_{\bar{D}}$
$<\operatorname{Max}_{x \in \bar{D}} \frac{1}{4 \pi} \int_{D}\left(\frac{k\left(1+\delta_{i 3}\right)}{|x-z|}+\frac{1}{|x-z|^{2}}\right) d \tau_{z}\|u\|_{\bar{D}}$,
where $\delta_{i 3}$ is the Kronecker delta.
Now use the following Lemma (the proof of which is omitted).

Lemma: If $l$ is the radius of the smallest sphere enclosing $\bar{D}$, then for $0<\mu<3$,

$$
\begin{equation*}
\operatorname{Max}_{x \in \bar{D}} \frac{1}{4 \pi} \int_{D} \frac{1}{|x-z|^{\mu}} d \tau_{z} \leqslant \frac{l^{3-\mu}}{(3-\mu)} \tag{57}
\end{equation*}
$$

It follows that

$$
\begin{aligned}
& \left\|\mathscr{K}_{\psi} u\right\|_{\bar{D}}<\left(l^{2} / 2\right)\|u\|_{\bar{D}}, \\
& \left\|\frac { \mathscr { K } _ { \psi } u } { \partial x _ { i } } \left|\left.\right|_{\bar{D}}<\left[\frac{k l^{2}}{2}\left(1+\delta_{i 3}\right)+l\right]\|u\|_{\bar{D}} .\right.\right.
\end{aligned}
$$

From Eq. (A13) it is seen that

$$
\sup _{i=1,2,3}\left|\frac{\partial}{\partial x_{i}} \mathscr{K}_{\psi} u-\frac{\partial}{\partial y_{i}} \mathscr{K}_{\psi} u\right|<H|x-y|^{\lambda}
$$

where

$$
\begin{align*}
H= & 4 m_{\lambda} k^{\lambda}\left[k l^{2}+l\right]+\left(3+2^{1-\lambda}\right) \\
& \times\left(\frac{k l^{2-\lambda}}{2-\lambda}+\frac{l^{1-\lambda}}{1-\lambda}\right) \tag{58}
\end{align*}
$$

and $m_{\lambda}$ is defined by Eq. (A2).
Combining these results, and using the definitions given by Eqs. (42) and (45), one can obtain

$$
\left\|\mathscr{K}_{\psi}\right\|=l^{2} / 2+\left(3 l+2 k l^{2}\right)+H .
$$

From Eqs. (52) and (53) it is seen thar $r$ is inversely proportional to terms which are at least the order of $l^{2}, k l^{2}$. Hence, as the size of the domain $D$ becomes larger and larger, condition (54) becomes more restrictive. This implies that the iterative process applied to an unbounded domain $D=R^{3}$ does not converge.

## IV. COMPARISON OF BORN AND RYTOV DOMAINS OF CONVERGENCE

There are two main quantities of interest that one would want to consider in comparing the Born and Rytov expansions. They are (i) the domain of convergence [values of the parameters $n^{2}(x)$ and $k$ for which the series converges] and (ii) the degree of approximation (the number of terms required in the expansion to obtain a desired accuracy). For the latter quantity the series need only be asymptotic if one wants a good approximation given by only one or two terms in the expansion. Here only the domains of convergence will be compared since no one else has proved convergence of the Rytov expansion. But before doing so, a few comments will be made about the second quantity of interest.

Keller ${ }^{5}$ in a formal asymptotic analysis has indicated that the Rytov expansion tends to give a better approximation than the Born. Hadden and Mintzer ${ }^{15}$ in an extensive
analysis compared the first two iterates of the Born and Rytov expressions to the exact solution for the Epstein problem and found, in general, not too much difference between the two sets of approximations, although in one case they found that the Rytov is superior. [However, to obtain the domain of convergence of the respective series, one has to consider all the terms in the series, and not just for one particular choice of $n(x)$ but for all possible choices.]

The comparison of the domains of convergence will be restricted to the one-dimensional case for which the results are more precise. The condition for convergence of the Born series is given by the operator norm condition (25a). For comparison of domains it is easier to use the more stringent condition ( 25 b ) given by

$$
k \int_{0}^{l}\left|n^{2}(y)-1\right| d y<2
$$

A sufficient condition indicating convergence of the Rytov series is the function norm inequality given by ( $24^{\prime}$ ),

$$
\underset{0<x<l}{\operatorname{Max}}\left|k^{2} l \int_{x}^{l} e^{2 i k y}\left[n^{2}(y)-1\right] d y\right|<\frac{1}{2 e}
$$

It should be remembered that this condition guarantees convergence of the Rytov series if it is satisfied. However, because the numerical factor on the right-hand side is a lower bound estimate, the series may still converge if the left-hand side is slightly larger than $1 / 2 e$.

Apart from the numerical factors, the important difference between the two expansions is that the absolute sign is outside one integral and inside the other. This implies that a big difference in the respective domains will occur for a rapidly fluctuating medium, i.e., when $n(x)$ rapidly fluctuates about unity in a distance of a wavelength. This is easily seen by taking the simple example where $n^{2}(x)-1=\delta \sin (\pi p x /$ $l$ ), with $p$ being a large positive integer, such that $\pi p>k l$. The Born inequality yields the condition $k l \delta<\pi$. [Note that it can be shown that the more precise operator norm inequality (25a) applied to this case, yields the condition $k l \delta<4$.] Since

$$
\left|\int_{x}^{l} e^{i z k y} \sin \left(\frac{\pi p y}{l}\right) d y\right| \leqslant \frac{2 l}{\pi p}\left[1+O\left(\frac{k l}{p \pi}\right)\right],
$$

the Rytov inequality yields

$$
4 e(k \delta l)<(\pi p / k l)[1+O(k l / p \pi)] .
$$

Since $\pi p>k l$, it is seen that the Rytov condition is less stringent than the Born.

For the opposite case, where $n(x)$ is a slowly varying (differentiable) function in comparison to $\exp (2 i k x)$, it can be shown that the Rytov inequality ( $24^{\prime}$ ) is similar to the Born inequality (25b), but is slightly more restrictive.

The parameter domain, where the second iterate of the Rytov expansion is much, much less than the first term, has been investigated by various authors, among them Keller ${ }^{4}$ and Yura et al. ${ }^{16}$ Although this parameter domain is not the domain of convergence, it is important. In many applications, such as diffraction tomography where one desires a linear relationship between phase and the quantity ( $n^{2}(x-1)$ ), one requires that not only the second term be small compared to the first, but also that the contribution from the remaining terms be negligible too.
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## APPENDIX: ESTIMATE OF THE HÖLDER COEFFICIENT FOR $\left(\partial / \partial x_{i}\right) \mathscr{K}_{\psi} u$

This Appendix presents an analysis for estimating the Hölder coefficient of $\left(\partial / \partial x_{i}\right) \mathscr{K}_{\psi} u$, where the operator $\mathscr{K}_{\psi}$ has kernel $h(x, z)$ given by Eq. (55). As a preliminary the following quantities will be defined:

$$
\begin{aligned}
& r_{1}=|x-z|, \quad r_{2}=|y-z| \\
& r_{<}=\operatorname{Min}\left[r_{1}, r_{2}\right], \quad r_{>}=\operatorname{Max}\left[r_{1}, r_{2}\right], \\
& G_{0}(x, z)=G_{0}\left(r_{1}\right), \\
& G_{0}^{\prime}(r)=\left(e^{i k r} / 4 \pi r\right)(i k-1 / r),
\end{aligned}
$$

From this it follows that

$$
\begin{equation*}
\frac{\partial}{\partial x_{i}} G_{0}(x, z)=\frac{G_{0}^{\prime}\left(r_{1}\right)\left(x_{i}-z_{i}\right)}{r_{1}} . \tag{A1}
\end{equation*}
$$

Furthermore, define

$$
\begin{equation*}
m_{\lambda}=\operatorname{Max}_{\alpha>0}\left(\sin \alpha / 2^{\lambda} \alpha^{\lambda}\right), \quad 0<\lambda<1 \tag{A2}
\end{equation*}
$$

The following inequalities will also be employed:

$$
\left|r_{1}-r_{2}\right| \leqslant|x-y|, \quad\left|r_{1}-r_{2}\right| \leqslant r_{>}
$$

From these, the additional inequalities

$$
\begin{align*}
& \frac{\left|r_{1}-r_{2}\right|}{\left(r_{1} r_{2}\right)} \leqslant \frac{|x-y|^{\lambda} r_{>}^{1-\lambda}}{\left(r_{1} r_{2}\right)} \leqslant \frac{|x-y|^{\lambda}}{r_{<}^{1+\lambda}},  \tag{A3}\\
& \left|e^{i k r_{1}}-e^{i k r_{2}}\right| \leqslant 2\left|\sin (k / 2)\left(r_{1}-r_{2}\right)\right| \\
& \leqslant 2\left(|\sin \alpha| /|\alpha|^{\lambda}\right)(k / 2)^{\lambda}|x-y|^{\lambda} \\
& \leqslant 2 m_{\lambda} k^{\lambda}|x-y|^{\lambda} \tag{A4}
\end{align*}
$$

can be deduced, and similarly

$$
\begin{align*}
\left|e^{i k\left(z_{3}-x_{3}\right)}-e^{i k\left(z_{3}-y_{3}\right)}\right| & \leqslant 2\left|\sin (k / 2)\left(x_{3}-y_{3}\right)\right| \\
& \leqslant 2 m_{\lambda} k^{\lambda}|x-y|^{\lambda} . \tag{A5}
\end{align*}
$$

In order to get the Hölder coefficient of composite functions the following general inequality will be employed:

$$
\begin{align*}
& |a(x) b(x)-a(y) b(y)| \\
& \quad \leqslant|a(x)-a(y)||b(x)|+|b(x)-b(y)||a(y)| . \tag{A6}
\end{align*}
$$

Using the above inequality one can obtain, using relations (A3) and (A4),

$$
\begin{align*}
\left|G_{0}\left(r_{1}\right)-G_{0}\left(r_{2}\right)\right| & \leqslant \frac{1}{4 \pi r_{1}}\left|e^{i k r_{1}}-e^{i k r_{2}}\right|+\frac{1}{4 \pi}\left|\frac{1}{r_{1}}-\frac{1}{r_{2}}\right| \\
& \leqslant\left(|x-y|^{\lambda} / 4 \pi\right)\left[2 m_{\lambda} k^{\lambda} / r_{1}+r_{<}^{-1-\lambda}\right] . \tag{A7}
\end{align*}
$$

Similarly

$$
\begin{aligned}
\left|G_{0}^{\prime}\left(r_{1}\right)-G_{0}^{\prime}\left(r_{2}\right)\right| \leqslant & \frac{1}{4 \pi}\left|e^{i k r_{1}}-e^{i k r_{2}}\right|\left|\frac{i k}{r_{1}}-\frac{1}{r_{1}^{2}}\right| \\
& +\frac{1}{4 \pi}\left|\frac{1}{r_{1}}-\frac{1}{r_{2}}\right|\left|i k-\frac{1}{r_{1}}-\frac{1}{r_{2}}\right| \\
& \leqslant \frac{1}{2 \pi}|x-y|^{\lambda} m_{\lambda} k^{\lambda}\left|\frac{k}{r_{1}}+\frac{1}{r_{1}^{2}}\right|
\end{aligned}
$$

$$
\begin{align*}
& \quad+\frac{|x-y|^{\lambda}}{4 \pi}\left|k+\frac{1}{r_{1}}+\frac{1}{r_{2}}\right| r_{<}^{-1-\lambda} \\
& \leqslant \frac{|x-y|}{4 \pi}\left[2 m_{\lambda} k^{\lambda}\left(\frac{k}{r_{1}}+\frac{1}{r_{1}^{2}}\right)\right. \\
& \left.\quad+\frac{k}{r_{<}^{1+\lambda}}+\frac{2}{r_{<}^{2+\lambda}}\right] . \tag{A8}
\end{align*}
$$

The inequality

$$
\begin{align*}
& \left|\frac{\left(x_{i}-z_{i}\right)}{r_{1}}-\frac{\left(y_{i}-z_{i}\right)}{r_{2}}\right| \\
& \quad \leqslant \frac{\left|\left(x_{i}-z_{i}\right)-\left(y_{i}-z_{i}\right)\right|}{r_{1}}+\left|x_{i}-z_{i}\right|\left|\frac{1}{r_{1}}-\frac{1}{r_{2}}\right| \\
& \leqslant \frac{\left|x_{i}-y_{i}\right|^{\lambda}}{r_{1}}\left(\left|x_{i}-z_{i}\right|+\left|y_{i}-z_{i}\right|\right)^{1-\lambda} \\
& \quad+\left|x_{i}-z_{i}\right| \frac{|x-y|^{\lambda}}{r_{<}^{1+\lambda}} \\
& \quad \leqslant|x-y|^{\lambda} r_{>}\left[2^{1-\lambda}+1\right] r_{<}^{-1-\lambda} \tag{A9}
\end{align*}
$$

can be obtained where the relations $\left|x_{i}-y_{i}\right| \leqslant|x-y|, \quad \mid x_{i}$ $-z_{i} \mid \leqslant r_{>}$, and $\left|y_{i}-z_{i}\right| \leqslant r_{>}$are employed. Inequality (A6) will be applied to the composite function (A1), setting $b(x)=G_{0}^{\prime}\left(r_{1}\right),|a(y)|=\left|y_{i}-z_{i}\right| / r_{2} \leqslant 1$, when $r_{1} \geqslant r_{2}$, and $a(y)$ $=G_{0}^{\prime}\left(r_{2}\right),|b(x)|=\left|x_{i}-z_{i}\right| / r_{1} \leqslant 1$, when $r_{2} \geqslant r_{1}$. This results in

$$
\begin{align*}
\left|\frac{\partial G_{0}\left(r_{1}\right)}{\partial x_{i}}-\frac{\partial G_{0}\left(r_{2}\right)}{\partial y_{i}}\right| \leqslant & \left|G_{0}^{\prime}\left(r_{>}\right)\right|\left|\frac{\left(x_{i}-z_{i}\right)}{r_{1}}-\frac{\left(y_{i}-z_{i}\right)}{r_{2}}\right| \\
& +\left|G_{0}^{\prime}\left(r_{1}\right)-G_{0}^{\prime}\left(r_{2}\right)\right| \\
\leqslant & \frac{|x-y|^{\lambda}}{4 \pi}\left\{2 m_{\lambda} k^{\lambda}\left(\frac{k}{r_{<}}+\frac{1}{r_{<}^{2}}\right)\right. \\
& \left.+\frac{k\left(2+2^{1-\lambda}\right)}{r_{<}^{1+\lambda}}+\frac{\left(3+2^{1-\lambda}\right)}{r_{<}^{2+\lambda}}\right\}, \tag{A10}
\end{align*}
$$

where use is made of the inequalities $\left(r_{1}\right)^{-1} \leqslant\left(r_{<}\right)^{-1}$ and $\left(r_{>}\right)^{-1} \leqslant\left(r_{<}\right)^{-1}$.

Finally the Hölder coefficient of the derivatives of the kernel $\left(\partial / \partial x_{i}\right) h(x, z)$ may be obtained by applying inequality (A6) to the differentiated product of terms yielding

$$
\begin{align*}
\left|\frac{\partial}{\partial x_{i}} h(x, z)-\frac{\partial}{\partial y_{i}} h(y, z)\right| \leqslant & k \delta_{i 3}\left|G_{0}\left(r_{1}\right)-G_{0}\left(r_{2}\right)\right| \\
& +\left|\frac{\partial G_{0}\left(r_{1}\right)}{\partial x_{i}}-\frac{\partial G_{0}\left(r_{2}\right)}{\partial y_{i}}\right| \\
& +\left|e^{i k\left(z_{3}-x_{3}\right)}-e^{i k\left(z_{3}-y_{3}\right)}\right| \\
& \times\left(k \delta_{i 3}\left|G_{0}\left(r_{1}\right)\right|+\left|\frac{\partial G_{0}\left(r_{1}\right)}{\partial x_{i}}\right|\right), \tag{A11}
\end{align*}
$$

where $\delta_{i 3}$ is the Kronecker delta. The right-hand side of Eq. (A11) may be reduced using previous results (A5), (A7), and (A10) to give

$$
\left|\frac{\partial}{\partial x_{i}} h(x, z)-\frac{\partial}{\partial y_{i}} h(y, z)\right| \leqslant \frac{|x-y|^{\lambda}}{4 \pi} E,
$$

with

$$
\begin{align*}
E= & 4 m_{\lambda} k^{\lambda}\left[\frac{\left(1+\delta_{i 3}\right) k}{r_{<}}+\frac{1}{r_{<}^{2}}\right] \\
& +\frac{k\left[2+\delta_{i 3}+2^{1-\lambda}\right]}{r_{<}^{1+\lambda}}+\frac{\left(3+2^{1-\lambda}\right)}{r_{<}^{2+\lambda}} . \tag{A12}
\end{align*}
$$

Finally, using the estimates for the integrals given by Eq. (57), the following result may be deduced:

$$
\begin{align*}
& \left|\frac{\partial}{\partial x_{i}} \mathscr{K}_{\psi} u-\frac{\partial}{\partial y_{i}} \mathscr{K}_{\psi} u\right| \\
& \quad \leqslant \int_{D}\left|\frac{\partial}{\partial x_{i}} h(x, z)-\frac{\partial}{\partial y_{i}} h(y, z)\right||u(z)| d \tau_{z} \\
& \quad \leqslant(x-y)^{\lambda} H_{i}\|u\|_{\bar{D}} \tag{A13}
\end{align*}
$$

where

$$
\begin{aligned}
H_{i}= & 4 m_{\lambda} k^{\lambda}\left[\left(k l^{2} / 2\right)\left(1+\delta_{i 3}\right)+l\right] \\
& +\left(2+\delta_{i 3}+2^{1-\lambda}\right) \frac{k l^{2-\lambda}}{(2-\lambda)} \\
& +\frac{\left(3+2^{1-\lambda}\right) l^{1-\lambda}}{(1-\lambda)}
\end{aligned}
$$
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There is a theorem of Wigner that states that phase-plane distribution functions involving the state bilinearly and having correct marginals must take negative values for certain states. The purpose of this paper is to support the statement that these phase-plane distribution functions are for hardly any state everywhere non-negative. In particular, it is shown that for certain generalized Wigner distribution functions there are no smooth states (except the Gaussians for the Wigner distribution function itself) whose distribution function is everywhere non-negative. This class of Wigner-type distribution functions contains the Margenau-Hill distribution.
Furthermore, the argument used in the proof of Wigner's theorem is augmented to show that under mild conditions one can find for any two states $f, g$ with non-negative distribution functions a linear combination $h$ of $f$ and $g$ whose distribution function takes negative values, unless $f$ and $g$ are proportional.

## I. INTRODUCTION AND PRELIMINARIES

The formulation of quantum mechanics by means of phase-plane distribution functions involving the states bilinearly allows one to exhibit quantum mechanical expectation values as averages over the phase-plane of classical observables. Given a bilinear map ${ }^{1}(f, g) \rightarrow C_{f, g}$ mapping pairs of states onto functions of position $q$ and momentum $p$, one can formulate a correspondence principle between bounded selfadjoint linear operators $T$ of $L^{2}(\mathbb{R})$ and functions $a(q, p)$ as follows: $T$ and $a$ are said to correspond to each other when

$$
\begin{equation*}
(T f, g)=\iint a(q, p) C_{f, g}(q, p) d q d p \tag{1}
\end{equation*}
$$

for all $f \in L^{2}(\mathbb{R}), g \in L^{2}(\mathbb{R})$. Here ( , ) denotes the usual inner product in $L^{2}(\mathbb{R})$. Of course, in order that to any $T$ (or $a$ ) there is a unique $a=a_{T}$ (or $T=T_{a}$ ) such that (1) holds, the mapping $(f, g) \rightarrow C_{f, g}$ should satisfy certain properties. When one takes $f=g$ in (1) the left-hand side equals the expectation of $T$ in the state $f$ while the right-hand side equals an average of the classical observable $a$ corresponding to $T$, where $C_{f, f}$ is used as the weight function.

In view of the interpretation of $C_{f, f}$ as a distribution function, one would like the following properties to be satisfied: (a) correct marginals, i.e., for all states $f$ one has

$$
\begin{align*}
& \int C_{f, f}(q, p) d p=|f(q)|^{2}, \quad q \in \mathbb{R}  \tag{2}\\
& \int C_{f, f}(q, p) d q=|F(p)|^{2}, \quad p \in \mathbb{R} \tag{3}
\end{align*}
$$

where $F$ is the Fourier transform ${ }^{2}$ of $f$, given by

$$
\begin{equation*}
F(p)=\int e^{-2 \pi i q p} f(q) d q, \quad p \in \mathbb{R} \tag{4}
\end{equation*}
$$

(b) positivity, i.e., for all states $f$ one has

$$
\begin{equation*}
C_{f, f}(q, p) \geqslant 0, \quad q \in \mathbb{R}, \quad p \in \mathbb{R} \tag{5}
\end{equation*}
$$

It has been shown by Wigner ${ }^{3}$ that the requirements (a) and (b) (together with the bilinearity) are incompatible. What one can distill from the arguments in his proofs is this: when $f_{1}$ and $f_{2}$ are two compactly supported states with $f_{1} \not \equiv 0$,
$f_{2} \not \equiv 0, f_{1}(q) f_{2}(q)=0$ for all $q$ while the requirements (a) and (b) are met, then $C_{f, f}(q, p)$ takes negative values, where $f=f_{1}+f_{2}$. Hence, there is an abundance of states whose distribution functions take negative values. A particular strong result of this type, known as Hudson's theorem, ${ }^{4}$ holds for the Wigner distribution ${ }^{5}$ [See (11) below with $\alpha=0$ ]: the only square-integrable states for which the Wigner distribution is everywhere non-negative are the Gaussians.

It is the purpose of this paper to give generalizations on both Wigner's theorem and Hudson's theorem. The starting point we take in this paper differs slightly from the one taken by Wigner in Ref. 3. Wigner assumes the existence of selfadjoint operators $M(q, p)$ of $L^{2}(\mathbb{R})$ such that for all states $f$,

$$
\begin{equation*}
C_{f, f}(q, p)=(f, M(q, p) f), \quad q \in \mathbb{R}, \quad p \in \mathbb{R} . \tag{6}
\end{equation*}
$$

We consider in this paper Cohen's class of phase-plane distribution functions. ${ }^{6-8}$ This class is parametrized by means of a function $\Phi$ of two variables as follows: for any state $f$ one defines

$$
\begin{align*}
C_{f, f}^{(\Phi)}(q, p)= & \iiint \exp (-2 \pi i(\theta q+\tau p-\theta u)) \\
& \times \Phi(\theta, \tau) f\left(u+\frac{1}{2} \tau\right) \overline{f\left(u-\frac{1}{2} \tau\right)} d \theta d \tau d u \\
& q \in \mathbb{R}, \quad p \in \mathbb{R} \tag{7}
\end{align*}
$$

The distributions in Cohen's class all have the shift properties

$$
\begin{align*}
& C_{T_{a} f, T_{a} f}^{(\Phi)}(q, p)=C_{f, f}^{(\Phi)}(q+a, p), \quad q \in \mathbb{R}, \quad p \in \mathbb{R},  \tag{8}\\
& C_{R_{b} f, R_{b} f}^{(\Phi)}(q, p)=C_{f, f}^{(\Phi)}(q, p+b), \quad q \in \mathbb{R}, \quad p \in \mathbb{R},
\end{align*}
$$

where for all $a \in \mathbb{R}, b \in \mathbb{R}$ and all states $f \in L^{2}(\mathbb{R})$,

$$
\begin{equation*}
\left(T_{a} f\right)(q)=f(q+a),\left(R_{b} f\right)(q)=e^{-2 \pi i b q} f(q), \quad q \in \mathbb{R} \tag{9}
\end{equation*}
$$

In this paper we pay particular attention to the choice

$$
\begin{equation*}
\Phi_{a}(\theta, \tau)=\exp (2 \pi i \alpha \theta \tau), \quad \theta \in \mathbb{R}, \quad \tau \in \mathbb{R} \tag{10}
\end{equation*}
$$

where $\alpha \in \mathbb{R}$. This yields what may be called generalized Wigner distributions $C_{f, f}^{(\alpha)}$ that can be brought into the form

$$
\begin{align*}
C_{f, f}^{(\alpha)}(q, p) \equiv & C_{f, f}^{\left(\Phi_{\alpha)}\right.}(q, p) \\
= & \int e^{-2 \pi i p t}\left(q+\left(\frac{1}{2}-\alpha\right) t\right) \\
& \times \overline{f\left(q-\left(\frac{1}{2}+\alpha\right) t\right)} d t \tag{11}
\end{align*}
$$

The choice $\alpha=0$ yields the Wigner distribution $W_{f, f}$, and the choice $\alpha=-\frac{1}{2}$ yields what is known in signal analysis as Rihaczek's distribution ${ }^{9} \boldsymbol{R}_{f, f}$. The latter distribution can be written as

$$
\begin{equation*}
R_{f, f}(q, p)=e^{2 \pi i q p} \overline{f(q)} F(p), \quad q \in \mathbb{R}, \quad p \in \mathbb{R} \tag{12}
\end{equation*}
$$

with $F$ given in (4). The real part of Rihaczek's distribution was considered by Margenau and Hill. ${ }^{10}$ We observe here that $R_{f, f}(q, p)$ cannot be brought in the form (6) with a bounded linear operator $M(q, p)$ of $L^{2}(\mathbb{R})$.

As is well known ${ }^{11}$ every $C_{f, f}$ can be expressed in terms of $W_{f, f}$ as

$$
\begin{align*}
& C_{f, f}^{(\Phi)}(q, p)=\iint \varphi(q-a, p-b) W_{f, f}(a, b) d a d b \\
& q \in \mathbb{R}, \quad p \in \mathbb{R} \tag{13}
\end{align*}
$$

with

$$
\begin{align*}
& \varphi(q, p)=\iint_{p \in \mathbb{R}} e^{-2 \pi i(\theta q+\tau p)} \Phi(\theta, \tau) d \theta d \tau \\
& q \in \mathbb{R}, \tag{14}
\end{align*}
$$

As an aside we note that this $\varphi$ can be used to relate the operators $M(q, p)$ of Wigner's approach in (6) and the function $\Phi$ in Cohen's approach. To that end we assume that $\Phi$ is such that $\left|C_{f, f}^{(\Phi)}(0,0)\right| \leqslant M\|f\|^{2}$ for some $M>0$. Then the operator $M(0,0)$, determined by

$$
\begin{equation*}
(f, M(0,0) g)=C_{f, g}^{(\Phi)}(0,0), \quad f, g \in L^{2}(\mathbb{R}) \tag{15}
\end{equation*}
$$

is bounded, and we have, according to (13),

$$
\begin{align*}
& (f, M(0,0) f)=\iint \varphi(-a,-b) W_{f, f}(a, b) d a d b \\
& \quad f \in L^{2}(\mathbb{R}) \tag{16}
\end{align*}
$$

Hence, $\varphi(-a,-b)$ is what is called the Weyl symbol ${ }^{12}$ of theoperator $M(0,0)$, i.e., $\varphi(-a,-b)$ and $M(0,0)$ correspond to each other as in (1) when we take $C_{f, g}=W_{f, g}$ (Weyl correspondence ${ }^{13}$ ). Observe that, because of the shift properties, we have

$$
\begin{equation*}
M(q, p)=R_{-p} T_{-q} M(0,0) T_{q} R_{p}, \quad q \in \mathbb{R}, \quad p \in \mathbb{R} \tag{17}
\end{equation*}
$$

We shall restrict ourselves in this paper to functions $\Phi$ that are bounded. The boundedness of $\Phi$ ensures that $C_{f, f}^{(\Phi)}$ $\in L^{2}\left(\mathbb{R}^{2}\right)$ for all $f \in L^{2}\left(\mathbb{R}^{2}\right)$. In fact we have the estimate ${ }^{14}$

$$
\begin{equation*}
\iint\left|C_{f, f}^{(\Phi)}(q, p)\right|^{2} d q d p \leqslant\|f\|^{4} \sup |\Phi|^{2} \tag{18}
\end{equation*}
$$

for all $f \in L_{2}(\mathbf{R})$. It does not follow from boundedness of $\Phi$ that $C_{f, f}^{(\Phi)}(0,0)$ can be expressed as in (15) with the aid of a bounded operator $\boldsymbol{M}(0,0)$. As a counterexample we have $\boldsymbol{R}_{f . f}(0,0)$ in (12). However, when (15) does hold with a bounded $M(0,0)$ it can be shown from (16) and the fact that $C_{f, f}^{(\Phi)}(q, p)=(f, M(q, p) f)$ that all $C_{f, f}^{(\Phi)}$ s are bounded, continuous functions ${ }^{15}$ of $(q, p)$.

A second restriction is that we want real $C_{f, f}^{(\Phi)}$,s only. This is guaranteed when the $\varphi$ in (14) is real valued ${ }^{16}$ (possi-
bly as a generalized function). A third restriction is that we want the $C_{f, f}^{(\Phi)}$ 's to have correct marginals. It is well known ${ }^{17}$ that $C_{f, f}^{(\Phi)}$ has correct marginals for all $f \in L^{2}(\mathbb{R})$ if and only if

$$
\begin{equation*}
\Phi(0, \tau)=\Phi(\theta, 0)=1, \quad \theta \in \mathbb{R}, \quad \tau \in \mathbb{R} \tag{19}
\end{equation*}
$$

We now summarize the results of this paper. It is shown in Sec. II, under a regularity condition on $\Phi$, that for any two smooth functions $f, g$ with $C_{f, f}^{(\Phi)}>0, C_{g, 8}^{(\Phi)}>0$ everywhere we can find an $a \in \mathbb{C}$ such that $C_{f+a g, f+a g}^{(\Phi)}$ takes negative values, unless $f$ and $g$ are proportional. In Sec. III we consider smooth states $f$ for which $\operatorname{Re} C_{f, f}^{(\alpha)}(q, p) \geqslant 0$ in $(q, p)$ sets of the form $(a, b) \times \mathbb{R}$. It is shown, for example, that for such an $f$ we have $|f(q)|=\exp (\psi(q))$ with $\psi$ concave on $(a, b)$ [it is assumed here that $f(q) \neq 0$ for $q \in(a, b)]$. We also show that, if $\alpha \neq 0$, there is no smooth state $f \not \equiv 0$ such that $\operatorname{Re} C_{f, f}^{(\alpha)}(q, p) \geqslant 0$ for all $q \in \mathbb{R}, p \in \mathbb{R}$. The restriction to smooth states is not entirely necessary but makes the proofs run smoothly; a class of functions which are sufficiently smooth is the set $\mathscr{S}$ of Schwartz [it is, however, sufficient to require the states to be sufficiently often differentiable and to decay as rapidly as $\left(1+q^{2}\right)^{-k}$ with $k$ sufficiently large]. For $|\alpha|=\frac{1}{2}$ we have a stronger result, viz. there is no $f \in L^{2}(\mathbb{R}), f \neq 0$ such that $\operatorname{Re} R_{f, f} \geqslant 0$ almost everywhere [see (12)]. A remarkable phenomenon here is that there do exist generalized functions $f \neq 0$ with $\operatorname{Re} R_{f, f} \geqslant 0$ (in generalized sense). This is remarkable since the sets of smooth and generalized functions $f$ for which $W_{f, f}=C_{f, f}^{(0)} \geqslant 0$ everywhere are essentially the same, i.e., (degenerate) Gaussians. We conjecture stronger results than the ones proved in this paper. This is based on the fact that we have not been able to find any $\Phi$ (other than $\Phi \equiv 1$, Wigner distribution case) and any $f \in L^{2}(\mathbb{R})$ (other than Gaussians) for which $C_{f, f}^{(\Phi)} \geqslant 0$ everywhere.

## II. A RESULT FOR GENERAL BILINEAR PHASE-PLANE DISTRIBUTION FUNCTIONS

We consider in this section bounded $\Phi$ 's for which $C_{f, f}^{(\Phi)}$ is real valued and has correct marginals for all $f \in L^{2}(\mathbb{R})$. The arguments used in the proof of the theorem below are somewhat similar to those used by Wigner in Ref. 1.

Theorem 1: Assume that the set $\{(\theta, \tau) \mid \Phi(\theta, \tau) \neq 0\}$ is dense in $\mathbb{R}^{2}$, and let $f \not \equiv 0, g \not \equiv 0$ be smooth states such that $C_{f, f}^{(\Phi)}>0, C_{8, g}^{(\Phi)}>0$ everywhere. Then there is an $a \in \mathbb{C}, b \in \mathbb{C}$ such that $C_{a f+b g, a f+b g}^{(\phi)}$ takes negative values, unless $f$ and $g$ are proportional.

Proof: Suppose that

$$
\begin{equation*}
C_{a f+b g, a f+b g}^{(\Phi)}(q, p) \geqslant 0, \quad q \in \mathbb{R}, \quad p \in \mathbb{R}, \quad a \in \mathbb{C}, \quad b \in \mathbb{C} \tag{20}
\end{equation*}
$$

We shall show that $f$ and $g$ are proportional by using the following steps.
(1) We show that

$$
\begin{equation*}
|f(q)|^{2} C_{g, 8}^{(\Phi)}(q, p)=|g(q)|^{2} C_{f, f}^{(\Phi)}(q, p), \quad q \in \mathbb{R}, \quad p \in \mathbb{R} \tag{21}
\end{equation*}
$$

Let $q \in \mathbb{R}$, and take $a_{0} \in \mathbb{C}, b_{0} \in \mathbb{C}$ such that $a_{0} f(q)+b_{0} g(q)$ $=0$. Then

$$
\begin{equation*}
C_{a_{0} f+b_{0} g, a_{0} f+b_{0} g}^{(\Phi)}(q, p)=0, \quad p \in \mathbb{R} \tag{22}
\end{equation*}
$$

because of (20) and the correct marginals condition (2) applied to $a_{0} f+b_{0} g$. Hence we have for all $a \in \mathbb{C}, b \in \mathbb{C}, p \in \mathbb{R}$ (see Ref. 18),
$|a|^{2} C_{f, f}^{(\Phi)}(q, p)+|b|^{2} C_{g, B}^{(\Phi)}(q, p)+2 \operatorname{Re} a \bar{b} C_{f, g}^{(\Phi)}(q, p)>0$,
with equality when $a=a_{0}, b=b_{0}$. Let $p \in \mathbb{R}, a_{0}=-g(q) /$ $f(q), \quad b=1$, and write $A=C_{f, f}^{(\Phi)}(q, p), \quad B=C_{g, g}^{(\Phi)}(q, p)$, $C=C_{f, g}^{(\phi)}(q, p), a=x+i y, a_{0}=x_{0}+i y_{0}$. Now (23) can be written as

$$
P(x, y):=A\left(x^{2}+y^{2}\right)+B
$$

$$
\begin{equation*}
+2 x \operatorname{Re} C-2 y \operatorname{Im} C>0, \tag{24}
\end{equation*}
$$

with equality when $x=x_{0}, y=y_{0}$. Since for all $x \in \mathbf{R}, y \in \mathbf{R}$, $P(x, y)=A\left(x+A^{-1} \operatorname{Re} C\right)^{2}$

$$
\begin{equation*}
+A\left(y-A^{-1} \operatorname{Im} C\right)^{2}+B-A^{-1}|C|^{2} \geqslant 0, \tag{25}
\end{equation*}
$$

and $P\left(x_{0}, y_{0}\right)=0$ it follows that $A B=|C|^{2}$, $C=-A\left(x_{0}-i y_{0}\right)$, i.e.,

$$
\begin{align*}
& \left|C_{f, g}^{(\Phi)}(q, p)\right|^{2}=C_{f, f}^{(\Phi)}(q, p) C_{g, g}^{(\Phi)}(q, p) \\
& C_{f, g}^{(\Phi)}(q, p)=\frac{\overline{g(q)}}{\overline{f(q)}} C_{f, f}^{(\Phi)}(q, p) \tag{26}
\end{align*}
$$

Now elimination of $C_{f, g}(q, p)$ gives (21).
(2) We have
$|\boldsymbol{F}(p)|^{2} C_{g, 8}^{(\Phi)}(q, p)=|\boldsymbol{G}(p)|^{2} C_{f, f}^{(\Phi)}(q, p), \quad q \in \mathbf{R}, \quad p \in \mathbf{R}$.

This is proved in a similar way as (21).
(3) There is a constant $D>0$ such that

$$
\begin{equation*}
C_{g, g}^{(\Phi)}(q, p)=D C_{f f}^{(\Phi)}(q, p), \quad q \in \mathbf{R}, \quad p \in \mathbf{R} \tag{28}
\end{equation*}
$$

Indeed from (21) and (27) we get

$$
\begin{equation*}
\frac{C_{g, g}^{(\Phi)}(q, p)}{C_{f, f}^{(\phi)}(q, p)}=\frac{|G(p)|^{2}}{|F(p)|^{2}}=\frac{|g(q)|^{2}}{|f(q)|^{2}}, \quad q \in \mathbb{R}, \quad p \in \mathbb{R} \tag{29}
\end{equation*}
$$

and (28) follows.
(4) The proof is completed as follows. We see from (13) and (28) that $\varphi *\left(W_{g, g}-D W_{f, f}\right)=0$. Here * denotes twodimensional convolution. Performing the inverse double Fourier transform and using the convolution theorem we get by (14)

$$
\begin{equation*}
\Phi(\theta, \tau)\left[A_{g, g}(\theta, \tau)-D A_{f, f}(\theta, \tau)\right]=0, \quad \theta \in \mathbf{R}, \quad \tau \in \mathbb{R} . \tag{30}
\end{equation*}
$$

Here

$$
\begin{align*}
& A_{8, g}(\theta, \tau)=\int e^{2 \pi i \theta_{\mathrm{r}}} g\left(t+\frac{1}{2} \tau\right) \overline{g\left(t-\frac{1}{2} \tau\right)} d t \\
& \theta \in \mathbf{R}, \quad \tau \in \mathbf{R} \tag{31}
\end{align*}
$$

and $A_{f, f}(\theta, \tau)$ is defined similarly. Since $A_{g, g}, A_{f, f}$ are continuous functions and $\Phi(\theta, \tau) \neq 0$ in a set of $(\theta, \tau)$, which is dense in $\mathbf{R}^{2}$, we conclude that $A_{g, g}(\theta, \tau)=D A_{f, f}(\theta, \tau)$ for all $(\theta, \tau)$ $\in \mathbf{R}^{2}$. It follows easily that $g$ is a multiple of $f$.

Notes: (1) When we have a $\Phi$ such that Moyal's formula

$$
\begin{equation*}
\iint C_{f, f}^{(\Phi)}(q, p) C_{g, g}^{(\Phi)}(q, p) d q d p=|(f, g)|^{2} \tag{32}
\end{equation*}
$$

holds for all $f \in L^{2}(\mathbf{R}), g \in L^{2}(\mathbb{R})$, then $|\Phi(\theta, \tau)|=1$ (see Ref. 19).
(2) When we take $\Phi(\theta, \tau)=\cos \pi \alpha \theta \tau$, so that $C_{f, f}^{(\Phi)}$ $=\operatorname{Re} C_{f, f}^{(\alpha)}[c f .(11)]$, the condition that $\{(\theta, \tau) \mid \Phi(\theta, \tau) \neq 0\}$ is dense in $\mathbf{R}^{2}$ is satisfied. We shall show in Sec. III that there are no smooth states for which $\operatorname{Re} C_{f, f}^{(\alpha)} \geqslant 0$ everywhere.
(3) The condition of having correct marginals forces $\Phi(\theta, 0)=\Phi(0, \tau)=1 \neq 0$ for $\theta \in \mathbb{R}, \tau \in \mathbb{R}$. The proof of Theorem 1 shows that

$$
\begin{align*}
& |g(q)|^{2}=D|f(q)|^{2}, \quad|G(p)|^{2}=D|F(p)|^{2}, \\
& q \in \mathbb{R}, \quad p \in \mathbb{R}, \tag{33}
\end{align*}
$$

when $C_{a f+b g, a f+b g}^{(\Phi)} \geqslant 0$ everywhere for all $a \in \mathbb{C}, b \in \mathbb{C}$. It does not follow, however, from (33) that $f$ and $g$ are proportional. [As a counterexample, take an $f \in L^{2}(\mathbf{R})$ with $|f(q)|$ $=|f(-q)|$ for all $q \in \mathbf{R}$, and let $g(q)=\overline{f(-q)}$. Then $|g(q)|$ $=|f(q)|$ for all $q \in \mathbb{R}$ and $G(p)=\overline{F(p)}$ so that $|G(p)|$ $=|F(p)|$ for all $p \in \mathbf{R}$.]

Corollary: The condition $C_{f, f}^{(\Phi)}>0, C_{g, g}^{(\Phi)}>0$ everywhere can be replaced by the condition $C_{f, f}^{(\Phi)} \geqslant 0, C_{g, g}^{(\Phi)} \geqslant 0$ everywhere when at least one of the functions $f \cdot g$ and $F \cdot G$ does not vanish identically. To show this, we only have to provide a new proof of formula (28). To this end we let $I$ and $J$ be two open intervals where $f$ and $F$, respectively, have no zeros. We claim that there is a constant $D_{I, J}$ such that $C_{8, g}=D_{I, J} C_{f, S}$ in the set $S_{I, J}=I \times \mathbb{R} \cup \mathbb{R} \times J$, while $|g / f|^{2}=D_{I, J}$ in $I$, $|G / F|^{2}=D_{I, J}$ in $J$. To see this we let $(q, p) \in S_{I, J}$ such that $C_{f, f}^{(\Phi)}(q, p)>0$. Since $C_{f, f}$ is continuous, there are open intervals $I_{q} \subset I, J_{p} \subset J$ such that $C_{f, f}^{(\phi)}(q, p)>0$ in $I_{q} \times J_{p}$. Now formulas (21) and (27) show that there is a $D_{q, p} \geqslant 0$ such that $C_{g, g}^{(\Phi)}(q, p)=D_{q, p} C_{f, f}^{(\Phi)}(q, p)$ in $I_{q} \times J_{p}$, while $|g / f|^{2}=D_{q, p}$ in $I_{q},|G / F|^{2}=D_{q, p}$ in $J_{p}$. Hence, $|g / f|^{2}$ is a continuous function on $I$ and for every $q \in I$ there is an open interval $I_{q}$ containing $q$ where $|g / f|^{2}$ is constant. Hence $|g / f|^{2}$ is constant on $I$. Similarly, $|G / F|^{2}$ is constant on $J$, and our initial claim follows. When $I, J$ and $K, L$ are four open intervals such that $f$ and $F$ have no zeros in $I, K$ and $J, L$, respectively, we find four constants $D_{I, J}, D_{I, L}, D_{K, J}, D_{K, L}$. These constants must all be equal since, e.g., $D_{I, J}=D_{I, L}$ $=|g(q) / f(q)|^{2}$, when $q \in I$. It thus follows that there is a constant $D \geqslant 0$ such that $C_{g, g}^{(\Phi)}(q, p)=D C_{f, f}^{(\Phi)}(q, p)$ for all $(q, p) \in \mathbb{R}^{2}$ with $C_{f . f}^{(\Phi)}(q, p)>0$. Similarly, there is a constant $E \geqslant 0$ such that $C_{f, f}^{(\Phi)}(q, p)=E C_{g . g}^{(\Phi)}(q, p)$ for all $(q, p) \in \mathbf{R}^{2}$ with $C_{g . g}^{(\Phi)}(q, p)>0$. Now when there is a point $q$ with $f(q) g(q) \neq 0$ or a point $p$ with $F(p) G(p) \neq 0$ we see that $D \neq 0 \neq E$ and $E=D^{-1}$. And then $C_{g, g}^{(\Phi)}=D C_{f, f}^{(\Phi)}$ everywhere, as was required to prove. We note that there exist smooth $f \in L^{2}(\mathbf{R})$, $g \in L^{2}(\mathbf{R})$ with $f \cdot g=0, F \cdot G=0$. These examples can be found by properly smoothing, multiplying, and shifting the generalized function $f_{0}=\Sigma_{n=-\infty}^{\infty} \delta_{n}$, whose Fourier transform equals $F_{0}=\Sigma_{m=-\infty}^{\infty} \delta_{m}$.

## III. WIGNER-TYPE PHASE-PLANE DISTRIBUTION FUNCTIONS THAT ARE NON-NEGATIVE

We consider in this section phase-plane distribution functions $\operatorname{Re} C_{f, f}^{(\alpha)}$ with $\alpha \in \mathbb{R}$ and $f \in L^{2}(\mathbb{R})$ a smooth state. We are particularly interested in consequences for the state $f$ of non-negativity of $\operatorname{Re} C_{f, f}^{(\alpha)}$ in certain strips in the phase plane. Our main result is that there are no smooth states $f$ with $\operatorname{Re} C_{f, f}^{(\alpha)} \geqslant 0$ everywhere, except when $\alpha=0$. This section is divided into four subsections. In Sec. III A we examine the consequence of non-negativity of $\operatorname{Re} C_{f, f}^{(\alpha)}$ in strips for the (smooth) state $f$. The results of this subsection are based on the inversion formulas

$$
\begin{align*}
h(q, s): & =f\left(q+\left(\frac{1}{2}-\alpha\right) s\right) \overline{f\left(q-\left(\frac{1}{2}+\alpha\right) s\right)} \\
& =\int e^{2 \pi i s p} C_{f, f}^{(\alpha)}(q, p) d p,  \tag{34}\\
H(p, s): & =F\left(p-\left(\left.\frac{1}{2}+\alpha \right\rvert\, s\right) \overline{F\left(p+\left(\frac{1}{2}-\alpha\right) s\right)}\right. \\
& =\int e^{2 \pi i s q} C_{f, f}^{(\alpha)}(q, p) d q, \tag{35}
\end{align*}
$$

or rather

$$
\begin{align*}
g(q, s): & =\frac{1}{2} h(q, s)+\frac{1}{2} \overline{h(q,-s)} \\
& =\int e^{2 \pi i s p} \operatorname{Re} C_{f, f}^{(\alpha)}(q, p) d p,  \tag{36}\\
G(p, s): & =\frac{1}{2} H(p, s)+\frac{1}{2} \overline{H(p,-s)} \\
& =\int e^{2 \pi i s q} \operatorname{Re} C_{f, f}^{(\alpha)}(q, p) d q . \tag{37}
\end{align*}
$$

Another important fact is $C_{F, F}^{(\alpha)}(q, p)=C_{f, f}^{(\alpha)}(-p, q), q \in \mathbb{R}$, $p \in \mathbf{R}$. In Sec. III B we give the proof of our main result for smooth functions and $0 \neq|\alpha| \neq \frac{1}{2}$, and in Sec. III C we treat the case of $f \in L^{2}(\mathbb{R}), \alpha= \pm \frac{1}{2}$. The case $\alpha=0$ has been considered in Refs. 4 and 20 and does not need a proof here. Finally, Sec. III D contains some examples of generalized functions $f$ and numbers $\alpha$ such that $\operatorname{Re} C_{f, f}^{(\alpha)} \geqslant 0$ everywhere.

## A. States with $\operatorname{Re} C_{f, i}^{(\alpha)} \geqslant 0$ in a strip

We assume in this subsection that both $f$ and $F$ are smooth functions of $q$ and $p$ respectively so that all manipulations below can be justified (it is not hard to give more specific conditions that guarantee this).

Theorem 2: Let $-\infty<a<b<\infty$, and assume that $f(q) \neq 0, \operatorname{Re} C_{f, f}^{(\alpha)}(q, p) \geqslant 0$ for $q \in(a, b), p \in \mathbb{R}$. Write $|f(q)|$ $=\exp (\psi(q))$ with $\psi$ smooth. Then

$$
\begin{equation*}
\left(\frac{1}{4}+\alpha^{2}\right) \psi^{\prime \prime}(q)+2 \alpha^{2}\left(\psi^{\prime}(q)\right)^{2} \leqslant 0, \quad q \in(a, b) . \tag{38}
\end{equation*}
$$

Proof: Write $f(q)=\exp (\psi(q)+i \varphi(q))$ with $\varphi$ smooth on ( $a, b$ ), and insert the expansions

$$
\begin{align*}
\varphi(q+u) & =\varphi(q)+u \varphi^{\prime}(q)+\frac{1}{2} u^{2} \varphi^{\prime \prime}(q)+o\left(u^{2}\right) \\
u & \rightarrow 0  \tag{39}\\
\psi(q & +u)=\psi(q)+u \psi^{\prime}(q)+\frac{1}{2} u^{2} \psi^{\prime \prime}(q)+o\left(u^{2}\right) \\
u & \rightarrow 0 \tag{40}
\end{align*}
$$

into the definition (34) of $h(q, s)$ and $\overline{h(q,-s)}$. We get

$$
\begin{align*}
& h(q, s)=\exp \left(2 \psi(q)-2 \alpha s \psi^{\prime}(q)+\left(\frac{1}{4}+\alpha^{2}\right) s^{2} \psi^{\prime \prime}(q)\right. \\
& \left.\quad+i\left[s \varphi^{\prime}(q)-\alpha s^{2} \varphi^{\prime \prime}(q)\right]+o\left(s^{2}\right)\right), \\
& \begin{aligned}
h(q,-s) & = \\
& \exp \left(2 \psi(q)+2 \alpha s \psi^{\prime}(q)+\left(\frac{1}{4}+\alpha^{2}\right) s^{2} \psi^{\prime \prime}(q)\right. \\
& \left.\quad+i\left[s \varphi^{\prime}(q)+\alpha s^{2} \varphi^{\prime \prime}(q)\right]+o\left(s^{2}\right)\right), \quad s \rightarrow 0 .
\end{aligned} \tag{41}
\end{align*}
$$

Hence

$$
\begin{aligned}
g(q, s)= & \frac{1}{2} h(q, s)+\frac{1}{2} \overline{h(q,-s)} \\
= & \frac{1}{2} \exp \left(2 \psi(q)+\left(\frac{1}{4}+\alpha^{2}\right) s^{2} \psi^{\prime \prime}(q)+i s \varphi^{\prime}(q)\right) \\
& \times\left\{\exp \left(-2 \alpha s \psi^{\prime}(q)-i \alpha s^{2} \varphi^{\prime \prime}(q)\right)\right. \\
& \left.+\exp \left(2 \alpha s \psi^{\prime}(q)+i \alpha s^{2} \varphi^{\prime \prime}(q)\right)\right\}\left(1+o\left(s^{2}\right)\right) \\
= & \exp \left(2 \psi(q)+\left(\frac{1}{4}+\alpha^{2}\right) s^{2} \psi^{\prime \prime}(q)+i s \varphi^{\prime}(q)\right)
\end{aligned}
$$

$$
\begin{equation*}
\times\left\{\cosh \left(2 \alpha s \psi^{\prime}(q)+i \alpha s^{2} \varphi^{\prime \prime}(q)\right)\right\}\left(1+o\left(s^{2}\right)\right), \quad s \rightarrow 0 \tag{42}
\end{equation*}
$$

Now
$\cosh \left(2 \alpha s \psi^{\prime}(q)+i \alpha s^{2} \varphi^{\prime \prime}(q)\right)$

$$
\begin{equation*}
=1+2 \alpha^{2} s^{2}\left(\psi^{\prime}(q)\right)^{2}+o\left(s^{2}\right), \quad s \rightarrow 0, \tag{43}
\end{equation*}
$$

so that

$$
\begin{align*}
|g(q, s)|= & \exp \left(2 \psi(q)+\left(\frac{1}{4}+\alpha^{2}\right) s^{2} \psi^{\prime \prime}(q)\right) \\
& \times\left\{1+2 \alpha^{2} s^{2}\left(\psi^{\prime}(q)\right)^{2}+o\left(s^{2}\right)\right\}\left(1+o\left(s^{2}\right)\right) \\
= & \exp (2 \psi(q))\left\{1+\left(\frac{1}{4}+\alpha^{2}\right) s^{2} \psi^{\prime \prime}(q)\right. \\
& \left.+2 \alpha^{2} s^{2}\left(\psi^{\prime}(q)\right)^{2}+o\left(s^{2}\right)\right\}\left(1+o\left(s^{2}\right)\right), \quad s \rightarrow 0 . \tag{44}
\end{align*}
$$

Since $\operatorname{Re} C_{f . f}^{(\alpha)}(q, p) \geqslant 0, p \in \mathbb{R}$, we see from (36) that

$$
\begin{equation*}
|g(q, s)| \leqslant g(q, 0)=|f(q)|^{2}=\exp (2 \psi(q)), \quad s \in \mathbb{R} \tag{45}
\end{equation*}
$$

This can only be true when (38) holds, and the proof is complete.

Notes: (1) When $-\infty<c<d<\infty$ and $F(p) \neq 0$, $\operatorname{Re} C_{f, f}^{(\alpha)}(q, p) \geqslant 0$ for $q \in \mathbb{R}, p \in(c, d)$, we have
$\left(\frac{1}{4}+\alpha^{2}\right) \Psi^{\prime \prime}(p)+2 \alpha^{2}\left(\Psi^{\prime}(p)\right)^{2} \leqslant 0, \quad p \in(c, d)$,
where $|F(p)|=\exp (\Psi(p))$ and $\Psi$ is smooth on $(c, d)$.
(2) The condition (38) [and (46)] is weakest for $\alpha=0$. When $\alpha=0$ we see that (38) [(46)] means that $\psi(\Psi)$ is concave on $(a, b)[(c, d)]$.

We next study the behavior of an $f$ with $\operatorname{Re} C_{\substack{(\alpha)}}^{(q)}(q, p)$ $\geqslant 0$, where $q$ is a zero of $f$.

Theorem 3: Let $|\alpha| \neq \frac{1}{2}, q \in \mathbf{R}$, and assume that $f(q)=0$, $\operatorname{Re} C_{f, f}^{(\alpha)}(q, p) \geqslant 0, p \in \mathbb{R}$. Then $f^{(n)}(q)=0, n=1,2, \ldots$.

Proof: We have as in the proof of Theorem 2 that

$$
\begin{align*}
|g(q, s)|= & \left|\frac{1}{2} h(q, s)+\frac{1}{2} \overline{h(q,-s)}\right| \\
& \leqslant|g(q, 0)|=|f(q)|^{2}=0 . \tag{47}
\end{align*}
$$

Let $n \in \mathbb{N}$ be the smallest number with $f^{(n)}(q) \neq 0$. Then

$$
\begin{align*}
h(q, s)= & f\left(q+\left(\frac{1}{2}-\alpha\right) s\right) \overline{f\left(q-\left(\frac{1}{2}+\alpha\right) s\right)} \\
= & {\left[\left(\frac{1}{2}-\alpha\right)^{n}\left(s^{n} / n!\right) f^{(n)}(q)+o\left(s^{n}\right)\right] } \\
& \times\left[\left(-\left(\frac{1}{2}+\alpha\right)\right)^{n}\left(s^{n} / n!\right) \overline{f^{(n)}(q)}+o\left(s^{n}\right)\right] \\
= & {\left[(-1)^{n}\left(\frac{1}{4}-\alpha^{2}\right)^{n} /(n!)^{2}\right]\left|f^{(n)}(q)\right|^{2} s^{2 n} } \\
& +o\left(s^{2 n}\right), \quad s \rightarrow 0 . \tag{48}
\end{align*}
$$

Similarly,

$$
\begin{align*}
\overline{h(q,-s)}= & {\left[(-1)^{n}\left(\frac{1}{4}-\alpha^{2}\right)^{n} /(n!)^{2}\right]\left|f^{(n)}(q)\right|^{2} s^{2 n} } \\
& +o\left(s^{2 n}\right), \quad s \rightarrow 0 . \tag{49}
\end{align*}
$$

Hence

$$
\begin{align*}
g(q, s)= & {\left[(-1)^{n}\left(\frac{1}{4}-\alpha^{2}\right)^{n} /(n!)^{2}\right]\left|f^{(n)}(q)\right|^{2} s^{2 n} } \\
& +o\left(s^{2 n}\right), \quad s \rightarrow 0 \tag{50}
\end{align*}
$$

This contradicts (47), and therefore $f^{(n)}(q)=0$.
Theorem 4: Let $\alpha \neq 0, \quad|\alpha| \neq \frac{1}{2}$. Assume that $-\infty<a<b<\infty$, that $\operatorname{Re} C_{f, f}^{(a)}(q, p) \geqslant 0$ for $q \in(a, b), p \in \mathbb{R}$, and that $f(a) \neq 0 \neq f(b)$. Then the set $\{q \mid f(q) \neq 0\}$ is dense in $(a, b)$.

Proof: Suppose we can find an interval $\left(c_{0}, d_{0}\right) \subset(a, b)$ such that $f(q)=0$ for $q \in\left(c_{0}, d_{0}\right)$. We can assume that both $c_{0}$
and $d_{0}$ are accumulation points of the set $\{q \mid f(q) \neq 0\}$. When $q \in\left(c_{0}, d_{0}\right)$ we have for $s \in \mathbb{R}$
$f\left(q+\left(\frac{1}{2}-\alpha\right) s\right) \overline{f\left(q-\left(\frac{1}{2}+\alpha\right) s\right)}$

$$
\begin{equation*}
+\overline{f\left(q-\left(\frac{1}{2}-\alpha\right) s\right)} f\left(q+\left(\frac{1}{2}+\alpha\right) s\right)=0 . \tag{51}
\end{equation*}
$$

We consider the following cases.
(1) $0<\alpha<\frac{1}{2}$. We can find $c_{n}<c_{0}, d_{n}>d_{0}$ with $f\left(c_{n}\right) \neq 0$ $\neq f\left(d_{n}\right), c_{n} \uparrow c_{0}, d_{n} \downarrow d_{0}$. Now if we let

$$
\begin{align*}
& q_{n}=\frac{1}{\frac{1}{2}}\left(c_{n}+d_{n}\right)+\alpha\left(d_{n}-c_{n}\right), \\
& s_{n}=d_{n}-c_{n}, \quad n=1,2, \ldots, \tag{52}
\end{align*}
$$

then we have $q_{n}+\left(\frac{1}{2}-\alpha\right) s_{n}=d_{n}, q_{n}-\left(\frac{1}{2}+\alpha\right) s_{n}=c_{n}$ while $q_{n}-\left(\frac{1}{2}-\alpha\right) s_{n} \in\left(c_{0}, d_{0}\right)$ for large $n$. We conclude that the left-hand side of (51) with $q=q_{n}, s=s_{n}$ equals $f\left(d_{n}\right) \overline{f\left(c_{n}\right)} \neq 0$ for large $n$. We thus have a contradiction.
(2) $-\frac{1}{2}<\alpha<0$. This case is similar to the previous one.
(3) $\alpha>\frac{1}{2}$. Let $c_{n}<c_{0}$ be such that $c_{n} \uparrow c_{0}, f\left(c_{n}\right) \neq 0$. Now if we let

$$
\begin{align*}
& q_{n, m}=\frac{1}{2}\left(c_{n}+c_{m}\right)+\alpha\left(c_{m}-c_{n}\right), \\
& s_{n, m}=c_{m}-c_{n}, \quad n, m=1,2, \ldots, \tag{53}
\end{align*}
$$

we have $q_{n, m}+\left(\frac{1}{2}-\alpha\right) s_{n, m}=c_{m}, q_{n, m}-\left(\frac{1}{2}+\alpha\right) s_{n, m}=c_{n}$. We can take $n$ so large that $q_{n, \infty}+\left(\frac{1}{2}+\alpha\right) s_{n, \infty} \in\left(c_{0}, d_{0}\right)$. Here $q_{n, \infty}=\frac{1}{2}\left(c_{n}+c_{0}\right)+\alpha\left(c_{0}-c_{n}\right), \quad s_{n, \infty}=c_{0}-c_{n} . \quad$ Observe that $q_{n, \infty}>c_{0}$, and that $q_{n, m}<q_{n, \infty}, s_{n, m}<s_{n, \infty}, q_{n, m} \uparrow q_{n, \infty}$ when $m \rightarrow \infty$. Hence, when $m$ is large enough, $q_{n, m}>c_{0}$ while $q_{n, m}+\left(\frac{1}{2}+\alpha\right) s_{n, m}<d_{0}$. Therefore, the left-hand side of (51), with $q=q_{n, m}, s=s_{n, m}$, equals $f\left(c_{m}\right) \overline{f\left(c_{n}\right)} \neq 0$ when $m$ is large enough. We thus have a contradiction.
(4) $\alpha<-\frac{1}{2}$. This case is similar to the case $\alpha>\frac{1}{2}$.

## B. Smooth states $f \neq 0$ with $\operatorname{Re} C_{i, t}^{(\alpha)} \geqslant 0$ everywhere do not exist: case $0 \neq|\alpha| \neq \frac{1}{2}$

We now start the proof of the statement that there are no smooth states $f$ with $\operatorname{Re} C_{f, f}^{(a)} \geqslant 0$ everywhere for the case $0 \neq|\alpha| \neq \frac{1}{2}$; the case $\alpha=0$ is covered by Hudson's theorem and the case $|\alpha|=\frac{1}{2}$ will be considered in Sec. III C. The proof is lengthy and consists of several steps; it can be outlined as follows. Suppose that we have a smooth $f \neq 0$ with $\operatorname{Re} C_{f, f}^{(a)} \geqslant 0$ everywhere. It will be shown in Lemma 1 below that the zero set of $f$ must be unbounded above and below; at the same time it will be shown that we must have $|\alpha|<\frac{1}{2}$. In Lemma 2 below it will be shown that $f$ cannot vanish identically on any interval. The remainder of the proof consists of a careful analysis of $f$ around its zeros. When $f(a)=0$, we have
$f\left(a+\left(\frac{1}{2}-\alpha\right) s\right) \overline{f\left(a-\left(\frac{1}{2}+\alpha\right) s\right)}$

$$
\begin{equation*}
=-\overline{f\left(a-\left(\frac{1}{2}-\alpha\right) s\right)} f\left(a+\left(\frac{1}{2}+\alpha\right) s\right), \quad s \in \mathbb{R} . \tag{54}
\end{equation*}
$$

This identity can be used to show the following (Lemma 3): Let $a$ be a zero of $f$ for which there is a $\delta>0$ such that $f(q) \neq 0$ for $q \in(a-\delta, a)$. Then there is a smooth function $k_{a}$ : $(0, \infty) \rightarrow \mathbb{C}$ such that

$$
\begin{equation*}
k_{a}(q)=-k_{a}\left[\left[\left(\frac{1}{2}+\alpha\right) /\left(\frac{1}{2}-\alpha\right)\right] q\right), \quad q>0, \tag{55}
\end{equation*}
$$

while

$$
\begin{equation*}
f(a+q)=k_{a}(q) f(a-q), \quad q>0 . \tag{56}
\end{equation*}
$$

Then it can be shown that the zero set of $f$ has the form $\{a+b l \mid l \in \mathbb{Z}\}$, where $a \in \mathbb{R}, b \in \mathbb{R}$. We finally derive a con-
tradiction by showing the identity

$$
\begin{equation*}
k_{a}(q)=k_{a+b}(q-b) \overline{k_{a}(2 b-q)} k_{a-b}(q), \quad b<q<2 b, \tag{57}
\end{equation*}
$$

in which the left-hand side behaves smoothly as $q \downarrow b$ whereas the right-hand side oscillates violently as $q \downarrow b$ because of the factor $k_{a+b}(q-b)$ and (55).

Lemma 1: (i) Let $0<|\alpha|<\frac{1}{2}$, and assume $\operatorname{Re} C_{f, f}^{(\alpha)} \geqslant 0$ everywhere. Then the zero set of $f$ is unbounded below and above.
(ii) Let $|\alpha|>\frac{1}{2}$. Then $\operatorname{Re} C_{f f f}^{(a)}$ takes negative values.

Proof: (i) Suppose there is a $b \in \mathbb{R}$ with $f(q) \neq 0$ for $q<b$. Then we can write $|f(q)|=\exp (\psi(q))$, where $\psi$ is smooth and satisfies (38) for $q<b$. In particular $\psi$ is concave on $(-\infty, b)$. Since $s|f(q)|^{2} d q<\infty$ we must have that $\psi(q) \rightarrow-\infty$ as $q \rightarrow-\infty$. Furthermore we can find a $q_{0}<b$ such that $\psi^{\prime}\left(q_{0}\right)>0$. Now $\psi^{\prime}(q) \geqslant \psi^{\prime}\left(q_{0}\right)$ for $q<q_{0}$, and, according to (38),
$1 / \psi^{\prime}(q)-1 / \psi^{\prime}\left(q_{0}\right)=\int_{q}^{q_{0}} \frac{\psi^{\prime \prime}(r)}{\left(\psi^{\prime}(r)\right)^{2}} d r \leqslant-c_{\alpha}\left(q_{0}-q\right), \quad q \leqslant q_{0}$,
where $c=2 \alpha^{2} /\left(\frac{1}{4}+\alpha^{2}\right)>0$. Therefore

$$
\begin{equation*}
1 / \psi^{\prime}(q) \leqslant 1 / \psi^{\prime}\left(q_{0}\right)-c_{\alpha}\left(q_{0}-q\right), \quad q \leqslant q_{0} . \tag{58}
\end{equation*}
$$

The left-hand side of (59) is positive for $q<q_{0}$ whereas the right-hand side of ( 59 ) tends to $-\infty$ when $q \rightarrow-\infty$. Contradiction. Hence, $f$ must have zeros in $(-\infty, b)$. In a similar way we conclude that $f$ has zeros in any interval $(a, \infty)$.
(ii) Suppose $\operatorname{Re} C_{f, f}^{(\alpha)} \geqslant 0$ everywhere and $|\alpha|>\frac{1}{2}$. In the proof of $(\mathrm{i})$ it was not used that $0<|\alpha|<\frac{1}{2}$. Since $f \neq 0$ we can find a $q_{0} \in \mathbb{R}$ with $f\left(q_{0}\right) \neq 0$. Now let $a:=\inf \left\{q_{1} \mid f(q) \neq 0\right.$ for $\left.q \in\left(q_{1}, q_{0}\right)\right\}$. Then $a>-\infty, f(a)=0$, and there is $a b>a$ such that $f(q) \neq 0$ for $q \in(a, b)$. As $f(q) \neq 0$ for $q \in(a, b)$ we have, according to (38),

$$
\begin{align*}
|f|^{\prime \prime}(q)= & {\left[\psi^{\prime \prime}(q)+\left(\psi^{\prime}(q)\right)^{2}\right] \exp (\psi(q)) } \\
& \leqslant-\frac{\alpha^{2}-\frac{1}{4}}{\alpha^{2}+\frac{1}{4}}\left(\psi^{\prime}(q)\right)^{2} \exp (\psi(q)) \leqslant 0, \quad q \in(a, b) . \tag{60}
\end{align*}
$$

Hence $|f|$ is concave on $(a, b)$ and $\lim _{q+a}|f|^{\prime}(q)>0$ (this limit may be $+\infty$ ). But

$$
\begin{align*}
|f|^{\prime}(q)= & \exp (-i \arg f(q))\left[f^{\prime}(q)-i(\arg f)^{\prime}(q) f(q)\right] \\
= & \exp (-i \arg f(q)) f^{\prime}(q) \\
& -i|f(q)|(\arg f)^{\prime}(q), \quad q \in(a, b), \tag{61}
\end{align*}
$$

and the real part of the right-hand side tends to 0 on account of Theorem 3. This results in a contradiction, and the proof is complete.

We assume from now on that $0 \neq|\alpha|<\frac{1}{2}$.
Lemma 2: The set $\{q \mid f(q) \neq 0\}$ is dense in $\mathbb{R}$.
Proof: We proceed according to the following steps.
(1) $f$ cannot have compact support. For otherwise $F$ is an analytic function. According to Lemma 1,F has zeros, and at a zero, $p$, of $F$ we have according to Theorem 3 that $F^{(n)}(p)$ $=0$. This is impossible in view of the analyticity of $F$ and the fact that $f \neq 0$.
(2) $f$ cannot vanish identically on a semi-infinite interval. For suppose that $f(q)=0$ for $q \leqslant a$, where $a:=\max \left\{q_{1} \mid f(q)=0, q \leqslant q_{1}\right\}$. We know from step (2) that
the support of $f$ is unbounded above. Hence, in view of Theorem 4 there are no intervals $[c, d]$ with $d>c>a$ such that $f$ vanishes on $[c, d]$. By Lemma 1 we can find a $q>a$ with $f(q)=0$. When $\alpha<0$, we see from (54) that $\overline{f\left(q+\left(\frac{1}{2}-\alpha\right) s\right)}$ $\times f\left(q-\left(\frac{1}{2}+\alpha\right) s\right)=0$ whenever $s \geqslant\left(\frac{1}{2}-\alpha\right)^{-1}(q-a)$. However, when $\left(\frac{1}{2}-\alpha\right)^{-1}(q-a)<s<\left(\frac{1}{2}+\alpha\right)^{-1}(q-a)$ we have $q+\left(\frac{1}{2}-\alpha\right) s>a, \quad q-\left(\frac{1}{2}+\alpha\right) s>a, \quad$ so that neither $f\left(q+\left(\frac{1}{2}-\alpha\right) s\right)$ nor $f\left(q-\left(\frac{1}{2}+\alpha\right) s\right)$ can vanish identically for $s$ in any subinterval of $\left(\frac{1}{2}-\alpha\right)^{-1}(q-a),\left(\frac{1}{2}+\alpha\right)^{-1}(q-a)$. This contradicts the continuity of $f$. When $\alpha>0$ we can derive a contradiction in a similar way. It follows therefore that the support of $f$ cannot be bounded below, and in a similar way it can be shown that the support of $f$ is not bounded above. This completes the proof of step (2).

The proof of the lemma is now easily completed by using Theorem 4.

We assume now that $-\frac{1}{2}<\alpha<0$.
Lemma 3: Let $a$ be a zero of $f$ for which there is a $\delta>0$ such that $f(q) \neq 0$ for $q \in(a-\delta, a)$. Then there is a smooth function $k_{a}:(0, \infty) \rightarrow \mathrm{C}$ such that $k_{a}(q)=-k_{a}(\beta q), f(a+q)$ $=k_{a}(q) f(a-q), q>0$. Here $\beta=\left(\frac{1}{2}+\alpha\right) /\left(\frac{1}{2}-\alpha\right)<1$.

Proof: With $\beta$ as given above we can write (54) as
$f(a+q) \overline{f(a-\beta q)}=-\overline{f(a-q)} f(a+\beta q), \quad q \in \mathbb{R}$.

Therefore, when $f(a-q) \neq 0 \neq f(a-\beta q)$ (in particular when $0<q<\delta$ )

$$
\begin{equation*}
f(a+q) / \overline{f(a-q)}=-f(a+\beta q) / \overline{f(a-\beta q)} . \tag{63}
\end{equation*}
$$

Define

$$
\begin{equation*}
k_{a}(q):=f(a+q) / f(a-q), \quad 0<q<\delta, \tag{64}
\end{equation*}
$$

and extend the domain of $k_{a}$ to $(0, \infty)$ by setting for $q \geqslant \delta$

$$
\begin{equation*}
k_{a}(q):=(-1)^{n} k_{a}\left(q \beta^{n}\right), \tag{65}
\end{equation*}
$$

where $n=1,2, \ldots$ is such that $q \beta^{n} \in[\beta \delta, \delta)$. We claim that this $k_{a}$ satisfies the requirements. Indeed, we have the identity $k_{a}(q)=-k_{a}(\beta q)$ for $0<q<\delta$ because of (63), and the extension of $k_{a}$ according to (65) is such that this identity remains valid for $q \geqslant \delta$. It is also clear that $k_{a}$ is smooth. Finally, let $q_{0}>0$. We want to show that $f\left(a+q_{0}\right)=k_{\mathrm{a}}\left(q_{0}\right)$ $\times \overline{f\left(a-q_{0}\right)}$. When $0<q_{0}<\delta$ this follows at once from the definition (64). When $q_{0} \geqslant \delta$ we take $n=1,2, \ldots$ such that $q_{0} \beta^{n} \in[\beta \delta, \delta)$. The set $\{q \mid f(q) \neq 0\}$ is open and dense in $\mathbf{R}$ according to Lemma 2. Hence we can find a sequence $\left(q_{k}\right)_{k=1,2, \ldots \ldots}$ with $q_{k} \beta^{n} \in[\beta \delta, \delta), q_{k} \rightarrow q_{0}$, and $f\left(a-q_{k}\right) \neq 0$, $f\left(a-\beta q_{k}\right) \neq 0, \ldots, f\left(a-\beta^{n-1} q_{k}\right) \neq 0$. It follows from (63)(65) that $f\left(a+q_{k}\right)=k_{a}\left(q_{k}\right) \overline{f\left(a-q_{k}\right)}$ for all $k=1,2, \ldots$. By taking the limit $k \rightarrow \infty$ and using continuity of $f$ and $k_{a}$ we conclude that $f\left(a+q_{0}\right)=k_{a}\left(q_{0}\right) \overline{f\left(a-q_{0}\right)}$, and the proof is complete.

Corollaries: (1) Let $a$ be a zero of $f$ for which there is a $\delta>0$ such that $f(q) \neq 0$ for $q \in(a, a+\delta)$. Then there is a smooth function $l_{a}:(0, \infty) \rightarrow \mathrm{C}$ such that $l_{a}(q)=-l_{a}(\beta q)$, $\overline{f(a-q)}=l_{a}(q) f(a+q), \quad q>0 . \quad$ Here $\quad \beta=\left(\frac{1}{2}+\alpha\right) /$ $\left(\frac{1}{2}-\alpha\right)<1$.
(2) Let $a$ be a zero of $f$ for which there is a $\delta>0$ such that $f(q) \neq 0$ for $q \in(a, a+\delta) \cup(a-\delta, a)$. Then the function $k_{a}$ of Lemma 3 has no zeros. Indeed, $k_{a}(q) \neq 0$ for $0<q<\delta$, and hence, by $(65), k_{a}(q) \neq 0$ for $q>0$.

Lemma 4: The zero set of $f$ is of the form $\{a+l b \mid l \in \mathbf{Z}\}$ for some $a \in \mathbf{R}, b \in \mathbb{R}$.

Proof: We can find an $a \in \mathbf{R}, b>0$ such that $f(a)$ $=0=f(a+b)$ while $f(q) \neq 0$ for $q \in(a, a+b)$. Assume the interval $(a-b, a)$ contains a zero $a-c_{0}$ of $f$ with $0<c_{0}<b$. With $l_{a}$ as in Corollary 1 we see that $l_{a}\left(c_{0}\right)=0$, as $f\left(a+c_{0}\right) \neq 0$. Since $l_{a}(q)=-l_{a}(\beta q)$ for $q>0$ we get that $f\left(a-c_{0} \beta^{n}\right)=0$ for $n=1,2, \ldots$. Hence $a$ is an accumulation point of the zeros of $f$ less than $a$. We can find zeros $c$ and $d$ of $f$ with $a-\frac{1}{2} b<c<d<a$ such that the interval $(c, d)$ is zero-free [otherwise $f$ would vanish identically on a subinterval of $\left(a-\frac{1}{2} b, a\right)$, which cannot happen by Theorem 4]. According to Lemma 3 we have $f(d+q)=k_{d}(q) \overline{f(d-q)}$ for all $q>0$. Since $f(d+q) \neq 0$ for $q \in(a-d, a+b-d)$ we see that $f(d-q) \neq 0$ for $q \in(a-d, a+b-d)$. In particular $f(a-b)=f(d-(d-(a-b))) \neq 0$ since $d-(a-b)$ $\in(a-d, a+b-d)$. However, by Corollary 1, $\overline{f(a-b)}$ $=l_{a}(b) f(a+b)=0$. Thus, we have a contradiction. Hence, $f$ has no zeros in $(a-b, a)$ while $f(a-b)=0$. It follows now by induction that $f(a-2 b)=f(a-3 b)$ $=\cdots=0$, while $f(c) \neq 0$ for $c<a, c \neq a-b, a-2 b, \ldots$. Simi larly, $f(a+2 b)=f(a+3 b)=\cdots=0$ while $f(c) \neq 0$ for $c>a, c \neq a+b, a+2 b, a+3 b, \ldots$, and the proof is complete.

We shall now finish the proof of the main result of this subsection. We assume for convenience that $a=0, b=1$. According to Corollary 2 to Lemma 3 the functions $k_{l}$ with integer $l$ have no zeros, are smooth and satisfy $k_{l}(q)$ $=-k_{l}(\beta q), f(l+q)=k_{l}(q) \overline{f(l-q)}$ for $q>0$. Therefore, $k_{t}(q)$ is bounded away from 0 and oscillates violently when $q \downharpoonright 0$. We shall show that

$$
\begin{equation*}
k_{1}(q-1) \overline{k_{0}(2-q)} k_{-1}(q)=k_{0}(q), \quad 1<q<2 \tag{66}
\end{equation*}
$$

Indeed, we have for $1<q<2$ that $f(q)=k_{0}(q) \overline{f(-q)}$, and at the same time

$$
\begin{align*}
f(q) & =k_{1}(q-1) \overline{f(1-(q-1))}=k_{1}(q-1) \overline{f(2-q)} \\
& =k_{1}(q-1) \overline{k_{0}(2-q) \overline{f(q-2)}} \\
& =k_{1}(q-1) \overline{k_{0}(2-q)} f(-1+(q-1)) \\
& =k_{1}(q-1) \overline{k_{0}(2-q)} k_{-1}(q-1) \overline{f(-q)} \tag{67}
\end{align*}
$$

Since $f$ has no zeros in $(-2,-1)$ we conclude that (66) holds by equating the two expressions for $f(q)$. From (66) we easily derive a contradiction: $\lim _{q 11} k_{0}(q), \quad \lim _{q 11} k_{0}(2-q)$, $\lim _{q+1} k_{-1}(q)$ exist and are unequal to 0 whereas $\lim _{q 11} k_{1}(q-1)$ does not exist.

This completes the proof of our main result for the case $-\frac{1}{2}<\alpha<0$. The proof for the case $0<\alpha<\frac{1}{2}$ is practically the same.

Note: We can ask ourselves how close we can get to proving Hudson's theorem for the Wigner distribution by employing the same techniques as in this section. It is not hard to show that any smooth $f$ with $\mathrm{W}_{f, f} \geqslant 0$ everywhere has no zeros, and that $|f(q)|=\exp (\psi(q)),|F(p)|=\exp (\Psi(p))$, where $\psi$ and $\Psi$ are concave functions defined on $\mathbb{R}$ with $\psi(q) \rightarrow-\infty$ as $q \rightarrow \pm \infty, \Psi(p) \rightarrow-\infty$ as $p \rightarrow \pm \infty$. We have not been able to find examples $f$ [other than Gaussians $f(q)=\exp \left(-\pi \gamma q^{2}+2 \pi \delta q-\pi \epsilon\right)$ with $\left.\operatorname{Re} \gamma>0, \delta \in \mathbb{C}, \epsilon \in \mathbb{C}\right]$
such that both $\log |f|$ and $\log |F|$ are well defined and concave everywhere on $\mathbb{R}$.

## C. Square-Integrable states $f$ with $\operatorname{Re} C_{f, f}^{(\alpha)} \geqslant 0$ everywhere do not exist: case $|\alpha|=\frac{1}{2}$

In this subsection we shall show that there is no $f \in L^{2}(\mathbb{R})$ such that $\operatorname{Re} C_{f, f}^{(1 / 2)} \geqslant 0$ almost everywhere (unless $f=0$ almost everywhere). The reason why the proof in Sec. III B for (smooth) $f$ 's fails when $\alpha= \pm \frac{1}{2}$ is that formula (54) does not provide useful information when $f(a)=0$. [The result of Theorem 2 is still valid and shows that $\psi^{\prime \prime}(q)+\left(\psi^{\prime}(q)\right)^{2} \leqslant 0$ on any interval where $f$ has no zeros; this Theorem 2 implies that $|f|$ is concave when $f$ is smooth on such an interval.] We therefore have to resort to entirely different methods. We shall show that the main result in this case also holds for all $f \in L^{2}(\mathbb{R})$, which are not necessarily smooth. Furthermore, the proof is more constructive in the sense that one can more explicitly indicate the regions where $\operatorname{Re} C_{f, f}^{( \pm 1 / 2)}$ takes negative values.

Since $C_{f, f}^{(1 / 2)}(q, p)=\overline{C_{f, f}^{(-1 / 2)}(q, p)}$ it is sufficient to consider the case $\alpha=\frac{1}{2}$ only. We have

$$
\begin{equation*}
\operatorname{Re} C_{f, f}^{(1 / 2)}(q, p)=\operatorname{Re}\left[e^{2 \pi i q p} \overline{f(q)} F(p)\right] \tag{68}
\end{equation*}
$$

The proof can be outlined as follows. Assume for a while that $f(q)$ is positive on an interval $[a, b]$. Then non-negativity of (68) for all $q$ and $p$ implies that $\operatorname{Re}\left[e^{2 \pi i q p} F(p)\right] \geqslant 0$ for $q \in[a, b], p \in \mathbb{R}$. When $|p|$ is sufficiently large, $\left\{e^{2 \pi i q p}\right.$ $\mid q \in[a, b]\}=\{z| | z \mid=1\}$, leaving for $F(p)$ no other possibility than $F(p)=0$. Hence $F(p)=0$ for $|p|$ sufficiently large. When $f$ is continuous and nonzero in an interval a slightly more sophisticated argument gives the same conclusion. When $F$ is continuous and nonzero in an interval as well, we can argue in a similar fashion that $f(q)=0$ for $|q|$ sufficiently large. This then gives a contradiction since $f$ and $F$ cannot both be compactly supported. The reasoning is essentially the same but gets more technical when $f \in L^{2}(\mathbb{R})$ since one has now to consider Lebesgue points ${ }^{21}$ of $f$ and $F$, instead of continuity points.

We proceed with the proof according to the following steps, where we denote the sets of Lebesgue points of $f$ and $F$ by $\mathrm{LP}_{f}$ and $\mathrm{LP}_{F}$, respectively. We suppose that $\operatorname{Re}\left[e^{2 \pi i q p}\right.$ $\overline{f(q)} F(p)] \geqslant 0$ almost everywhere, where $f \not \equiv 0$.

Step 1: When $q_{0} \in \mathrm{LP}_{f}, p_{0} \in \mathrm{LP}_{F}$, and $f\left(q_{0}\right) \neq 0 \neq F\left(p_{0}\right)$, then $\operatorname{Re}\left[e^{2 \pi i q_{0} p_{0}} \overline{f\left(q_{0}\right)} F\left(p_{0}\right)\right] \geqslant 0$. Indeed if this is not true, we can find a $\delta>0$ such that $\operatorname{Re}\left[e^{2 \pi i q} \bar{z} w\right]<0$ for all $z \in \mathbb{C}$, $w \in \mathbb{C}, q \in \mathbb{R}, p \in \mathbb{R}$ with $\left|z-f\left(q_{0}\right)\right|<\delta,\left|w-F\left(p_{0}\right)\right|<\delta$, $\left|q-q_{0}\right|<\delta,\left|p-p_{0}\right|<\delta$. Since $q_{0} \in \mathbf{L P}_{f}$ we can find ${ }^{21}$ an $\epsilon_{1}, 0<\epsilon_{1}<\delta$, with $\mu\left(\left\{q \in\left[q_{0}-\epsilon_{1}, q_{0}+\epsilon_{1}\right]\left|\left|f(q)-f\left(q_{0}\right)\right|\right.\right.\right.$ $<\delta\})>\epsilon_{1}$. Similarly, we can find an $\epsilon_{2}, 0<\epsilon_{2}<\delta$ such that $\mu\left(\left|p \in\left[p_{0}-\epsilon_{2}, p_{0}+\epsilon_{2}\right]\right|\left|F(p)-F\left(p_{0}\right)\right|<\delta\right\} \mid>\epsilon_{2}$. With $\boldsymbol{\epsilon}:=\min \left(\epsilon_{1}, \epsilon_{2}\right) \quad$ we $\quad$ get $\quad \mu\left(\left\{(q, p) \mid \operatorname{Re}\left[e^{2 \pi i q p} \overline{f(q)} F(p)\right]\right.\right.$ $<0])>\epsilon^{2}$, and this contradicts the assumption that $\operatorname{Re}\left[e^{2 \pi i q p} \overline{f(q)} F(p)\right] \geqslant 0$ almost everywhere.

Step 2: Let $q \in \mathrm{LP}_{f}$ with $q>0, f(q) \neq 0$, let $C$ be the conic set $\{z \mid \arg z \in(\pi a, \pi b)\}$ with $b-a<1$, and let $F^{\leftarrow}(C)$ $=\{p \in \mathbb{R} \mid F(p) \in C\}$. Then we have, for $n=0,1, \ldots$,

$$
\begin{equation*}
I_{n}(q) \cap \mathbf{L P} P_{F} \cap F \vdash(C)=\phi, \tag{69}
\end{equation*}
$$

where $I_{n}(q)$ is the interval

$$
\begin{align*}
I_{n}(q)= & {\left[\frac{2 n+\frac{1}{2}+\pi^{-1} \arg f(q)-a}{2 q},\right.} \\
& \left.\frac{2 n+\frac{3}{2}+\pi^{-1} \arg f(q)-b}{2 q}\right], \tag{70}
\end{align*}
$$

whose midpoint $\left(2 n+1+(1 / \pi) \arg f(q)-\frac{1}{2}(a+b)\right) / 2 q$ and length $[1-(b-a)] / 2 q$ are denoted by $m_{n}(q)$ and $l(q)$, respectively. Indeed when $p \in I_{n}(q) \cap \mathbf{L} \mathbf{P}_{F} \cap F \vdash(C)$ we have $\operatorname{Re}\left[e^{2 \pi i q p} \overline{f(q)} F(p)\right]<0$, and this contradicts the result of step 1.

Step 3: Let $q_{0} \in \mathrm{LP} P_{f}$ with $q_{0}>0, f\left(q_{0}\right) \neq 0$, and let $V_{\delta, \epsilon}:=\left\{q \in\left(q_{0}-\epsilon, q_{0}+\epsilon\right)| | f(q)-f\left(q_{0}\right) \mid<\delta\right\} \cap \mathrm{LP}_{f}$
for $\delta>0, \epsilon>0, \epsilon<\frac{1}{2} q_{0}$. Furthermore let $J_{n}(q)$ be the closed interval with midpoint $(2 n / 2 q)+m_{0}\left(q_{0}\right)$ and length $\frac{1}{4} l\left(q_{0}\right)$. We can find $\delta>0, \epsilon>0$ such that $J_{n}(q) \subset I_{n}(q)$ for $q \in V_{\delta, \epsilon}$. Indeed this is achieved when $\delta$ and $\epsilon$ are so small that $\left|m_{0}(q)-m_{0}\left(q_{0}\right)\right|<\frac{1}{8} l\left(q_{0}\right)$.

Step 4: Let $\epsilon(n)=4 q_{0} /(2 n+1)$. Then the set of midpoints of $J_{n}(q)$ with $\left|q-q_{0}\right|<\frac{1}{2} \epsilon(n)$ equals $\left(m_{n}\left(q_{0}\right)-\left(1 / q_{0}\right)\right.$ $\left.\times[2 n /(2 n+3)], m_{n}\left(q_{0}\right)+\left(1 / q_{0}\right)[2 n /(2 n-1)]\right)$.

Step 5: We have ${ }^{21} \lim _{\epsilon ⿺ 0} \mu\left(V_{\delta, \epsilon}\right) / 2 \epsilon=1$ for every $\delta>0$. We can take $n$ so large that $\left(q_{0}-\epsilon(n), q_{0}+\epsilon(n)\right) \backslash V_{\delta,(n)}$ contains no intervals of length $\geqslant \frac{1}{2} q_{0} l\left(q_{0}\right) \epsilon(n)$. The latter number is $<\frac{1}{2} \epsilon(n)$, and when $q_{1}, q_{2} \in\left(q_{0}-\epsilon(n), q_{0}+\epsilon(n)\right)$, $\left|q_{1}-q_{2}\right|<\frac{1}{2} q_{0} l\left(q_{0}\right) \epsilon(n)$, then $J_{n}\left(q_{1}\right) \cap J_{n}\left(q_{2}\right) \neq \phi$. Hence,

$$
\begin{equation*}
S_{n}\left(q_{0}\right):=\underset{q \in V_{\delta, \&(n)}}{\cup} J_{n}(q) \supset \underset{\left|q-q_{0}\right|<1 \in(n)}{\cup} J_{n}(q), \tag{72}
\end{equation*}
$$

and this set contains the interval of length $=4 \mathrm{q}_{0}^{-1}$ $\times(2 n+3)^{-1} n$ with midpoint $m_{n}\left(q_{0}\right)$. Hence the $S_{n}\left(q_{0}\right)$ 's overlap when $n$ is large enough.

Step 6: When $p \in S_{n}\left(q_{0}\right) \cap \mathrm{LP}_{F}$, we have $F(p) \notin C$. For otherwise $p \in I_{n}(q) \cap \mathrm{LP}_{F} \cap F \vdash(C)$ for some $q \in V_{\delta, \epsilon(n)}$, which contradicts (69). Hence $F(p) \notin C$ when $p>0$ is sufficiently large.

Step 7: By taking three different conic sets $C_{1}, C_{2}, C_{3}$ as in step 2 with $C_{1} \cup C_{2} \cup C_{3}=\mathbb{C} \backslash\{0\}$, we see that $F(p)=0$ when $p>0$ is sufficiently large. Similarly, $F(p)=0$ when $-p>0$ is sufficiently large.

Step 8: By interchanging $q$ and $p$ we see that $f(q)=0$ when $|q|$ is sufficiently large. The proof is now completed by noting that $f$ and $F$ cannot both be compactly supported.

Note: As the proof shows, it is not necessary to require $f \in L^{\mathbf{2}}(\mathbb{R})$; the requirement that $f, F$ can be identified with locally integrable functions is sufficient. For instance, when $f \in L^{1}(\mathbb{R})$ we have that $F$ is continuous and bounded, and $\operatorname{Re}\left[e^{2 \pi i q p} \overline{f(q)} F(p)\right]$ takes negative values.

## D. Examples of generalized functions $f$ with $\operatorname{Re} C_{f, f}^{(\alpha)} \geqslant 0$ everywhere

In this subsection we give examples of generalized functions $f$ and $\alpha \in \mathbb{R}$ such that $\operatorname{Re} C_{f, f}^{(\alpha)} \geqslant 0$ everywhere (in the generalized sense). It was already noted in Sec. I that the existence of such $f$ 's and $\alpha$ 's is remarkable in view of the fact that the sets of smooth and generalized functions $f$ with $W_{f, f}=C_{f, f}^{(0)} \geqslant 0$ everywhere are essentially the same. In constructing examples of $f$ 's with $\operatorname{Re} C_{f, f}^{(\alpha)} \geqslant 0$ we are led by what
may be called the interference formula
$\left|C_{f, f}^{(\alpha)}(q, p)\right|^{2}$

$$
\left.\begin{array}{rl}
= & \left(\frac{1}{2}-\alpha\right)^{2} \iint W_{f, f}\left(\frac{q}{\frac{1}{2}+\alpha}-a, \frac{p}{\frac{1}{2}-\alpha}-b\right) \\
& \times W_{f, f}\left(\frac{1}{2}+\alpha\right.  \tag{73}\\
\frac{1}{2}-\alpha & , \frac{1}{2}-\alpha \\
\frac{1}{2}+\alpha \\
)
\end{array}\right) d a d b .
$$

The way this formula is used is as follows. Assume we have an $f$, which can be thought of as a sum of functions each of which is "coherent" in the sense that its Wigner distribution is concentrated (and positive) in a rather small region of the phase-plane. Due to the presence of cross terms in $C_{f, f}^{(a)}$, each pair of components of $f$ will produce what is called a ghost. Although averages of these cross terms over sufficiently large regions are small, provided that the regions to which the Wigner distributions of the components are confined are more or less disjoint, the amplitude is not. Hence, negative values of $\operatorname{Re} C_{f, f}^{(\alpha)}$ are likely to be found in the regions where the ghosts appear. What formula (73) tells us is how the regions where we can expect ghosts vary with $\alpha$. For example, when $f=f_{1}+f_{2}$ and $W_{f_{1}, f_{1}}, W_{f_{2}, f_{2}}$ is concentrated around $\left(q_{1}, p_{1}\right)$ and $\left(q_{2}, p_{2}\right)$, respectively, one can show from (73) that $C_{f, f}^{(\alpha)}$ has a ghost around the point

$$
\begin{equation*}
\left(\frac{1}{2}\left(q_{1}+q_{2}\right), \frac{1}{2}\left(p_{1}+p_{2}\right)\right)+\alpha\left(q_{1}-q_{2}, p_{2}-p_{1}\right) \tag{74}
\end{equation*}
$$

Hence, if one wants to construct examples $f=\Sigma_{n} f_{n}$, with each $f_{n}$ "coherent" in the above sense, such that $\operatorname{Re} C_{f, \rho}^{(\alpha)} \geqslant 0$ everywhere, one should take care that for each pair $f_{n}, f_{m}$ producing their ghost according to (74), there is an $f_{k}$ whose Wigner distribution is positive in the region where the ghost appears. It should be noted that all $\operatorname{Re} C_{f_{k}, f_{k}}^{(\alpha)}$ tend to be concentrated and non-negative in approximately the same regions as $W_{f_{k} f_{k}}$; this can be seen from formula (13), with $\Phi(\theta, \tau)=\cos \pi \alpha \theta \tau, \varphi(q, p)=\alpha^{-1} \cos \pi \alpha^{-1} q p$, which exhibits $\operatorname{Re} C_{f_{k}, f_{k}}^{(\alpha)}$ as the convolution of $W_{f_{k}, f_{k}}$ and a function $\varphi$, which is positive and slowly varying near $(0,0)$ and rapidly oscillating far away from $(0,0)$. In this way we achieve that the negative values of $\operatorname{Re} C_{f_{n}, f_{m}}^{(\alpha)}$ are masked by the positive values of $\operatorname{Re} C_{f_{k}, f_{k}}^{(\alpha)}$.

We start with the case $\alpha=\frac{1}{2}$. Although formula (73) degenerates in this case, the above noted principles are still valid. As is strongly suggested by the proof in Sec. III C, we should look for $f$ 's for which either $f$ or $F$ is supported by very small sets. We consider below $f$ 's that are supported by discrete sets.

Example 1: Let $f=\delta_{a}$, where $a \in \mathbb{R}$. Define for $b \in \mathbb{R}$

$$
\begin{equation*}
e_{b}(p):=\exp (-2 \pi i b p), \quad p \in \mathbb{R} \tag{75}
\end{equation*}
$$

Then $F(p)=e_{a}(p)$, and

$$
\begin{equation*}
C_{f, f}^{(1 / 2)}=\delta_{a} \otimes e_{0} \geqslant 0 \tag{76}
\end{equation*}
$$

Example 2: Let $f=\delta_{a}+\delta_{b}$, where $a \in \mathbb{R}, b \in \mathbb{R}, a \neq b$. Then $F(p)=e_{a}(p)+e_{b}(p)$, and
$\operatorname{Re}\left[C_{f, f}^{(1 / 2)}(q, p)\right]=(1+\cos 2 \pi(a-b) p)\left(\delta_{a}(q)+\delta_{b}(q)\right)$,
$q \in \mathbb{R}, \quad p \in \mathbb{R}$,
which is non-negative everywhere. Note that the ghosts of $\delta_{a}$ and $\delta_{b}$ (whose Wigner distributions are $\delta_{a} \otimes e_{0}$ and $\delta_{b}$ $\otimes e_{0}$, respectively) appear on the lines $q=a$ and $q=b$.

Example 3: Let $f=\boldsymbol{\Sigma}_{n=-\infty}^{\infty} \delta_{n}$. Then $F(p)$ $=\Sigma_{m=-\infty}^{\infty} \delta_{m}$, and thus

$$
\begin{equation*}
C_{f, f}^{(1 / 2)}=\sum_{n, m}^{\infty} \delta_{n} \otimes \delta_{m} \geqslant 0 \tag{78}
\end{equation*}
$$

Notes: (1) The following can be shown. When $f=\Sigma_{n=-\infty}^{\infty} c_{n} \delta_{n}$ and $\operatorname{Re} C_{f, f}^{(1 / 2)} \geqslant 0$, then either (a) infinitely many of the $c$ 's are $\neq 0$ (b) only one $c$ is $\neq 0$, or (c) only two $c$ 's $\neq 0$. In case (c) the two $c$ 's that are $\neq 0$ have equal modules. If $F$ is smooth, only the last two options can occur.
(2) The only square-integrable states that have non-negative Wigner distributions are the Gaussians. When one passes from square integrable to generalized states, the situation remains the same, except that one has to allow certain degeneracies (delta functions and exponentials, cf. Ref. 20). Such a thing does not hold for the distributions $\operatorname{Re} C_{f, f}^{(1 / 2)} . A$ second deviation is found when one considers the behavior of the distributions under smoothing by means of Gaussians. It has been shown in Ref. 20 that a (generalized) function $f$ for which $G_{\gamma} * W_{f, f}>0$ everywhere must be a (degenerate) Gaussian when $\gamma>1$. Here

$$
\begin{equation*}
G_{\gamma}(q, p)=\exp \left(-2 \pi \gamma\left(q^{2}+p^{2}\right)\right), \quad q \in \mathbf{R}, \quad p \in \mathbb{R} \tag{79}
\end{equation*}
$$

When we consider as an example $f=\delta_{a}+z \delta_{b}$, where $a \in \mathbf{R}$, $b \in \mathbb{R}, z \in \mathbb{R}, z>1$, we have

$$
\begin{align*}
\operatorname{Re}\left[C_{f, f}^{(1 / 2)}(q, p)\right]= & \delta_{a}(q)(1+z \cos 2 \pi(a-b) p) \\
& +z \delta_{b}(q)(z+\cos 2 \pi(a-b) p) \tag{80}
\end{align*}
$$

The second term at the right-hand side of $(80)$ is non-negative; the convolution of the first term with $G$ equals

$$
\begin{align*}
& \frac{1}{\sqrt{2 \gamma}} \exp \left(-2 \pi \gamma q^{2}\right) \\
& \quad \times\left(1+z \exp \left(-\frac{\pi}{2 \gamma}(a-b)^{2}\right) \cos 2 \pi(a-b) p\right) \tag{81}
\end{align*}
$$

and is non-negative everywhere when $z \exp \left(-(\pi / 2 \gamma)(a-b)^{2}\right) \leqslant 1$. Hence, when $|b-a|$ is sufficiently large, a small amount of smoothing will turn $\operatorname{Re} C_{f, f}^{(1 / 2)}$ into an everywhere non-negative distribution.

We finally consider some examples with $\alpha=-k+\frac{1}{2}$, where $k$ is an integer $\neq 0,1$ and $f$ is a sum of delta functions. We note that the ghosts of $\delta_{a}$ and $\delta_{b}$ manifest themselves in $C_{f, f}^{(\alpha)}$ on the lines $q=a+k(b-a), q=b-k(b-a)$. Hence, we must consider sums consisting of either one or infinitely many terms.

Example 4: Let $f=\delta_{a}$, where $a \in \mathbb{R}$. Then
$C_{f, f}^{(\alpha)}=\delta_{a} \otimes e_{0} \geqslant 0$.
Example 5: When $f=\Sigma_{n=-\infty}^{\infty} \delta_{n}$, then
$C_{f, f}^{(\alpha)}=\sum_{n, m=-\infty}^{\infty} \delta_{n} \otimes \delta_{m} \geqslant 0$.
Example 6: When $f=\Sigma_{n=-\infty}^{\infty}\left(\delta_{n k}+\delta_{n k+1}\right)$, we have

$$
\begin{align*}
C_{f, f}^{(\alpha)}(q, p)= & k^{-1} \sum_{n, m}^{\infty}\left[\delta_{n k^{-1}}(p) \delta_{m k}(q)\left(1+e^{2 \pi i q}\right)\right. \\
& \left.+\delta_{n k-1}(p) \delta_{m k+1}(q)\left(1+e^{-2 \pi i q}\right)\right] \tag{84}
\end{align*}
$$

and the real part of this distribution equals
$k^{-1} \sum_{n, m=-\infty}^{\infty} \delta_{n k-1}(p)(1+\cos 2 \pi q)$
$\times\left[\delta_{m k}(q)+\delta_{m k+1}(q)\right] \geqslant 0$.

$$
\begin{equation*}
\times\left[\delta_{m k}(q)+\delta_{m k+1}(q)\right] \geqslant 0 . \tag{85}
\end{equation*}
$$

Note that when $V:=\{n k+l \mid l=0,1 ; n \in \mathbf{Z}\}$, we have $a \in V$,
$b \in V, a+k(b-a) \in V, b-k(b-a) \in V$. It can furthermore be shown that $\operatorname{Re} C_{g, g}^{(\alpha)}$ takes negative values when $g=\Sigma_{n=-\infty}^{\infty}\left(\delta_{n k-1}+\delta_{n k}+\delta_{n k+1}\right)$.
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The Levinson theorem is proved by the Sturm-Liouville theorem in this paper. For the potential $\int_{0}^{1} r|V(r)| d r<\infty, V(r) \rightarrow b / r^{2}$ when $r \rightarrow \infty$, the modified Levinson theorem is derived as $n_{l}=(1 / \pi) \delta_{l}(0)+(a-l) / 2-\frac{1}{2} \sin ^{2}\left\{\delta_{l}(0)+[(a-l) / 2] \pi\right\}$, if $a(a+1) \equiv b+l(l+1)>\frac{3}{4}$ or $a=0$. Two examples which violate the Levinson theorem and satisfy the modified Levinson theorem are discussed.

## I. INTRODUCTION

Consider the Schrödinger equation ( $2 m=1, \hbar=1$ )

$$
\begin{equation*}
-\frac{d^{2} u(r)}{d r^{2}}=\left[E-V(r)-l(l+1) / r^{2}\right] u(r) \tag{1}
\end{equation*}
$$

with the cutoff potential

$$
\begin{equation*}
\int_{0}^{1} r|V(r)| \mathrm{dr}<\infty, \quad V(r)=0, \quad \text { when } r \geqslant r_{0} \tag{2}
\end{equation*}
$$

If $E<0$, physically admissible solutions should be vanishing at the origin and at spatial infinity. One can solve Eq. (1) in the two regions $0<r \leqslant r_{0}$ and $r_{0} \leqslant r<\infty$, respectively, and can obtain the two logarithmic derivatives of wave functions, $u^{\prime} /$ $u$, at $r=r_{0}$, from the different sides. If these two logarithmic derivatives match at a definite energy $E<0$, there is a bound state with this energy. The Sturm-Liouville theorem shows that the logarithmic derivative is monotonic with respect to the energy, therefore, the relation between two logarithmic derivatives at zero energy determines whether there are bound states or not. On the other hand, the logarithmic derivative for $E \gtrsim 0$ determines the phase shift at zero energy $\delta_{l}(0)$. The Levinson theorem ${ }^{1}$ reveals the relation between $\delta_{l}(0)$ and the number $n_{l}$ of bound states, which, obviously, relates with the Sturm-Liouville theorem closely. Even though the Levinson theorem has been proved in different methods ${ }^{2}$ and generalized to different potentials and problems, ${ }^{3}$ the proof method of the Levinson theorem by the Sturm-Liouville theorem is very simple, intuitive, rigorous, and easy to generalize.

The previous proof of Levinson theorem requires the potential $V(r)$ to satisfy the following conditions:

$$
\begin{align*}
& \int_{0}^{1} r|V(r)| d r<\infty  \tag{3a}\\
& \int_{1}^{\infty} r^{2}|V(r)| d r<\infty \tag{3b}
\end{align*}
$$

The first one is necessary for the nice behavior of the wave function at the origin, and the second one is necessary for the previous proof method. Newton ${ }^{4}$ pointed out two examples where the Levinson theorem is violated because the second condition is not satisfied.

It is proved in terms of the Sturm-Liouville theorem in this paper that for the potential $V(r)$

$$
\begin{equation*}
\int_{0}^{1} r|V(r)| \mathrm{dr}<\infty, \quad V(r) \rightarrow \frac{b}{r^{2}}, \quad \text { when } r \rightarrow \infty, \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
b+l(l+1)=a(a+1)>\frac{3}{4} \quad \text { or } a=0 \tag{5}
\end{equation*}
$$

the modified Levinson theorem is as follows:
$n_{l}=\frac{1}{\pi} \delta_{l}(0)+\frac{a-l}{2}-\frac{1}{2} \sin ^{2}\left(\delta_{l}(0)+\frac{a-l}{2} \pi\right)$,
where $n_{l}$ is the number of bound states with angular momentum $l$, and $\delta_{l}(0)$ is the phase shift of zero energy. Newton's examples satisfy the modified Levinson theorem.

## II. PROOF OF THE LEVINSON THEOREM BY THE STURM-LIOUVILLE THEOREM

When $V=0$, the solution for the Schrödinger equation (1) with $E>0$ is

$$
\begin{equation*}
u=\cos \delta_{l} \hat{j}_{l}(k r)-\sin \delta_{l} \hat{n}_{l}(k r), k=\sqrt{E} \tag{7}
\end{equation*}
$$

where $\delta_{l}$ is an integral constant and $\hat{j}_{l}$ and $\hat{n}_{l}$ are the spherical Bessel functions
$\hat{j}_{l}(x)=\sqrt{\pi x / 2)} J_{l+1 / 2}(x), \hat{n}_{l}(x)=\sqrt{\pi x / 2)} N_{l+1 / 2}(x)$,
with the asymptotic behaviors

$$
\begin{align*}
& \hat{j}_{l}(x) \rightarrow \begin{cases}x^{l+1} /(2 l+1)!!, & \text { when } x \rightarrow 0, \\
\sin (x-l \pi / 2), & \text { when } x \rightarrow \infty,\end{cases}  \tag{9a}\\
& \hat{n}_{l}(x) \rightarrow\left\{\begin{array}{lr}
-(2 l-1)!!/ x^{l}, & \text { when } x \rightarrow 0, \\
-\cos (x-l \pi / 2), & \text { when } x \rightarrow \infty .
\end{array}\right. \tag{9b}
\end{align*}
$$

Therefore, the solution with $\delta_{l}=0$ is vanishing at the origin and admissible in physics. The logarithmic derivative at $r=r_{0}$ for this solution is

$$
\begin{equation*}
\frac{u^{\prime}\left(r_{0}\right)}{u\left(r_{0}\right)}=k \frac{\hat{j}_{l}^{\prime}\left(k r_{0}\right)}{\hat{j}_{l}\left(k r_{0}\right)} \xrightarrow{k \rightarrow 0} \frac{l+1}{r_{0}} . \tag{10}
\end{equation*}
$$

On the other hand, when $k$ goes to zero, the finite solution $r^{-l}$ at $r \geqslant r_{0}$ is the limit of $\hat{n}_{l}(k r)$, and its logarithmic derivative at $r=r_{0}$ is

$$
\begin{equation*}
k\left[\hat{n}_{l}^{\prime}\left(k r_{0}\right) / \hat{n}_{l}\left(k r_{0}\right)\right] \xrightarrow{k \rightarrow 0}-l / r_{0} . \tag{11}
\end{equation*}
$$

Now, introduce a parameter $\lambda$ for a given cutoff potential (2)

$$
V(r, \lambda)= \begin{cases}\lambda V(r), & \text { if } V(r)>0 \text { and } 0 \leqslant \lambda \leqslant 1,  \tag{12}\\ V(r), & \text { if } V(r)>0 \text { and } 1 \leqslant \lambda \leqslant 2, \\ 0, & \text { if } V(r) \leqslant 0 \text { and } 0 \leqslant \lambda \leqslant 1, \\ (\lambda-1) V(r), & \text { if } V(r) \leqslant 0 \text { and } 1 \leqslant \lambda \leqslant 2 .\end{cases}
$$

When $\lambda=0, V(r, 0)=0$; when $\lambda$ increases from 0 to $1, V(r, \lambda)$ increases; when $\lambda$ increases from 1 to $2, V(r, \lambda)$ decreases and reaches to $V(r)$. Suppose that the nontrivial solution $u_{\lambda E}(r)$ in the region $0 \leqslant r \leqslant r_{0}$ is obtained for this potential $V(r, \lambda)$, and then, the logarithmic derivative can be calculated as

$$
\begin{equation*}
\left.\left[u_{\lambda E}^{\prime}(r) / u_{\lambda E}(r)\right]\right|_{r_{0}-}=A(\lambda, E) \tag{13}
\end{equation*}
$$

where $A$ is the function of $\lambda$ and $E$. When $E>0$, by the matching condition at $r=r_{0}$,

$$
\begin{equation*}
\left.\left[u^{\prime}(r) / u(r)\right]\right|_{r_{0}-}=\left.\left[u^{\prime}(r) / u(r)\right]\right|_{r_{0}+}, \tag{14}
\end{equation*}
$$

the potential determines the constant $\delta_{I}$ through the logarithmic derivative $A$ :

$$
\begin{equation*}
\tan \delta_{l}=\frac{\hat{j}_{l}\left(k r_{0}\right)}{\hat{n}_{l}\left(k r_{0}\right)} \frac{A-k \hat{j}_{l}^{\prime}\left(k r_{0}\right) / \hat{j_{l}}\left(k r_{0}\right)}{A-k \hat{n}_{l}^{\prime}\left(k r_{0}\right) / \hat{n}_{l}\left(k r_{0}\right)} . \tag{15a}
\end{equation*}
$$

When $k$ tends to zero ( $E \gtrsim 0$ ),

$$
\begin{align*}
\tan \delta_{l} \simeq & -\frac{\left(k r_{0}\right)^{2 l+1}}{(2 l+1)!(2 l-1)!!} \\
& \times \frac{A-(l+1) / r_{0}}{A-\left[-l / r_{0}+k^{2} r_{0} /(2 l-1)\right]} \tag{15b}
\end{align*}
$$

Here, $\delta_{l}(k)$ is called the phase shift which describes the properties of the potential $V(r)$ (see Ref. 1). When $V=0$, $A=k \hat{j}_{l}^{\prime}\left(k r_{0}\right) / \hat{j}_{l}\left(k r_{0}\right)$, so $\delta_{l}(k)=m \pi$. We use the convention in this paper that

$$
\begin{equation*}
\delta_{l}(k)=0, \quad \text { when } V(r)=0 \tag{16}
\end{equation*}
$$

It is shown ${ }^{5}$ that in this convention the phase shift $\delta_{l}(\infty)$ for the infinity energy vanishes.

From Eq. (15) we get

$$
\begin{equation*}
\frac{\partial \delta_{l}}{\partial A}=-\frac{k \cos ^{2} \delta_{l}}{\left[A \hat{n}_{l}\left(k r_{0}\right)-k \hat{n}_{l}\left(k r_{0}\right)\right]^{2}}<0 \tag{17}
\end{equation*}
$$

The phase shift increases monotonically as the logarithmic derivative $A$ decreases.

When $E<0$, only one independent solution of Eq. (1) is vanishing at the spatial infinity

$$
\begin{equation*}
u=e^{i(\pi / 2)(l+1)} \hat{h}_{l}\left(i k_{1} r\right) \xrightarrow{r \rightarrow \infty} e^{-k_{1} r} \tag{18}
\end{equation*}
$$

where $k_{1}=\sqrt{-E}$ and $\hat{h}_{l}$ is the spherical Hankel function

$$
\begin{equation*}
\hat{h}_{l}(x)=\hat{j}_{l}(x)+i \hat{n}_{l}(x) \tag{19}
\end{equation*}
$$

The logarithmic derivative of this solution at $r=r_{0}$ is

$$
\begin{align*}
\left.\frac{u^{\prime}(r)}{u(r)}\right|_{r_{0}+} & =i k_{1} \frac{\hat{h}_{l}^{\prime}\left(i k_{1} r_{0}\right)}{\hat{h}_{l}\left(i k_{1} r_{0}\right)} \\
& = \begin{cases}-l / r_{0}, & \text { when } k_{1}+0 \\
-k_{1}, & \text { when } k_{1} \rightarrow \infty\end{cases} \tag{20}
\end{align*}
$$

which decreases monotonically from $-l / r_{0}$ to negative infinity as energy decreases from zero to negative infinity.

In the region $0 \leqslant r \leqslant r_{0}$ the solution with $u(0)=0$ for $E<0$ when $V(r)=0$ is

$$
\begin{equation*}
u=e^{-i(\pi / 2)(l+1} \hat{\hat{j}_{l}}\left(i k_{1} r\right) \tag{21}
\end{equation*}
$$

and

$$
\begin{align*}
\left.\frac{u^{\prime}(r)}{u(r)}\right|_{r_{0}-} & =i k_{1} \frac{\hat{j}_{\hat{\prime}}^{\prime}\left(i k_{1} r_{0}\right)}{\hat{j}_{l}\left(i k_{1} r_{0}\right)} \\
& = \begin{cases}(l+1) / r_{0}, & \text { when } k_{1} \rightarrow 0 \\
k_{1}, & \text { when } k_{1} \rightarrow \infty\end{cases} \tag{22}
\end{align*}
$$

The logarithmic derivative $A(0, E)$ increases monotonically from $(l+1) / r_{0}$ to positive infinity as energy decreases from zero to negative infinity.

Now, we turn to the Sturm-Liouville theorem. If $u$ with $u(0)=0$ is a nontrivial solution of Eq. (1) with $E-V(r)=\mu p(r)+q(r)$, where $p(r)$ does not change sign in the region $0 \leqslant r \leqslant r_{0}$ and $\mu$ may be understood as $E$ or $\lambda$ (it should be discussed separately when $\lambda$ increases from 0 to 1 and from 1 to 2), then

$$
\begin{equation*}
\left.u^{2}\left(r_{0}\right) \frac{d\left(u^{\prime} / u\right)}{d \mu}\right|_{r_{0}-}=-\int_{0}^{r_{0}} p(r) u^{2}(r) d r \tag{23}
\end{equation*}
$$

If we fix the potential $V(r, \lambda)$, the logarithmic derivative $A(\lambda, E)$ increases monotonically as energy $E$ decreases. Equation (22) is an example. If we fix energy $E, A(\lambda, E)$ increases monotonically as $\lambda$ increases from 0 to 1 , and decreases monotonically as $\lambda$ increases from 1 to 2 . If we apply the SturmLiouville theorem to the region $r_{0} \leqslant r<\infty,\left.\left(u^{\prime} / u\right)\right|_{r_{0}+}$ also changes monotonically with respect to the energy if $u(\infty)=0$. Equation (20) gives an example.

There is another form of the Sturm-Liouville theorem called the comparison theorem. In our problem, for the nontrivial solution $u$ of Eq. (1) with $u(0)=0$, its zeros in the region $0<r \leqslant r_{0}$ move away from the origin if $E$ decreases or $V$ increases ( $\lambda$ goes from 0 to 1 ), and move towards the origin if $E$ increases or $V$ decreases ( $\lambda$ goes from 1 to 2 ).

It is easy to see that $u\left(r_{0}\right)=0$ will cause $A(\lambda, E)$ divergent. However, there are no zeros in the region $0<r \leqslant r_{0}$ for the nontrivial solution $u$ with $u(0)=0$ if $E \leqslant 0$ and $V=0$ [see Eq. (21)]. Then, according to the comparison theorem, there are no zeros in the region $0<r \leqslant r_{0}$ for $u$ with $u(0)=0$ if $E \leqslant 0$ and $V \geqslant 0(0 \leqslant \lambda \leqslant 1)$, namely, when $E \leqslant 0$ and $\lambda$ increases from 0 to $1, A(\lambda, E)$ increases but is finite. This conclusion also holds when $E>0$ but is small enough. In contrast, if one fixes $E$ and increases $\lambda$ from 1 to $2, u\left(r_{0}\right)$ may be equal to zero and $A(\lambda, E)$ may decrease to negative infinity $\left[u\left(r_{0}\right)=0\right.$ ], then jump to positive infinity and decrease again. Generally, $A(\lambda, E)$ may jump several times as $\lambda$ increases from 1 to 2 .

A potential is said to be repulsive dominated if $A(\lambda, 0) \geqslant(l+1) / r_{0}, 0 \leqslant \lambda \leqslant 2$. For a repulsive-dominated potential where

$$
\begin{equation*}
\frac{l+1}{r_{0}} \leqslant\left.\frac{u^{\prime}(r)}{u(r)}\right|_{r_{0}-}<\infty, \text { when }-\infty<E \leqslant 0, \tag{24}
\end{equation*}
$$

according to Eqs. (20) and (15b), there is no bound state in this case, and $\delta_{l}(0)=0$. Therefore,

$$
\begin{equation*}
n_{l}=(1 / \pi) \delta_{l}(0)=0 \tag{25}
\end{equation*}
$$

A potential is said to be attractive dominated if $A(\lambda, 0)$ may be less than $(l+1) / r_{0}$ for some $\lambda$. If one fixes a very small $k(E \leqslant 0)$ and increases $\lambda$ from 1 to 2 , the logarithmic derivative $A(\lambda, E)$ decreases monotonically from a positive value $\geqslant(l+1) / r_{0}$, and phase shift $\delta_{l}(k)$ increases. However, before $A(\lambda, E)$ reaches to $-l / r_{0}$, from Eq. $(15), \delta_{l}(k)$ is still near zero. If the potential is attractive dominated, $A(\lambda, E)$
may decrease through the value $-l / r_{0}$, and $\delta_{l}(k)$ increases rapidly through $\pi / 2$ and goes to near $\pi$. Then, $\delta_{l}(n)$ increases slowly near $\pi$ as $A(\lambda, E)$ decreases to negative infinity [ $\left.u\left(r_{0}\right)=0\right]$, jumps to positive infinity, and decreases again. At the same time, wave function $u$ gets a zero in the region $0<r \leqslant r_{0}$. When $A(\lambda, E)$ decreases the second time through $-l / r_{0}, \delta_{l}(k)$ increases rapidly again, and goes through $3 \pi / 2$ to $2 \pi$. Generally, when $\lambda$ increases from 1 to $2, A(\lambda, E)$ decreases through $m$ times of jumping from negative infinity to positive infinity and $n_{l}=m$ or $m+1$ times through the value $-l / r_{0}$, correspondently, $\delta_{l}(k)$ increases to near $n_{l} \pi$ and the wave function $u(r)$ has $m$ zeros in the region $0<r \leqslant r_{0}$.

Now, we fix the potential $V(r)=V(r, 2)$ and let the energy decrease from the small positive value. According to the Sturm-Liouville theorem all the zeros of the solution $u$ in the region $0<r \leqslant r_{0}$ will move away from the origin and the logarithmic derivative $A(2, E)$ will increase monotonically. As long as a zero moves through $r_{0}, A(2, E)$ increases to positive infinity, jumps to negative infinity, and increases again. Therefore, when $E$ decreases from zero to negative infinity, $A(2, E)$ increases from $A(2,0)$ through $m$ times of jumping and $n_{l}$ times through the value $-l / r_{0}$, and finally increases to positive infinity. Thus, from Eq. (20) $A(2, E)$ will match $n_{l}$ times with the values of $\left.\left[u^{\prime}(r) / u(r)\right]\right|_{r_{0}+}$ when $E$ decreases from zero to negative infinity, namely, there are $n_{l}$ bound states

$$
\begin{equation*}
n_{l}=\delta_{l}(0) / \pi \tag{26}
\end{equation*}
$$

The above discussion is the essence of the Levinson theorem.
We should pay some attention to the case where $A(2,0)=-l / r_{0}$. In this case there is a solution with $E=0$ satisfying the matching condition (14). This solution is in proportion to $r^{-l}$ in the region $r>r_{0}$, so it is a bound state except for $l=0$. It is interesting to know whether $\delta_{l}(0)$ increases an additional $\pi$ when $A(\lambda, 0)$ finally reaches the value $-l / r_{0}$. The crucial point is that when $\lambda=2$ and $k$ is small enough, $\tan \delta_{l}(k)$ is positive or negative and tends to zero or infinity as $k$ goes to zero. If $\tan \delta_{l}(k)$ is negative and tends to zero, $\delta_{l}(0)$ increases an additional $\pi$. If $\tan \delta_{l}(k)$ is positive and tends to zero, $\delta_{l}(0)$ does not increase a $\pi$. If $\tan \delta_{l}(k)$ tends to infinity, $\delta_{l}(0)$ increases $\pi / 2$.

Since $u\left(r_{0}\right) \neq 0$, from Eq. (23) we obtain

$$
\begin{align*}
& \frac{\partial A(2, E)}{\partial E}=-\frac{1}{u^{2}\left(r_{0}\right)} \int_{0}^{r_{0}} u^{2}(r) d r<0 \\
& A(2, E) \simeq-l / r_{0}-c^{2} k^{2}, \text { when } E \gtrsim 0 \tag{27}
\end{align*}
$$

where $c^{2}>0$. Substituting it into Eq. (15b) we obtain

$$
\begin{equation*}
\tan \delta_{l}(k) \simeq-c^{\prime 2} k^{2 l-1} \tag{28}
\end{equation*}
$$

where $c^{\prime 2}>0$. Therefore, when $l \neq 0$, Eq. (26) holds. When $l=0, \hat{j}_{0}\left(k r_{0}\right)=\sin k r_{0}, \hat{n}_{0}\left(k r_{0}\right)=-\cos k r_{0}$,

$$
\begin{equation*}
\tan \delta_{0}(k)=-\tan k r_{0} \frac{A-k \cot k r_{0}}{A+k \tan k r_{0}} \rightarrow \infty \tag{29}
\end{equation*}
$$

that is, $\delta_{0}(0)$ increases an additional $\pi / 2$ when $A(\lambda, 0)$ finally reaches to 0 . Since this state for $E=0$ and $l=0$ is not a bound state, but, so called, a half-bound state, the additional $\pi / 2$ should be subtracted from $\delta_{0}(0)$ in Eq. (26). Finally, the Levinson theorem should be read as

$$
\begin{equation*}
n_{l}=(1 / \pi) \delta_{l}(0)-\frac{1}{2} \sin ^{2} \delta_{l}(0) . \tag{30}
\end{equation*}
$$

This form of Levinson's theorem was first presented by Ni. ${ }^{2}$
This proof method of the Levinson theorem for the Schrödinger equation can easily be generalized into that for the Dirac equation, which will be discussed elsewhere, and obtain the same result as in Ref. 6.

## III. MODIFIED LEVINSON THEOREM

Now, we turn to the case where the potential has a tail at $r \geqslant r_{0}$ :

$$
\begin{equation*}
V(r) \sim b r^{-m}, \text { when } r \rightarrow \infty \tag{31}
\end{equation*}
$$

Let $r_{0}$ be so large that only the leading term in $V(r)$ is concerned in the region $r \geqslant r_{0}$. Substituting it into Eq. (1) and changing the variable $r$ to $\xi=k r$, we get

$$
\begin{equation*}
-\frac{d^{2} u(\xi)}{d \xi^{2}}=\left(1-\frac{b}{\xi^{m}} k^{m-2}-\frac{l(l+1)}{\xi^{2}}\right) u(\xi), r \geqslant r_{0} \tag{32}
\end{equation*}
$$

As far as the Levinson theorem is concerned, only those solutions with small $k$ are interesting to us. If $m=1$, the potential term becomes very large and, as is well known, the phase shift changes logarithmically. If $m \geq 3$, the potential term becomes too small to affect the phase shift. Thus, we are going to discuss the case where $m=2$. For convenience, we divide the potential into two parts:

$$
\begin{align*}
& V(r)=V_{1}(r)+V_{2}(r),  \tag{33a}\\
& V_{1}(r)= \begin{cases}V(r), & r \leqslant r_{0}, \\
0, & r>r_{0},\end{cases}  \tag{33b}\\
& V_{2}(r)= \begin{cases}0, & r<r_{0}, \\
V(r) \sim b r^{-2}, & r \geqslant r_{0}\end{cases} \tag{33c}
\end{align*}
$$

Substituting it into the Schrödinger equation (1), we get

$$
\begin{equation*}
-\frac{d^{2} u(r)}{d r^{2}}=\left(E-\frac{a(a+1)}{r^{2}}\right) u(r), r>r_{0} \tag{34}
\end{equation*}
$$

where

$$
\begin{equation*}
a(a+1) \equiv b+l(l+1) \tag{35}
\end{equation*}
$$

If $b+l(l+1)<-\frac{1}{4}$, this potential causes an infinite number of bound states, which is not interesting to us. For $a(a+1)>-\frac{1}{4}, a>-\frac{1}{2}$, the solution to Eq. (34) is as follows: When $E>0, k=\sqrt{E}$,

$$
\begin{equation*}
u=\cos \delta_{a} \hat{j}_{a}(k r)-\sin \delta_{a} \hat{n}_{a}(k r) \tag{36}
\end{equation*}
$$

where $\delta_{a}(k)$ is related with the phase shift $\delta_{l}(k)$ by

$$
\begin{equation*}
\delta_{a}(k)=\delta_{l}(k)+[(a-l) / 2] \pi \tag{37}
\end{equation*}
$$

When $E=0$,

$$
\begin{equation*}
u=r^{-a} . \tag{38}
\end{equation*}
$$

When $E<0, k_{1}=\sqrt{-E}$,

$$
\begin{equation*}
u=e^{i(\pi / 2)(a+1)} \hat{h}_{a}\left(i k_{1} r\right) \tag{39}
\end{equation*}
$$

Like Eq. (15), we get

$$
\begin{equation*}
\tan \delta_{a}(k)=\frac{\hat{j}_{a}\left(k r_{0}\right)}{\hat{n}_{a}\left(k r_{0}\right)} \frac{A-k \hat{j}_{a}^{\prime}\left(k r_{0}\right) / \hat{j}_{a}\left(k r_{0}\right)}{A-k \hat{n}_{a}^{\prime}\left(k r_{0}\right) / \hat{n}_{a}\left(k r_{0}\right)} \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \delta_{a}}{\partial A}=-\frac{k \cos ^{2} \delta_{a}}{\left[A \hat{n}_{a}\left(k r_{0}\right)-k \hat{n}_{a}^{\prime}\left(k r_{0}\right)\right]^{2}} \tag{41}
\end{equation*}
$$

Now, we can follow the proof for the Levinson theorem (30) in Sec. II to obtain the modified Levinson theorem (6) where the potential $V_{1}(r)$ plays the role of the potential (2). The only thing which should be discussed carefully is the case when $A(2,0)=-a / r_{0}$.

If $a>\frac{1}{2}$ and $A(2,0)=-a / r_{0}$, the solution for $E=0$ is a bound state with the behavior $u(r) \sim r^{-a}$, when $r \rightarrow \infty$. When $A(2,0)=-a / r_{0}$, just like Eq. (28), we get

$$
\begin{equation*}
\tan \delta_{a}(k) \sim-C^{\prime 2} k^{2 a-1} \tag{42}
\end{equation*}
$$

where $C^{\prime 2}>0$. Thus, $\delta_{a}(0)$ increases an additional $\pi$, so we come to the modified Levinson theorem (6).

If $a=\frac{1}{2}$ and $A(2,0)=-a / r_{0}$, the solution for $E=0$ is not a bound state because $\int_{r_{0}}^{\infty}\left[r^{-1 / 2}\right]^{2} d r$ is divergent. However,

$$
\begin{aligned}
& \hat{j}_{1 / 2}(x) \sim \sqrt{\frac{\pi}{2}} \frac{x^{3 / 2}}{2} \\
& \hat{n}_{1 / 2}(x) \sim-\sqrt{\frac{2}{\pi x}}+\frac{x^{3 / 2}}{\sqrt{2 \pi}} \ln \frac{x}{2} .
\end{aligned}
$$

Here, $\tan \delta_{1 / 2}(k)$ is negative when $k$ is small enough and tends to zero as $k$ goes to zero, that is, $\delta_{1 / 2}(0)$ increases an additional $\pi$, which violates the modified Levinson theorem (6).

If $a=0$, the calculation is the same as that in Sec. II when $l=0$, so Eq. (6) holds. If $-\frac{1}{2}<a<\frac{1}{2}$ but $a \neq 0$,

$$
\begin{align*}
& \hat{j}_{a}\left(k r_{0}\right) \sim \frac{\sqrt{\pi}}{\Gamma\left(\frac{3}{2}+a\right)}\left(\frac{k r_{0}}{2}\right)^{a+1}, \\
& \hat{n}_{a}\left(k r_{0}\right) \sim-\frac{\Gamma\left(\frac{1}{2}+a\right)}{\sqrt{\pi}}\left(\frac{2}{k r_{0}}\right)^{a} \\
& \times\left[1-\left(\frac{k r_{0}}{2}\right)^{2 a+1} \frac{\pi \cot \left(a+\frac{1}{2}\right) \pi}{\left(\frac{1}{2}+a\right)\left[\Gamma\left(\frac{1}{2}+a\right)\right]^{2}}\right] \\
& \tan \delta_{a}(k) \sim-\frac{\pi}{\Gamma\left(\frac{3}{2}+a\right) \Gamma\left(\frac{1}{2}+a\right)}\left(\frac{k r_{0}}{2}\right)^{2 a+1} \\
& \times \frac{A-(a+1) / r_{0}}{A+a / r_{0}+k\left(k r_{0} / 2\right)^{2 a} \pi \cot \left(a+\frac{1}{2}\right) \pi /\left[\Gamma\left(a+\frac{1}{2}\right)\right]^{2}}, \tag{43}
\end{align*}
$$

When $A(2,0)=-a / r_{0}, \tan \delta_{a}(k)$ tends to $\tan \left(a+\frac{1}{2}\right) \pi$ as $k$ goes to zero, that is, $\delta_{a}(0)$ increases an additional $\left(a+\frac{1}{2}\right) \pi$, which violates the modified Levinson's theorem (6). For $\frac{1}{2} \geqslant a>-\frac{1}{2}$, the number of bound states $n_{l}$ is equal to $\delta_{l}(0) / \pi+(a-l) / 2$ except for the case with the "half-bound state," a nontrivial solution of zero energy with $u(0)=0$ and $u(r) \sim r^{-a}$ at $r \rightarrow \infty$. In the latter case $n_{l}=\delta_{l}(0)-(a+l+1) / 2$.

Now, we check the two examples given by Newton. ${ }^{4}$

## Example 1:

$$
\begin{equation*}
V(r)=\frac{2 c^{2}}{(1+c r)^{2}} \rightarrow \frac{2}{r^{2}}, \text { when } r \rightarrow \infty \tag{44}
\end{equation*}
$$

The phase shift of the $S$ wave is $\delta_{0}(0)=-\pi / 2$ and there is no bound state for the $S$ wave, $n_{0}=0$. However, since $a=1$, Eq. (6) is satisfied.

Example 2:

$$
\begin{equation*}
V(r)=-6 r \frac{2 N^{2}-r^{3}}{\left(N^{2}+r^{3}\right)^{2}} \rightarrow \frac{6}{r^{2}}, \text { when } r \rightarrow \infty \tag{45}
\end{equation*}
$$

where $N$ is a constant. The $S$ wave function is

$$
\begin{align*}
u(k, r)= & \frac{\sin k r}{k}-\frac{3 r}{k^{3}\left(N^{2}+r^{3}\right)}(\sin k r-k r \cos k r) \\
& \rightarrow N^{2} r /\left(N^{2}+r^{3}\right) \tag{46}
\end{align*}
$$

The solution with $E=0$ is a bound state; however, $\delta_{0}(0)=0$. In this example, $a=2, n_{0}=1$, and Eq. (6) is satisfied.

Finally, we would like to say some words about the condition (3a) of the potential at the origin which excludes the potential with the form

$$
\begin{equation*}
V(r) \sim b_{1} r^{-m}, m \geqslant 2, \text { when } r \rightarrow 0 \tag{47}
\end{equation*}
$$

It is obvious that the origin is an irregular singular point if $m>2$. How about $m=2$ in which the origin is a regular singular point? In fact, the centrifugal potential has behavior like that.

It is necessary for the Sturm-Liouville theorem that

$$
\begin{equation*}
\left.\left(u u_{1}^{\prime}-u_{1} u^{\prime}\right)\right|_{r=0}=0 . \tag{48}
\end{equation*}
$$

If the potential has the behavior

$$
\begin{equation*}
V(r) \rightarrow b_{1} r^{-2}, \text { when } r \rightarrow 0 \tag{49}
\end{equation*}
$$

at the origin, the indicial equation is

$$
\begin{equation*}
\alpha(\alpha-1)=b_{1}+l(l+1) . \tag{50}
\end{equation*}
$$

If $b_{1}+l(l+1)<-\frac{1}{4}$, we have an oscillation solution, which should be excluded. If $b_{1}+l(l+1)=a_{1}\left(a_{1}+1\right)$ and $a_{1} \geqslant 0$, we have $\alpha=1+a_{1} \geqslant 1$, so $u$ tends to zero and $u$ is finite as $r$ goes to zero. Therefore, the Levinson theorem holds for the potential

$$
\begin{equation*}
\lim r^{2} V(r)=b_{1}<\infty, \quad b_{1}+l(l+1) \geqslant 0 \tag{51}
\end{equation*}
$$

instead of condition (3a). If $-\frac{1}{2}<a_{1}<0, u^{\prime}$ is infinite, but $u u_{1}^{\prime}$ goes to zero as $r$ goes to zero. The condition (48) excludes $a_{1}=-\frac{1}{2}$. It seems to us that the Levinson theorem also holds for $-\frac{1}{2}<a_{1}<0$.

Note added in proof: After this paper was completed I read a new paper by Z. R. Iwinski, L. Rosenberg, and L. Spruch [Phys. Rev. A 31, 1229 (1985)] in which Levinson's theorem for the Schrödinger equation with a short-range potential $\left[r^{3} V(r) \rightarrow 0\right.$ as $\left.r \rightarrow \infty\right]$ was also proved by the SturmLiouville theorem. In the present paper the case with the long-range potential $V(r) \rightarrow b / r^{2}$ as $r \rightarrow \infty$ is discussed. If a potential $c /\left(r^{2} \ln r\right)$ is added to $b / r^{2}$, the phase shift will not be affected because this potential $|c| /\left(r^{2} \ln r\right)$ is less than $\epsilon(2 a+1) / r^{2}$ with $\epsilon=|c|\left\{(2 a+1) \ln r_{0}\right\}^{-1}$ at $\mathrm{r}>\mathrm{r}_{0}$ which changes the phase shift only by an infinitesimal value $\epsilon \pi / 2$ for the large $r_{0}$. The author would like to thank Professor C. N . Yang for bringing his attention to this kind of potential with logarithm.
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Quantum tunneling of a nonrelativistic particle through a singular potential barrier $V$ is studied on the line. The Hamiltonian is a self-adjoint extension of the operator $H_{1}=-d^{2} / d x^{2}+V(x)$. If $H_{1}$ is essentially self-adjoint on its natural domain, the tunneling is forbidden for a class of potentials that includes all semiclassically impenetrable barriers. If $H_{1}$ is not essentially selfadjoint, the Friedrichs extension of $H_{1}$ yields no tunneling for another class of potentials which again includes the semiclassically impenetrable ones. In general, the occurrence of tunneling is not excluded and depends on the self-adjoint extension we choose as the Hamiltonian of our problem. As an example, we evaluate the transmission coefficient for all self-adjoint extensions of the operator $H_{1}$ referring to $V(x)=g x^{-2}$ with $0<g<\frac{3}{4}$.

## I. INTRODUCTION

Quantum tunneling is a phenomenon with a vast range of occurrence in diverse branches of physics. One of the particularly interesting cases concerns the problem of conservation of topological charges in various field-theoretical models. It is believed on the basis of heuristic arguments ${ }^{1}$ that transitions between states of different topological charges are tunnelings through an infinitely high energy barrier; rigorous proofs of this assertion were given ${ }^{2}$ for the $(2+1)$ dimensional $O(3) \sigma$ model, the $(2+1)$-dimensional electrodynamics, and the $(3+1)$-dimensional Yang-Mills-Higgs theory. Such a tunneling is forbidden semiclassically since the Euclidean action along any path crossing the barrier is infinite. The question naturally arises, whether the transitions are forbidden exactly, too.

Motivated by this problem, we address ourselves in this paper to a considerably simpler question: we are going to study tunneling through an infinitely high potential barrier $V$ in one-dimensional quantum mechanics, particularly in the situations when the transition is semiclassically forbidden. There is no tunneling, of course, when the infinitely high potential wall has a nonzero thickness. On the other hand, the answer is not a priori clear if $V(x)$ is finite almost everywhere with exception of one or more point singularities. For simplicity, we restrict our attention to the potentials that have just one point singularity placed at $x=0$. The main result of the paper is two conditions, namely,

$$
\begin{equation*}
\int_{-c}^{c} V(x) d x=\infty \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-c}^{c} x^{2} V(x)^{2} d x=\infty \tag{1.2}
\end{equation*}
$$

for some $c>0$, which are sufficient for the absence of tunneling provided the dynamics is determined by the potential $V$ alone, or more explicitly, provided the formal Hamiltonian

[^7]\[

$$
\begin{equation*}
H_{1}=-\frac{d^{2}}{d x^{2}}+V(x) \tag{1.3}
\end{equation*}
$$

\]

is essentially self-adjoint (e.s.a.) on its natural domain. (A more detailed specification will be given in Sec. II below.)

In the opposite case, one must choose a suitable selfadjoint extension of $H_{1}$ which is to play the role of the Hamiltonian. Needless to say, this choice should be based on additional physical considerations; roughly speaking, one must specify what happens when the particle reaches the center of repulsion. A particular interest concerns the case when $H_{F}$, the extension in the sense of quadratic forms, is chosen for the Hamiltonian. In that case, the tunneling is forbidden under the condition (1.1). It should be noted, that both the conditions (1.1) and (1.2) are fulfilled if $V$ is a semiclassically impenetrable barrier, i.e.,

$$
\begin{equation*}
\int_{\mathbf{R}}(V(x)-E)_{+}^{1 / 2}=\infty, \quad E>0 \tag{1.4}
\end{equation*}
$$

For other self-adjoint extensions, however, conditions of this type might not ensure absence of the tunneling. In order to illustrate this fact, we discuss in detail the example of the barrier

$$
\begin{equation*}
V(x)=g x^{-2}, \quad g>0 \tag{1.5}
\end{equation*}
$$

If $g<\frac{3}{4}$, the corresponding operator $H_{1}$ is not essentially selfadjoint and has a family of self-adjoint extensions parametrized by $2 \times 2$ unitary matrices; they can be easily constructed by the standard von Neumann method. ${ }^{3,4}$ We evaluate the transmission coefficient for each of the extensions; it appears that the tunneling is forbidden iff the corresponding matrix is diagonal.

There are many papers in which the motion in the field of a singular potential is treated (on various levels of mathematical rigor); see, e.g., Refs. 5-10 and further references given therein. Most of them, however, concern potentials in $\mathbb{R}^{3}$ with a singularity at the origin. The one-dimensional tunneling discussed here has not been, up to our knowledge, considered earlier, though there naturally are some similarities to other works, especially in the example treated in Secs. IV and V. It should be stressed also, that the assumption
about just one singularity in the potential $V$ is not vital for our main results. The methods used to prove absence of the tunneling under the conditions (1.1) and (1.2) employ substantially the local behavior of $V(\cdot)$ only around the singularity, and therefore they are expected to work for potentials $V$ having a (finite or infinite) set of point singularities with no accumulation points.

## II. FORMULATION OF THE PROBLEM

As mentioned above, we shall concentrate on the case of a non-negative barrier with one point singularity. Hence we adopt the following assumptions.
(a) $V$ is Lebesgue measurable and $V(x) \geqslant 0$ a.e. in $\mathbb{R}$.
(b) $V(\cdot)$ is bounded a.e. in $\mathbf{R} \backslash[-\eta, \eta]$ for each $\eta>0$.

The Hamiltonian of the problem is, of course, a suitable selfadjoint extension of the symmetric operator

$$
\begin{equation*}
H_{1}=H_{0}+V, \tag{2.1}
\end{equation*}
$$

with the domain $D\left(H_{1}\right)=D\left(H_{0}\right) \cap D(V)$, where $H_{0} \psi=-\psi^{\prime \prime}$ with $D\left(H_{0}\right)=\mathrm{AC}^{2}[\mathbb{R}]$ (cf. Ref. 3, Sec. X.1) and $(V \psi)(x)$ $=V(x) \psi(x)$. Recall that $\mathrm{AC}[M]$ denotes the set of functions $f \in L^{2}(M)$ that are absolutely continuous in (each compact subinterval of) $M$ with $f^{\prime} \in L^{2}(M)$ and $\mathrm{AC}^{2}[M]$ $=\left\{f \in \mathrm{AC}[M]: f^{\prime} \in \mathrm{AC}[M]\right\}$. We are particularly interested in the self-adjoint extension associated with the quadratic form

$$
\begin{equation*}
h: h(\psi)=\left\|\psi^{\prime}\right\|^{2}+\left\|V^{1 / 2} \psi\right\|^{2} \tag{2.2}
\end{equation*}
$$

defined on $Q(h)=A C[\mathbb{R}] \cap D\left(V^{1 / 2}\right)$. Since $V$ is locally integrable in $\mathbb{R} \backslash\{0\}$ and non-negative, the form $h$ is closed and semibounded (Ref. 11, Theorems 14.1.1-14.1.3). Consequently, there is a unique self-adjoint operator $H_{F}$ associated with $h$, the Friedrichs extension of $H_{1}$.

In spite of possible singularity at $x=0$, the scattering problem for $H_{F}$ is well posed if only $V$ decays rapidly enough at infinity (for general information about the rigorous scattering theory see Ref. 3, Chap. XI, or Ref. 12). To be specific, we assume the following.
(c) There are positive $K, b, \delta$ such that $V(x) \leqslant K|x|^{-1-\delta}$ for almost all $|x|>b$.

In such a case, the hypotheses of Theorem 14.2.1 in Ref. 11 are easily seen to be fulfilled, so the following assertion holds.

Proposition 2.1: Under the assumptions (a)-(c), the wave operators $W_{ \pm}\left(H_{F}, H_{0}\right)$ exist and are complete.

Next one has to make an assumption concerning the singularity of $V$. Semiclassical impenetrability of the barrier demands

$$
\begin{equation*}
\int_{\mathbf{R}}[V(x)-E]_{+}^{p} d x=\infty \tag{2.3}
\end{equation*}
$$

with $p=\frac{1}{2}$ for a given energy $E$ of the particle. For a greater generality, we shall consider this condition with other values of $p$, too. Alternatively, one may require

$$
\begin{equation*}
\int_{-c}^{c} V(x)^{p} d x=\infty \tag{2.4}
\end{equation*}
$$

for some $c>0$, as the following assertion shows.
Proposition 2.2: Assume (a)-(c) and fix $p \in(0,1]$. Then the following conditions are equivalent: (i) (2.3) holds for some
$E>0$; (ii) (2.3) holds for all $E>0$; (iii) (2.4) holds for some $c>0$; and (iv) (2.4) holds for all $c>0$.

Thus the assumption may be formulated as follows.
$\left(\mathrm{d}_{p}\right)$ For a given $p \in(0,1]$, any of the conditions (i)-(iv) hold.

Besides $\left(\mathrm{d}_{p}\right)$, we are going to consider one more condition of this type.
(e) The integral $\int_{-c}^{c} x^{2} V(x)^{2} d x$ is divergent for some (hence also for any) positive $c$.

Proposition 2.3: $\left(\mathrm{d}_{p}\right)$ implies $\left(\mathrm{d}_{q}\right)$ if $0<p \leqslant q \leqslant 1$. If $p<\frac{2}{3}$, then ( $\mathrm{d}_{p}$ ) implies (e). On the other hand, the conditions ( $\mathrm{d}_{p}$ ) and (e) are independent for $\frac{2}{3} \leqslant p \leqslant 1$.

Proof: To a positive $c$, we denote $J_{c}^{-}=[-c, c]$ $\cap V^{(-1)}([0,1))$.
Then

$$
\begin{aligned}
& \int_{-c}^{c} V(x)^{q} d x \\
& \quad \geqslant \int_{-c}^{c} V(x)^{p} d x+\int_{J_{c}^{-}}\left[V(x)^{q}-V(x)^{p}\right] d x \\
& \quad \geqslant \int_{-c}^{c} V(x)^{p} d x-2 c,
\end{aligned}
$$

so the left-hand side is infinite if $\left(\mathrm{d}_{p}\right)$ holds. Next we use the Hölder inequality

$$
\begin{aligned}
\int_{-c}^{c} V(x)^{p} d x \leqslant & \left(\int_{-c}^{c}|x|^{-2 p /(2-p)} d x\right)^{(2-p) / 2} \\
& \times\left(\int_{-c}^{c} x^{2} V(x)^{2} d x\right)^{p / 2}
\end{aligned}
$$

If $p<\frac{2}{3}$, the first integral on the right-hand side (rhs) is finite so the second assertion follows.

Finally, one can consider the following examples. For a powerlike potential, $V(x)=|x|^{-\alpha}$ with $p^{-1} \leqslant \alpha<\frac{3}{2}$, the condition $\left(\mathrm{d}_{p}\right)$ is fulfilled, while (e) is not. If $V(x)=-|x|^{-3 / 2}$ $\times \ln ^{-1}|x|$ for $0<|x|<\frac{1}{2}$ and $V(x)=0$ for $|x| \geqslant \frac{1}{2}$, the same is true with $p=\frac{2}{3}$. On the other hand, the potential

$$
V(x)=\left\{\begin{array}{l}
n^{3}, \quad x \in\left(1 / n, 1 / n+1 / n^{5}\right), \quad n=1,2,3, \ldots \\
0, \quad \text { otherwise }
\end{array}\right.
$$

gives

$$
\int V(x)^{p} d x=\sum_{n} n^{3 p-5}
$$

and

$$
\int x^{2} V(x)^{2} d x=\sum_{n}\left(n^{-1}+O\left(n^{-5}\right)\right)
$$

so (e) is valid, while ( $\mathrm{d}_{p}$ ) is fulfilled for no $p \in(0,1]$.
In the next section, we are going to discuss the implications of these conditions for tunneling through the barrier.

## III. THE MAIN RESULTS

Our goal is to show that under the stated singularity conditions, a state localized initially on one of the half-lines $\mathbf{R}_{ \pm}$stays confined there if its evolution is governed by the operator $H_{F}$ associated with (2.2). Specifically, we are going to prove the following.

Theorem 3.1: Assume (a)-(c) and $\left(\mathrm{d}_{1}\right)$; then $H_{F}$ commutes with the projections $E_{ \pm}$on $L^{2}\left(\mathbb{R}_{ \pm}\right)$.

In view of Proposition 2.3, it gives the following result.
Corollary 3.2: Let $H_{F}$ be the Hamiltonian of the problem. If the conditions (a)-(c) and ( $\mathrm{d}_{p}$ ) for some $p \in(0,1]$ hold, then $\exp \left(-i H_{F} t\right)$ is reduced by $E_{ \pm}$for all $t \in \mathbf{R}$, so there is no tunneling. In particular, it is true for $p=\frac{1}{2}$, in which case the tunneling is semiclassically forbidden.

Proof of Theorem 3.1: We denote $Q_{1}=\{\psi \in \mathrm{AC}[\mathbb{R}]: \psi(0)$ $=0\}$. For a vector $\psi \in Q(h)$, the function $V^{1 / 2} \psi$ must be square integrable; in view of (b) it is sufficient to investigate its behavior in some neighborhood of the origin only. Suppose $\psi(0) \neq 0$. Since $\psi$ is (absolutely) continuous, there is a positive $c$ such that $|\psi(x)| \geqslant \frac{1}{2}|\psi(0)|$ for $|x|<c$. Then

$$
\int_{-c}^{c} V(x)|\psi(x)|^{2} d x \geqslant \frac{1}{4}|\psi(0)|^{2} \int_{-c}^{c} V(x) d x
$$

so we have a contradiction with $\left(d_{1}\right)$. Consequently, $Q(h) \subset Q_{1}$.

Next we shall use this fact to prove the required commutativity. We define the restricted forms $h_{ \pm}: h_{ \pm}(\psi)$ $=\left\|\psi^{\prime}\right\|_{ \pm}^{2}+\left\|V^{1 / 2} \psi\right\|_{ \pm}^{2}$, where $\|\psi\|_{ \pm}:=\int_{\mathbf{R}_{ \pm}}|\psi(x)|^{2} d x$, with the domains

$$
\begin{gathered}
Q\left(h_{ \pm}\right)=\left\{\psi \in \mathrm{AC}\left[\mathbb{R}_{ \pm}\right]: V^{1 / 2} \psi \in L^{2}\left(\mathbb{R}_{ \pm}\right),\right. \\
\\
\left.\lim _{x \rightarrow 0^{ \pm}} \psi(x)=0\right\}
\end{gathered}
$$

they are obviously non-negative. Let us check that $h_{+}$is closed. We take an arbitrary sequence $\left\{\psi_{n}\right\} \subset Q\left(h_{+}\right)$such that $h_{+}\left(\psi_{n}-\psi_{m}\right)+\left\|\psi_{n}-\psi_{m}\right\|_{+}^{2} \rightarrow 0$ as $n, m \rightarrow \infty$. By $\tilde{\psi}_{n}$, we denote the extension of $\psi_{n}$ to $\mathbf{R}$ such that $\tilde{\psi}_{n}(x)=0$ for $x<0$. It is easy to see that $\tilde{\psi}_{n}$ is continuous and belongs to $Q(h)$ for $\psi_{n} \in Q\left(h_{+}\right)$, and $h\left(\tilde{\psi}_{n}\right)=h_{+}\left(\psi_{n}\right)$. Furthermore, $\left\|\tilde{\psi}_{n}\right\|=\left\|\psi_{n}\right\|_{+}$, so $h\left(\tilde{\psi}_{n}-\tilde{\psi}_{m}\right)+\left\|\tilde{\psi}_{n}-\tilde{\psi}_{m}\right\|^{2} \rightarrow 0$ as $n$, $m \rightarrow \infty$. Since the form $h$ is closed, there is $\tilde{\psi} \in Q(h)$ which is the limit of the Cauchy sequence and $h\left(\tilde{\psi}-\tilde{\psi}_{n}\right)+\| \tilde{\psi}$ $-\tilde{\psi}_{n} \|^{2} \rightarrow 0$ as $n \rightarrow \infty$. The function $\tilde{\psi}$ is continuous and $\tilde{\psi}(0)=0$ so $\psi:=\tilde{\psi} \upharpoonright \mathbf{R}_{+}$fulfills $\lim _{x \rightarrow 0^{+}} \psi(x)=0$. Obviously, $\psi \in Q\left(h_{+}\right)$is the sought limit of the sequence $\left\{\psi_{n}\right\}$. Thus the form $h_{+}$is closed, and by an analogous argument, $h_{-}$is closed.

Then there are unique self-adjoint operators $H_{ \pm}$on $L^{2}\left(\mathbb{R}_{ \pm}\right)$associated with the forms $h_{ \pm}$. We construct the operator $\widetilde{H}$ on $L^{2}(\mathbb{R})=L^{2}\left(\mathbb{R}_{-}\right) \oplus L^{2}\left(\mathbb{R}_{+}\right)$as the orthogonal sum $\widetilde{H}=H_{-} \oplus H_{+}$. This operator is self-adjoint and reduced by the projections $E_{ \pm}$by its definition. Furthermore, we define the quadratic form $\tilde{h}$ as $\tilde{h}=h_{-} \oplus h_{+}$, i.e., $\tilde{h}\left(\varphi_{-} \oplus \varphi_{+}\right)=h_{-}\left(\varphi_{-}\right)+h_{+}\left(\varphi_{+}\right) \quad$ with $\quad Q(\tilde{h})=\{\varphi$ $\left.=\varphi_{-} \oplus \varphi_{+}: \varphi_{ \pm} \in Q\left(h_{ \pm}\right)\right\}$. According to the definition, $h$ is non-negative and closed, and $\widetilde{H}$ is the self-adjoint operator associated with it.

Finally, we shall compare the forms $h$ and $\tilde{h}$. First let $\varphi \in Q(h)$; we can write $\varphi=\widetilde{\varphi}_{-}+\widetilde{\varphi}_{+}$, where $\widetilde{\varphi}_{ \pm}=E_{ \pm} \varphi$, or $\varphi=\varphi_{-} \oplus \varphi_{+}$with $\varphi_{ \pm}=\widetilde{\varphi}_{ \pm} \upharpoonright \mathbb{R}_{ \pm}$. In the same way as above, one may use $Q(h) \subset Q_{1}$ to check that $\varphi_{ \pm} \in Q\left(h_{ \pm}\right)$, i.e., $\varphi \in Q(\tilde{h})$. On the other hand, consider a vector $\varphi=\varphi_{-}$ $\oplus \varphi_{+} \in Q(\tilde{h})$. Extending the functions $\varphi_{ \pm}$, we can write $\varphi=\widetilde{\varphi}_{-}+\widetilde{\varphi}_{+}$. The two functions are absolutely continuous and $\lim _{x \rightarrow 0^{+}} \widetilde{\varphi}_{ \pm}(x)=0$ so $\varphi$ is absolutely continuous in (any finite subinterval of $\mathbb{R}$. Further, $\varphi_{ \pm}^{\prime} \in L^{2}\left(\mathbb{R}_{ \pm}\right)$implies
$\varphi^{\prime} \in L^{2}(\mathbb{R})$ and $V^{1 / 2} \varphi_{ \pm} \in L^{2}\left(\mathbb{R}_{ \pm}\right)$implies $V^{1 / 2} \varphi \in L^{2}(\mathbf{R})$, so $\varphi \in Q(h)$ holds, too. Thus we have $Q(\tilde{h})=Q(h)$ and the forms coincide as

$$
\begin{aligned}
h(\varphi) & =\left\|\varphi^{\prime}\right\|_{-}^{2}+\left\|\varphi^{\prime}\right\|_{+}^{2}+\left\|V^{1 / 2} \varphi\right\|_{-}^{2}+\left\|V^{1 / 2} \varphi\right\|_{+}^{2} \\
& =h_{-}\left(\varphi_{-}\right)+h_{+}\left(\varphi_{+}\right)=\tilde{h}(\varphi),
\end{aligned}
$$

for $\varphi \in Q(h)$. However, the self-adjoint operator associated with $h$ is unique, and therefore $H_{F}=\widetilde{H}$.

Using an operator argument, the following weaker assertion can be proved.

Theorem 3.3: Under the assumptions (a)-(c) and (e), the operator $\overline{H_{1}}$ commutes with $E_{ \pm}$. Then there is no tunneling if $H_{1}$ is essentially self-adjoint.

Proof: We denote $D_{1}=\left\{\psi \in \mathrm{AC}^{2}[\mathbb{R}]: \psi(0)=\psi^{\prime}(0)=0\right\}$. In order to determine $D\left(H_{1}\right)$, we must specify the behavior of $V \psi$ around $x=0$. For $\psi \in A C^{2}[\mathbb{R}]$, one may use the first-order Taylor expansion with integral remainder

$$
\psi(x)=\psi(0)+\psi^{\prime}(0) x+r_{2}(x)
$$

where

$$
\begin{equation*}
r_{2}(x)=x^{2} \int_{0}^{1}(1-t) \psi^{\prime \prime}(t x) d t \tag{3.1a}
\end{equation*}
$$

Estimating the integral by the Schwarz inequality, we get

$$
\begin{equation*}
\left|r_{2}(x)\right| \leqslant\left.\left. 3^{-1 / 2}\left|\int_{0}^{x}\right| \psi^{\prime \prime}(y)\right|^{2} d y\right|^{1 / 2}|x|^{3 / 2} \tag{3.1b}
\end{equation*}
$$

In analogy with the preceding proof, (e) implies $\psi(0)=0$ for $\psi \in D\left(H_{1}\right)$. Suppose $\psi^{\prime}(0) \neq 0$. In that case, (3.1b) gives $|\psi(x)| \geqslant \frac{1}{2}\left|\psi^{\prime}(0) x\right|$ for all sufficiently small $x$, and therefore

$$
\int_{-c}^{c} V(x)^{2}|\psi(x)|^{2} d x \geqslant \frac{1}{4}\left|\psi^{\prime}(0)\right|^{2} \int_{-c}^{c} x^{2} V(x)^{2} d x,
$$

for some $c>0$. Consequently, $\psi^{\prime}(0)=0$ holds, too, and $D\left(H_{1}\right)$ $\subset D_{1}$.

Now the commutativity of $E_{ \pm}$with $H_{1}$ verifies easily. Since a vector $\psi \in D\left(H_{1}\right)$ can be represented by a continuously differentiable function that fulfills $\psi(0)$ $=\psi^{\prime}(0)=0$, we have $E_{ \pm} \psi \in D\left(H_{0}\right)$. At the same time, $V \psi \in L^{2}(\mathbb{R})$ implies $V E_{ \pm} \psi \in L^{2}(\mathbb{R})$, so $E_{ \pm} \psi \in D\left(H_{1}\right)$. Check of the equality $H_{1} E_{ \pm} \psi=E_{ \pm} H_{1} \psi$ for such $\psi$ is straightforward; thus $E_{ \pm} H_{1} \subset H_{1} E_{ \pm}$. Finally, it is not difficult to see that if $H_{1}$ commutes with a bounded operator, the same is true for its closure $\overline{H_{1}}$.

Let us collect now some simple properties of the operator $H_{1}$ and its extensions. We denote $H_{\text {min }}$ $=H_{1} \backslash C_{0}^{\infty}(\mathbf{R} \backslash\{0\})$. An argument analogous to that presented in Ref. 3, Appendix to Sec. X.1, shows that

$$
\begin{equation*}
D\left(H_{\min }^{*}\right) \subset D^{*} \tag{3.2a}
\end{equation*}
$$

where $D^{*}=\left\{\psi \in L^{2}(\mathbb{R}): \psi, \psi^{\prime}\right.$ absolutely continuous in $\left.\mathbf{R} \backslash\{0\}, \psi^{\prime \prime} \in L_{\text {loc }}^{2}(\mathbb{R} \backslash\{0\}),-\psi^{\prime \prime}+V \psi \in L^{2}(\mathbb{R})\right\}$ and

$$
\begin{equation*}
H_{\min }^{*} \psi=-\psi^{\prime \prime}+V \psi \tag{3.2b}
\end{equation*}
$$

We have the following chain of inclusions:

$$
\begin{equation*}
H_{\min }^{*} \supset H_{1}^{*} \supset H_{F} \supset \bar{H}_{1} \supset H_{1} \supset H_{\min } \tag{3.3}
\end{equation*}
$$

if $H_{1}$ is not e.s.a., then other self-adjoint extensions may stand in the place of $H_{F}$.

These relations are important because they allow us to find the deficiency subspaces of the operator $H_{1}$ by solving
the ordinary differential equation

$$
\begin{equation*}
-\psi^{\prime \prime}(x)+V(x) \psi(x)= \pm i \psi(x) \tag{3.4}
\end{equation*}
$$

in particular, they allow us to verify the essential self-adjointness of $H_{1}$ in the case that the last equation has no solution within $D^{*}$. In Sec. IV, we shall treat in this way the potential barrier (1.5).

## IV. AN EXAMPLE: $V(x)=g x^{-2}$

Here we are going to illustrate that we may not generally replace the Friedrichs extension $H_{F}$ of $H_{1}$ in Corollary 3.2 by another one. To this end, we shall treat in detail the particular barrier

$$
\begin{equation*}
V(x)=g x^{-2}, g>0 . \tag{4.1}
\end{equation*}
$$

This potential fulfills obviously the assumptions (a)-(c), as well as (e) and ( $\mathrm{d}_{p}$ ) for $p>\frac{1}{2}$; thus all conclusions of the preceding section apply.

Let us ask when $H_{1}=H_{0}+V$ is e.s.a. In view of relations (3.2)-(3.4), the equation specifying the deficiency subspaces

$$
\left(H_{1}^{*}-i \lambda\right) \varphi=0,
$$

for $\lambda= \pm 1$, is simply related to the Bessel equation if we set

$$
\begin{equation*}
v=\left(g+\frac{1}{4}\right)^{1 / 2} \tag{4.2}
\end{equation*}
$$

its solutions in $\mathbf{R}_{ \pm}$are linear combinations of $( \pm x)^{1 / 2} H_{v}^{(k)}\left(e^{ \pm i \pi v / 4} x\right), k=1,2$. It is easy to see that none of them is square integrable if $v>1$, i.e., $g>\frac{3}{4}$, and therefore $H_{1}$ is e.s.a. in this case. On the other hand, if $g \in\left(0, \frac{3}{4}\right)$, or $v \in\left(\frac{1}{2}, 1\right)$, the deficiency subspaces $K_{ \pm}$are two dimensional and spanned by the vectors

$$
\begin{align*}
\varphi_{+}^{(1)}: & \varphi_{+}^{(1)}(x) & =\theta(x) x^{1 / 2} H_{\nu}^{(1)}(\epsilon x),  \tag{4.3a}\\
\varphi_{+}^{(2)}: & \varphi_{+}^{(2)}(x) & =\varphi_{+}^{(1)}(-x) \\
& & \left.=-\theta(-x)(-x)^{1 / 2} \bar{\epsilon}^{\Delta v} H_{\nu}^{(2)}\right)(\epsilon x), \tag{4.3b}
\end{align*}
$$

and

$$
\begin{align*}
\varphi_{-}^{(1)}: \quad \varphi_{-}^{(1)}(x) & =\overline{\varphi_{+}^{(1)}(x)} \\
& =\theta(x) x^{1 / 2} H_{\nu}^{(2)}(\bar{\epsilon} x),  \tag{4.3c}\\
\varphi_{-}^{(2)}: \quad \varphi_{-}^{(2)}(x) & =\overline{\varphi_{+}^{(2)}(x)} \\
& =-\theta(-x)(-x)^{1 / 2} \epsilon^{4 v} H_{\nu}^{(1)}(\bar{\epsilon} x) . \tag{4.3d}
\end{align*}
$$

Here and further on, we abbreviate $\epsilon=e^{\pi i / 4}$. The self-adjoint extensions of $H_{1}$ are then constructed in the standard way. ${ }^{3,4}$ They are parametrized by the isometries $K_{+} \rightarrow K_{-}$, i.e., by $2 \times 2$ matrices $U$ whose elements fulfill the unitarity condition

$$
\begin{equation*}
\overline{u_{1 j}} u_{1 k}+\overline{u_{2 j}} u_{2 k}=\delta_{j k}, \quad j, k=1,2 \tag{4.4}
\end{equation*}
$$

For a given $U$, we denote

$$
\begin{equation*}
\varphi_{U}^{(k)}=\varphi_{+}^{(k)}-u_{1 k} \varphi_{-}^{(1)}-u_{2 k} \varphi_{-}^{(2)}, \quad k=1,2 \tag{4.5}
\end{equation*}
$$

According to the second von Neumann formula, the domain of the extension $H_{U}$ of $H_{1}$ consists of the vectors $\psi=\varphi+(I-U) \varphi_{+}$, where $\varphi_{+}=c_{1} \varphi_{+}^{(1)}+c_{2} \varphi_{+}^{(2)}$, i.e.,

$$
\begin{equation*}
\psi=\varphi+c_{1} \varphi_{U}^{(1)}+c_{2} \varphi_{U}^{(2)}, \tag{4.6a}
\end{equation*}
$$

with $\varphi \in D\left(\bar{H}_{1}\right)$ and $c_{1}, c_{2} \in \mathrm{C}$. The operator $H_{U}$ acts on them as $H_{U} \psi=\overline{H_{1}} \varphi+i(I+U) \varphi_{+}$; in view of (3.2b) and the inclu-
sions $H_{U} \subset H_{1}^{*} \subset H_{\text {min }}^{*}$, one has

$$
\begin{equation*}
H_{U} \psi=-\psi^{\prime \prime}+V \psi . \tag{4.6b}
\end{equation*}
$$

Let us now look more closely at how the functions of $D\left(H_{U}\right)$ behave around $x=0$. We take $\psi \in D\left(H_{U}\right)$ and $\varphi \in D\left(H_{U}\right)$ with $\operatorname{supp} \varphi \subset[-n, n]$; then

$$
\begin{aligned}
\left(\varphi, H_{U} \psi\right)= & \lim _{\eta \rightarrow 0^{+}}\left(\int_{-n}^{-\eta}+\int_{\eta}^{n}\right) \bar{\varphi}(x) \\
& \times\left(-\psi^{\prime \prime}(x)+g x^{-2} \psi(x)\right) d x .
\end{aligned}
$$

Since both $\psi^{\prime}, \varphi^{\prime}$ are absolutely continuous in any compact subinterval of $\mathbb{R} \backslash\{0\}$, one can integrate by parts, obtaining in this way

$$
\begin{aligned}
\left(\varphi, H_{U} \psi\right)= & \left(H_{U} \varphi, \psi\right)+\lim _{\eta \rightarrow 0^{+}} \sum_{\alpha= \pm} \alpha(\bar{\varphi}(\alpha \eta) \\
& \left.\times \psi^{\prime}(\alpha \eta)-\bar{\varphi}^{\prime}(\alpha \eta) \psi(\alpha \eta)\right) .
\end{aligned}
$$

Furthermore, to any $\varphi \in D\left(H_{U}\right)$ one can always find a sequence $\left\{\varphi_{n}\right\} \subset D\left(H_{U}\right)$ of functions supported by [ $-n, n$ ] such that $\varphi_{n} \rightarrow \varphi, H_{U} \varphi_{n} \rightarrow H_{U} \varphi$, e.g., by imposing (sufficiently smooth) cutoffs on $\varphi$. Then the last equality holds for arbitrary $\varphi, \psi \in D\left(H_{U}\right)$, and therefore the second term on its rhs must be zero for each such pair of vectors. This requirement can be reformulated as the following continuity condition:

$$
\begin{equation*}
\lim _{x \rightarrow 0^{+}} j(\varphi, \psi ; x)=\lim _{x \rightarrow 0^{-}} j(\varphi, \psi ; x), \tag{4.7a}
\end{equation*}
$$

for $\varphi, \psi \in D\left(H_{U}\right)$, where $j(\varphi, \psi ; x)=\bar{\varphi}(x) \psi^{\prime}(x)-\bar{\varphi}^{\prime}(x) \psi(x)$.
By a polarization-identity-type argument, it is further equivalent to

$$
\begin{equation*}
\lim _{x \rightarrow 0^{+}} j_{\psi}(x)=\lim _{x \rightarrow 0^{-}} j_{\psi}(x) \tag{4.7b}
\end{equation*}
$$

for each $\quad \psi \in D\left(H_{U}\right), \quad$ where $\quad j_{\psi}(x)=(2 i)^{-1} j(\psi, \psi ; x)$ $=\operatorname{Im} \bar{\psi}(x) \psi^{\prime}(x)$. Hence the domain of every particular extension $H_{U}$ is contained in the set of vectors for which the probability current is continuous at $x=0$.

A stronger assertion is valid for the vectors of $D\left(\overline{H_{1}}\right)$. One can take $\varphi$ from the domain of $\overline{H_{1}}=H_{1}^{* *}$ and $\psi \in D\left(H_{1}^{*}\right)$, and repeat the above argument for ( $\left.\varphi, H_{1}^{*} \psi\right)$; it yields again the condition (4.7a). In the present case, however, one may always write $\psi=\psi_{1}+\psi_{2}$, where both $\psi_{1}, \psi_{2}$ belong to $D\left(H_{1}^{*}\right)$ and are supported by ( $-\infty, 0$ ) and $(0, \infty)$, respectively. Consequently, one has

$$
\begin{equation*}
\lim _{x \rightarrow 0^{ \pm}} j(\varphi, \psi ; x)=0, \tag{4.8}
\end{equation*}
$$

for $\varphi \in D\left(\overline{H_{1}}\right)$ and $\psi \in D\left(H_{i}^{*}\right)$. Notice that the last relation is easily verified directly if $\varphi \in D\left(H_{1}\right)$ and $\psi \in K_{ \pm}$, because then $|\varphi(x)| \leqslant K_{\varphi}|x|^{3 / 2}$ (cf. the proof of Theorem 3.3) and the functions (4.3) behave near $x=0$ as follows:

$$
\begin{align*}
\varphi_{+}^{(1)}(x)= & A\left[\bar{\epsilon}^{v} x^{1 / 2-v}-B \bar{\epsilon}^{-3 v} x^{1 / 2+v}\right. \\
& \left.+O\left(x^{5 / 2-v}\right)\right], \quad x>0, \tag{4.9a}
\end{align*}
$$

etc. (the remaining formulas are obtained by complex conjugation and/or replacement of $x \rightarrow-x$ ), where

$$
\begin{align*}
& A=-(i / \pi) 2^{v} \Gamma(v)=-2^{v} i / \Gamma(1-v) \sin v \pi \\
& B=4^{-v} \Gamma(1-v) / \Gamma(1+v) \tag{4.9b}
\end{align*}
$$

On the other hand, (4.8) need not be true if neither $\varphi$ nor $\psi$ is contained in $D\left(\overline{H_{1}}\right)$. In view of (4.6a), we are particularly interested in the case when $\varphi, \psi$ are of the form (4.5). The limits can be calculated with the help of (4.9) and (4.4); they equal
$\lim _{x \rightarrow 0^{ \pm}} j\left(\varphi_{U}^{(1)}, \varphi_{U}^{(1)} ; x\right)=(2 i / \pi)\left|u_{21}\right|^{2} \sec (v \pi / 2)$,
$\lim _{x \rightarrow 0^{ \pm}} j\left(\varphi_{U}^{(2)}, \varphi_{U}^{(2)} ; x\right)=-(2 i / \pi)\left|u_{12}\right|^{2} \sec (v \pi / 2)$,
$\lim _{x \rightarrow 0^{ \pm}} j\left(\varphi_{U}^{(1)}, \varphi_{U}^{(2)} ; x\right)=-(2 i / \pi) \overline{u_{11}} u_{12} \sec (v \pi / 2)$.
We see that, in general, the probability current for $\psi \in D\left(H_{U}\right)$ need not vanish at $x=0$ unless $U$ is diagonal. It indicates that the tunneling might occur in such cases. In the next section, we confirm this conjecture by evaluating the transmission coefficient. Notice that the matrix $U=U_{F}$ referring to the Friedrichs extension is diagonal: we have shown in the proof of Theorem 3.1 that $D\left(H_{F}\right) \subset Q(h) \subset Q_{1}$, and therefore
one has to require $\lim _{x \rightarrow 0^{ \pm}} \varphi_{U}^{(k)}(x)=0$. It yields easily

$$
\begin{equation*}
U_{F}=-\bar{\epsilon}^{2 \nu} I . \tag{4.11}
\end{equation*}
$$

Remark 4.1: In the above considerations, closedness of $H_{1}$ is not required. Before proceeding further, we would like to mention an elegant proof of this property which, however, works for $g>\frac{3}{4}$ only. It is based on the canonical commutation relations. We write $H_{1}=\left(P^{2}+\frac{3}{4} Q^{-2}\right)+\left(g-\frac{3}{4}\right) Q^{-2}$ and apply it on a vector $\psi$ of a suitable domain, say, $\boldsymbol{C}_{\mathrm{o}}{ }^{\circ}(\mathbf{R} \backslash\{0\})$. It gives

$$
\begin{aligned}
\left\|H_{1} \psi\right\|^{2}= & \left\|\left(P^{2}+\frac{3}{4} Q^{-2}\right) \psi\right\|^{2}+\left(g^{2}-\frac{9}{16}\right)\left\|Q^{-2} \psi\right\|^{2} \\
& +\left(g-\frac{3}{4}\right)\left(\psi,\left(P^{2} Q^{-2}+Q^{-2} P^{2}\right) \psi\right) .
\end{aligned}
$$

Using the relation $\left[P, Q^{-1}\right] \psi=i Q^{-2} \psi$, one can rewrite the last term as follows:

$$
\begin{aligned}
& \left(\psi,\left(P^{2} Q^{-2}+Q^{-2} P^{2}\right) \psi\right) \\
& \quad=\frac{1}{2}\left\|\left(3 P Q^{-1}-Q^{-1} P\right) \psi\right\|^{2}-\frac{3}{2}\left\|Q^{-2} \psi\right\|^{2} .
\end{aligned}
$$

Omitting the non-negative terms, we get the inequality

$$
\begin{gather*}
\left\|H_{1} \psi\right\|^{2} \geqslant\left(g-\frac{3}{4}\right)^{2}\left\|Q^{-2} \psi\right\|^{2} \\
\psi \in C_{0}^{\infty}(\mathbb{R} \backslash(0\}) . \tag{4.12}
\end{gather*}
$$

The remaining part of the argument is simple (cf. the analogous problem considered in Ref. 13, Proposition 1). Since $g>\frac{3}{4}, H_{\text {min }}$ is e.s.a. and relations (3.3) show that $C_{0}^{\infty}(\mathbb{R} \backslash\{0\})$ is a core for $H_{1}$. To a vector $\psi \in D\left(\overline{H_{1}}\right)$, we take a sequence $\left\{\psi_{n}\right\} \subset C_{0}^{\infty}(\mathbb{R} \backslash\{0\}), \psi_{n} \rightarrow \psi$ : then $\left\{H_{1} \psi_{n}\right\}$ is Cauchy and the same is true for $\left\{Q^{-2} \psi_{n}\right\}$ due to (4.12), and for $\left\{P^{2} \psi_{n}\right\}$, too, since $P^{2} \psi_{n}=H_{1} \psi_{n}-g Q^{-2} \psi_{n}$. However, both $P^{2}$ and $Q^{-2}$ are closed so $\psi \in D\left(P^{2}\right) \cap D\left(Q^{-2}\right)=D\left(H_{1}\right)$.

## V. THE TRANSMISSION COEFFICIENT (EXAMPLE CONTINUES)

Now we shall discuss scattering on the barrier (4.1), restricting ourselves to the nontrivial case $0<g<\frac{3}{4}$ only. We use the time-independent setting, because it is simpler, and at the same time, it allows us to illustrate the main point, namely that the dynamics is determined by the self-adjoint extension $H_{U}$ chosen to play the role of Hamiltonian. Hence we
are going to work with the functions which obey all appropriate requirements locally but eventually do not exhibit the overall square integrability. In order to get the rigorous Hil-bert-space (time-dependent) scattering theory, one should consider the motion of wave packets composed of the planewave solutions constructed below; but we are not going to pursue this task.

Given $E>0$, we are looking for solutions of the stationary Schrödinger equation

$$
\begin{equation*}
-\psi^{\prime \prime}(x)+g x^{-2} \psi(x)=E \psi(x) \tag{5.1}
\end{equation*}
$$

assuming they are of the form analogous to (4.6a)

$$
\begin{equation*}
\psi=\psi_{1}+c_{1} \varphi_{U}^{(1)}+c_{2} \varphi_{U}^{(2)}, \tag{5.2}
\end{equation*}
$$

where $\psi_{1}$ belongs locally to $D\left(\overline{H_{1}}\right)$. Equation $(5.1)$ can then be rewritten as

$$
\begin{equation*}
-\psi_{1}^{\prime \prime}(x)+\left(g x^{-2}-E\right) \psi_{1}(x)=\chi(x) \tag{5.3a}
\end{equation*}
$$

where $\chi$ is expressed through the functions (4.3) as

$$
\begin{align*}
\chi(x)= & \theta(x)\left[c_{+}^{(1)} \varphi_{+}^{(1)}(x)+c_{-}^{(1)} \varphi_{-}^{(1)}(x)\right] \\
& +\theta(-x)\left[c_{+}^{(2)} \varphi_{+}^{(2)}(x)+c_{-}^{(2)} \varphi_{-}^{(2)}(x)\right] \tag{5.3b}
\end{align*}
$$

with

$$
\begin{align*}
& c_{(\dot{(k)}}^{(k)}=c_{k}(E-i), \\
& c_{-}^{(k)}=-\left(c_{1} u_{k 1}+c_{2} u_{k 2}\right)(E+i), \quad k=1,2 \tag{5.3c}
\end{align*}
$$

The function $\chi$ is $C^{\infty}$ in $\mathbb{R} \backslash\{0\}$ so the same is true for $\psi_{1}$. It can be seen as follows: $\psi_{1}^{\prime \prime}=\left(g x^{-2}-E\right) \psi_{1}-\chi \in C^{1}(\mathbb{R} \backslash\{0\})$ because $\psi_{1}$ belongs locally to $D\left(\overline{H_{1}}\right) \subset D^{*}[c f . ~(3.2 \mathrm{a})]$. Then one has to differentiate, successively, the last relation.

First we shall solve Eq. (5.3a) for $x>0$. We start with the related homogeneous equation whose solution is easily found to be $\psi_{0}=\alpha_{1} \psi_{01}+\alpha_{2} \psi_{02}$, where

$$
\begin{equation*}
\psi_{0 k}(x)=x^{1 / 2} H_{v}^{(k)}(\lambda x), \quad k=1,2 \tag{5.4a}
\end{equation*}
$$

where $\lambda=E^{1 / 2}$. The Wronskian of these functions can be determined from their asymptotic behavior, either for $x \rightarrow \infty$ or for $x \rightarrow 0^{+}$

$$
\begin{align*}
\psi_{01}(x)= & \overline{\psi_{02}(x)} \\
= & A\left[E^{-v / 2} x^{1 / 2-v}-B \bar{\epsilon}^{4 v} E^{v / 2} x^{1 / 2+v}\right. \\
& \left.+O\left(x^{5 / 2-v}\right)\right] \tag{5.5}
\end{align*}
$$

one has $W\left(\psi_{01}, \psi_{02}\right)=4 / \pi i$. Next we suppose the general solution to (5.3a) to be of the form

$$
\begin{equation*}
\psi_{1}(x)=\alpha_{1}(x) \psi_{01}(x)+\alpha_{2}(x) \psi_{02}(x) \tag{5.4b}
\end{equation*}
$$

The corresponding system of first-order equations for the functions $\alpha_{k}$ is easily solved, giving

$$
\begin{align*}
\psi_{1}(x)= & \frac{\pi i}{4} \psi_{01}(x) \int_{0}^{x} \chi(y) \psi_{02}(y) d y \\
& -\frac{\pi i}{4} \psi_{02}(x) \int_{0}^{x} \chi(y) \psi_{01}(y) d y \\
& +\alpha_{1} \psi_{01}(x)+\alpha_{2} \psi_{02}(x) \tag{5.6}
\end{align*}
$$

where the constants $\alpha_{1}, \alpha_{2}$ are arbitrary up to now. In order to fix them, let us look at the behavior of $\psi_{1}$ near the origin. It can be found from the formulas (4.9), (5.3), and (5.5). A short calculation shows that the leading-order terms (behaving as $x^{5 / 2-3 \eta}$ ) in the first two expressions of (5.6) cancel mutually,
and that the asymptotics are determined by the last two expressions, specifically

$$
\begin{align*}
\psi_{1}(x)= & \left(\alpha_{1}-\alpha_{2}\right) A E^{-v / 2}|x|^{1 / 2-v} \\
& -A B\left(\alpha_{1} \bar{\epsilon}^{4 v}-\alpha_{2} \epsilon^{4 v}\right) E^{v / 2}|x|^{1 / 2+v} \\
& +O\left(|x|^{5 / 2-\eta}\right. \tag{5.7}
\end{align*}
$$

Before proceeding further, let us look for the solution to (5.3a) for $x<0$. It can be found easily: $\psi_{1}(x)=\tilde{\psi}_{1}(-x)$, where $\tilde{\psi}_{1}$ fulfills the same equation as $\psi_{1}$ with replacement of $\chi(x)$ by $\chi(-x)$. Since $\varphi_{ \pm}^{(2)}(x)=\varphi_{ \pm}^{(1)}(-x)$, the function $\tilde{\psi}_{1}$ differs from $\psi_{1}$ just by the coefficients: in the first two terms of $(5.6), c_{ \pm}^{(2)}$ stand in the place of $c_{ \pm}^{(1)}$, and $\alpha_{1}, \alpha_{2}$ may assume other values. With this difference, the asymptotics of $\psi_{1}$ for $x \rightarrow 0^{-}$are again given by (5.7).

Lemma 5.1: Let a function $\psi \in L_{\text {loc }}^{(2)}(\mathbb{R})$ fulfill the following conditions: (a) $\psi, \psi^{\prime}$ are absolutely continuous in $\mathbb{R} \backslash\{0\}$; (b) there is a positive $\eta$ such that $\psi^{\prime \prime} \in L_{\mathrm{loc}}^{2}(\mathbb{R} \backslash[-\eta, \eta])$; and (c) it holds that $\psi(x)=\left[a_{1} x^{1 / 2-v}+a_{2} x^{1 / 2+v}\right] \theta(x)$ $+\left[a_{3}(-x)^{1 / 2-v}+a_{4}(-x)^{1 / 2+v}\right] \theta(-x)+\xi(x)$, where $\xi$ belongs locally to $D\left(H_{1}\right)$ [equivalently, $\xi^{\prime}$ is absolutely continuous in $\mathbb{R}$ and the functions $\xi^{\prime \prime}, x^{-2} \xi$ belong to $\left.L^{2}(-\eta, \eta)\right]$.

Then either $a_{1}=\cdots=a_{4}=0$ or $\psi$ does not belong to $D\left(\overline{H_{1}}\right)$.

Proof: We write the function $\sigma \equiv \psi-\xi$ as $\varphi-\omega$, where $\varphi$ is a suitable linear combination of the functions (4.3) and $\omega$ is regular at the origin. Using (4.9) and the fact that $\sin (v \pi / 2)$ is nonzero for $v \in\left(\frac{1}{2}, 1\right)$, we see that $\varphi$ is determined uniquely by the numbers $a_{j}$ and that $\omega(x)=O\left(|x|^{5 / 2-\eta}\right)$ near the origin. Then $\omega$ belongs locally to $D\left(H_{1}\right) \subset D\left(\overline{H_{1}}\right)$ and the same is true for $\xi-\omega=\psi-\varphi$ in view of the assumption (c). Suppose that $\psi$ belongs locally to $D\left(\overline{H_{1}}\right)$; then the same should hold for $\varphi$. Moreover, $\varphi$ is square integrable so $\varphi \in D\left(\overline{H_{1}}\right)$. However, $\varphi$ lies in the subspace $K_{+} \oplus_{H_{1}} K_{-}$of $D\left(H_{1}^{*}\right)$ that is $H_{1}$ orthogonal to $D\left(\overline{H_{1}}\right)$ (Ref. 3, Sec. X.1). It is possible only if $\varphi=0$, or equivalently, $a_{1}=\cdots=a_{4}=0$.

The function $\psi_{1}$ is supposed to be locally of $D\left(\overline{H_{1}}\right)$ so the above lemma implies easily that the last two terms on the rhs of (5.6) must vanish, and similarly for $\tilde{\psi}_{1}$. Now we express the obtained solution more explicitly, substituting for $\chi$ from (5.3b). We denote

$$
\begin{align*}
& J_{k_{ \pm}}(x)=\int_{x}^{\infty} \varphi_{ \pm}^{(1)}(y) \psi_{0 k}(y) d y, \quad x \geqslant 0  \tag{5.8a}\\
& J_{k_{ \pm}}=\mathrm{J}_{k_{ \pm}}(0) \tag{5.9}
\end{align*}
$$

The asymptotic behavior of $J_{k_{ \pm}}(\cdot)$ for $x \rightarrow \infty$ can be found using that of the cylindrical functions in (4.3) and (5.4a): there is a constant $K$ (depending on $E$ ) such that

$$
\begin{equation*}
\left|J_{k_{ \pm}}(x)\right| \leqslant K \exp \left(-2^{-1 / 2} x\right), \quad x \geqslant 0 . \tag{5.8b}
\end{equation*}
$$

The function $\psi_{1}$ for $x>0$ can be now rewritten as

$$
\begin{align*}
\psi_{1}(x)= & (\pi i / 4)\left[c_{+}^{(1)}\left(J_{2+}-J_{2+}(x)\right)+c_{-}^{(1)}\left(J_{2-}\right.\right. \\
& \left.\left.-J_{2-}(x)\right)\right] \psi_{01}(x)-(\pi i / 4)\left[c _ { + } ^ { ( 1 ) } \left(J_{1+}\right.\right. \\
& \left.\left.-J_{1+}(x)\right)+c_{-}^{(1)}\left(J_{1-}-J_{1-}(x)\right)\right] \psi_{02}(x) \tag{5.10a}
\end{align*}
$$

and due to ( 5.4 a ) and ( 5.8 b ), its asymptotic behavior for $x \rightarrow \infty$ is the following:

$$
\begin{align*}
\psi_{1}(x)= & \frac{i}{2}\left(\frac{\pi}{2 \lambda}\right)^{1 / 2}\left\{\left(c_{+}^{(1)} J_{2+}+c_{-}^{(1)} J_{2-}\right)\right. \\
& \times \exp \left[i\left(\lambda x-\frac{v \pi}{2}-\frac{\pi}{4}\right)\right]-\left(c_{+}^{(1)} J_{1+}\right. \\
& \left.\left.+c_{-}^{(1)} J_{1-}\right) \exp \left[-i\left(\lambda x-\frac{v \pi}{2}-\frac{\pi}{4}\right)\right]\right\} \\
& +O\left(x^{-1}\right) \tag{5.11a}
\end{align*}
$$

where again $\lambda=E^{1 / 2}$. Similarly, one has the expression

$$
\begin{align*}
\psi_{1}(x)= & (\pi i / 4)\left[c_{+}^{(2)}\left(J_{2+}-J_{2+}(-x)\right)+c_{-}^{(2)}\right. \\
& \left.\times\left(J_{2-}-J_{2-}(-x)\right)\right] \psi_{01}(-x)-(\pi i / 4) \\
& \times\left[c_{+}^{(2)}\left(J_{1+}-J_{1+}(-x)\right)+c_{-}^{(2)}\left(J_{1-}\right.\right. \\
& \left.\left.-J_{1-}(-x)\right)\right] \psi_{02}(-x) \tag{5.10b}
\end{align*}
$$

for $x<0$, which behaves for $x \rightarrow-\infty$ as

$$
\begin{align*}
\psi_{1}(x)= & \frac{i}{2}\left(\frac{\pi}{2 \lambda}\right)^{1 / 2}\left\{\left(c_{+}^{(2)} J_{2+}+c^{(2)} J_{2-}\right)\right. \\
& \times \exp \left[-i\left(\lambda x+\frac{v \pi}{2}+\frac{\pi}{4}\right)\right]-\left(c_{+}^{(2)} J_{1+}\right. \\
& \left.\left.+c_{-}^{(2)} J_{1-}\right) \exp \left[i\left(\lambda x+\frac{v \pi}{2}+\frac{\pi}{4}\right)\right]\right\}+O\left(|x|^{-1}\right) \tag{5.11b}
\end{align*}
$$

In order to make use of the relations (5.11), we should know the coefficients $J_{k_{ \pm}}$explicitly. It can be easily achieved (cf. Ref. 14, 6.521.3 and 8.407.1; integrals $J_{k_{ \pm}}$can be computed with the help of equations satisfied by functions $\varphi_{ \pm}^{(1)}$ and $\psi_{0 k}$ ). One has

$$
\begin{align*}
& J_{1+}=\frac{2}{\pi} \frac{\bar{\epsilon}^{4 v}}{\sin v \pi} \frac{\bar{\epsilon}^{v} E^{v / 2}-\epsilon^{v} E^{-v / 2}}{E-i}  \tag{5.12a}\\
& J_{1-}=\frac{2}{\pi} \frac{\epsilon^{3 v} E^{-v / 2}-\bar{\epsilon}^{3 v} E^{v / 2}}{\sin v \pi(E+i)}  \tag{5.12b}\\
& J_{2+}=\overline{J_{1-}}, \quad J_{2-}=\overline{J_{1+}} \tag{5.12c}
\end{align*}
$$

Now the crucial point is that the function $\varphi_{U}^{(k)}$ in (5.2) decays exponentially at infinity. Thus the asymptotic behavior of $\psi$ coincides with that of $\psi_{1}$, and it is fully determined by the choice of the coefficients $c_{ \pm}^{(k)}$. One has to know the correspondences $\left(c_{+}^{(1)}, c_{-}^{(1)}\right) \leftrightarrow\left(c_{1}, c_{2}\right) \leftrightarrow\left(c_{+}^{(2)}, c_{-}^{(2)}\right)$. Two cases should be distinguished.
(i) The matrix $U$ is diagonal: Then the pairs $c_{ \pm}^{(1)}$ and $c_{ \pm}^{(2)}$ are independent: the relations ( 5.3 c ) give

$$
\begin{equation*}
c_{-}^{(k)}=-u_{k k} \frac{E+i}{E-i} c_{+}^{(k)}, \quad k=1,2 \tag{5.13}
\end{equation*}
$$

Consider the situation when one of these pairs is zero, say, $c_{ \pm}^{(2)}=0$. Then the formulas (5.11a), (5.12c), and (5.13) yield the asymptotics

$$
\begin{aligned}
\psi(x)= & \frac{i}{2}\left(\frac{\pi}{2 \lambda}\right)^{1 / 2} c_{+}^{(1)}\left\{\left(J_{2+}-u_{11} \frac{E+i}{E-i} J_{2-}\right)\right. \\
& \times \exp \left[i\left(\lambda x-\frac{v \pi}{2}-\frac{\pi}{4}\right)\right]+u_{11} \frac{E+i}{E-i} \\
& \times \frac{\left(J_{2+}-u_{11} \frac{E+i}{E-i} J_{2-}\right) \exp [-i(\lambda x}{}
\end{aligned}
$$

$$
\begin{equation*}
\left.\left.\left.-\frac{v \pi}{2}-\frac{\pi}{4}\right)\right]\right\}+O\left(x^{-1}\right) \tag{5.14a}
\end{equation*}
$$

for $x \rightarrow \infty$. On the other hand, $c_{ \pm}^{(2)}=0$ implies $c_{2}=0$ so the relations (5.2) and (4.5) together with $u_{21}=0$ give $\psi(x)=\psi_{1}(x)$ for $x<0$. In that case, however,

$$
\begin{equation*}
\psi(x)=0, \quad x<0 \tag{5.14b}
\end{equation*}
$$

holds due to $(5.10 b)$. Hence we have total reflection in this case; the phase shift of the reflected wave can be easily derived from (5.14a).
(ii) The matrix $U$ is nondiagonal: Now the appropriate determinants are nonzero so the correspondence ( $\left.c_{+}^{(1)}, c_{-}^{(1)}\right)$ $\leftrightarrow\left(c_{+}^{(2)}, c^{(2)}\right)$ is bijective. We choose the initial conditions in such a way that we have the transmitted wave on the positive semiaxis only, i.e.,

$$
\begin{equation*}
c_{+}^{(1)} J_{1+}+c_{-}^{(1)} J_{1-}=0 \tag{5.15a}
\end{equation*}
$$

Then the reflection and transmission coefficients are defined by the expressions

$$
\begin{equation*}
R=R_{\nu}(E ; U)=\left|\frac{c_{+}^{(2)} J_{2+}+c_{-}^{(2)} J_{2-}}{c_{+}^{(2)} J_{1+}+c_{-}^{(2)} J_{1-}}\right|^{2} \tag{5.15b}
\end{equation*}
$$

and

$$
\begin{equation*}
T=T_{v}(E ; U)=\left|\frac{c_{+}^{(1)} J_{2+}+c_{-}^{(1)} J_{2-}}{c_{+}^{(2)} J_{1+}+c_{-}^{(2)} J_{1-}}\right|^{2}, \tag{5.15c}
\end{equation*}
$$

respectively. Using (5.12c) together with the unitarity condition (4.4), one can check that the equality

$$
\begin{aligned}
& \left|c_{+}^{(2)} J_{2+}+c_{-}^{(2)} J_{2-}\right|^{2}+\left|c_{+}^{(1)} J_{2+}+c_{-}^{(1)} J_{2-}\right|^{2} \\
& \quad=\left|c_{+}^{(2)} J_{1+}+c_{-}^{(2)} J_{1-}\right|^{2}
\end{aligned}
$$

holds if ( 5.15 a ) is valid, i.e.,
$R+T=1$.
Let us now express the transmission coefficient more explicitly. The system of equations for $c_{ \pm}^{(2)}$ that follows from (5.3c) is easily solved. Further, $c_{+}^{(1)}$ and $c_{-}^{(1)}$ are related by ( 5.15 a ), so we obtain

$$
\begin{aligned}
& c_{+}^{(2)}=-\frac{1}{u_{12}} \frac{E-i}{E+i}\left(1+u_{11} \beta\right) c_{-}^{(1)} \\
& c_{-}^{(2)}=\left[-u_{21}+\left(u_{22} / u_{12}\right)\left(1+u_{11} \beta\right)\right] c_{-}^{(1)},
\end{aligned}
$$

where

$$
\begin{equation*}
\beta=-\frac{E+i}{E-i} \frac{J_{1-}}{J_{1+}}=\epsilon^{6 v} \frac{1-\bar{\epsilon}^{6 v} E^{v}}{1-\bar{\epsilon}^{2 v} E^{v}} \tag{5.17a}
\end{equation*}
$$

Substituting now to ( 5.15 c ) and denoting

$$
\begin{equation*}
\gamma=J_{2+} / J_{1+}=-\left(1-\epsilon^{6 v} E^{v}\right) /\left(1-\bar{\epsilon}^{2 v} \mathrm{E}^{v}\right) \tag{5.17b}
\end{equation*}
$$

we arrive after a short calculation at the expression

$$
\begin{equation*}
T=\left|\frac{\gamma\left(\beta-\bar{\beta}^{-1}\right) u_{12}}{1+\beta \operatorname{Tr} U+\beta^{2} \operatorname{det} U}\right|^{2} \tag{5.17c}
\end{equation*}
$$

After some more simple manipulations, we can rewrite it in the following final form:

$$
\begin{align*}
T_{v}(E ; U)= & 16\left|u_{12}\right|^{2} \sin ^{2} v \pi \\
& \times \sin ^{2} \frac{v \pi}{2}\left|a E^{v}+b+c E^{-v}\right|^{-2} \tag{5.18a}
\end{align*}
$$

where
$a=a_{v}(U)=\bar{\epsilon}^{4 v}\left[1+\epsilon^{2 v} \operatorname{Tr} U+\epsilon^{4 v} \operatorname{det} U\right]$,
$b=b_{v}(U)=-2 \bar{\epsilon}^{-2 v}\left[1+\epsilon^{4 v} \cos \frac{v \pi}{2} \operatorname{Tr} U+\epsilon^{8 v} \operatorname{det} U\right]$,
$c=c_{\nu}(U)=1+\epsilon^{6 v} \operatorname{Tr} U+\epsilon^{12 v} \operatorname{det} U$.
Let us collect some simple properties of $T$.
Theorem 5.2: Let $E>0$ and $v=\left(g+\frac{1}{4}\right)^{1 / 2} \in\left(\frac{1}{2}, 1\right)$. The transmission coefficient $T_{v}(E ; U)$ referring to a self-adjoint extension $H_{U}$ of $H_{1}$ with the potential (4.1) is then given by the formulas (5.18), where the coefficients (5.18b)-(5.18d) cannot be simultaneously zero. It assumes values from [0,1] and depends continuously on $v, E, U$. In particular, for a diagonal matrix $U$ we have total reflection, $T_{v}(E ; U)=0$. For a nondiagonal $U$, the following alternative is valid: either $U$ is unitarily equivalent to the matrix

$$
-\bar{\epsilon}^{4 v}\left(\begin{array}{cc}
\epsilon^{2 v} & 0  \tag{5.19a}\\
0 & \bar{\epsilon}^{2 v}
\end{array}\right)
$$

and

$$
\begin{equation*}
T=4\left|u_{12}\right|^{2} \cos ^{2}(v \pi / 2) \tag{5.19b}
\end{equation*}
$$

is energy independent, or at most one of the coefficients (5.18b)-(5.18d) can be zero. In that case, $T$ has the following asymptotic behavior:

$$
\begin{equation*}
T_{v}(E ; U)=16\left|u_{12}\right|^{2} \sin ^{2} v \pi \sin ^{2}(v \pi / 2 \mid f(E), \tag{5.20a}
\end{equation*}
$$

where
$f(E)=|c|^{-2} E^{2 v}-2|c|^{-4} \operatorname{Re} \bar{b} c E^{3 v}+O\left(E^{4 v}\right), \quad c \neq 0$,
$f(E)=|b|^{-2}-2|b|^{-4} \operatorname{Re} \bar{a} b E^{v}+O\left(E^{2 v}\right), \quad c=0$
holds for $E \rightarrow 0^{+}$, and similarly
$f(E)=|a|^{-2} E^{-2 v}-2|a|^{-4} \operatorname{Re} \bar{a} b E^{-3 v}+O\left(E^{-4 \eta}, \quad a \neq 0\right.$,
$f(E)=|b|^{-2}-2|b|^{-4} \operatorname{Re} \bar{b} c E^{-v}+O\left(E^{-2 v}\right), \quad a=0$,
(5.20e)
for $E \rightarrow \infty$.
For fixed $E$ and $U$, the transmission coefficient tends not necessarily to 0 as $g \rightarrow \frac{3}{4}^{-}$and to 1 as $g \rightarrow 0^{+}$. In fact, we have

$$
\begin{equation*}
\lim _{v \rightarrow 1 / 2^{+}} T_{v}(E ; U)=1 \tag{5.21a}
\end{equation*}
$$

for all $E$ iff the matrix $U$ is of the form

$$
2^{-1 / 2}\left(\begin{array}{ll}
i & e^{i \omega}  \tag{5.21b}\\
e^{-i \omega} & i
\end{array}\right)
$$

with $\omega \in \mathbb{R}$. For

$$
U=e^{i \xi}\left(\begin{array}{ll}
\cos \varphi & -e^{i \omega} \sin \varphi  \tag{5.21c}\\
e^{-i \omega} \sin \varphi & \cos \varphi
\end{array}\right)
$$

with $\xi=\left(\alpha_{1}+\alpha_{2}\right) / 2, \quad \varphi=\left(\alpha_{1}-\alpha_{2}\right) / 2, \quad \alpha_{1} \in(\pi / 4,3 \pi / 4)$, $\alpha_{2} \in(3 \pi / 4,9 \pi / 4), \omega \in \mathbb{R}$, Eq. (5.21a) holds iff

$$
\begin{equation*}
E=-\frac{\sin \left(\alpha_{1} / 2-\pi / 8\right) \sin \left(\alpha_{2} / 2-\pi / 8\right)}{\cos \left(\alpha_{1} / 2+\pi / 8\right) \cos \left(\alpha_{2} / 2+\pi / 8\right)} . \tag{5.21~d}
\end{equation*}
$$

Here $\exp \left(i \alpha_{1}\right)$ and $\exp \left(i \alpha_{2}\right)$ are eigenvalues of the matrix
(5.21c). For other matrices $U$, Eq. (5.21a) does not hold with any $E \in(0, \infty)$.

On the other hand,

$$
\begin{equation*}
\lim _{v \rightarrow 1^{-}} T_{v}(E ; U)=0 \tag{5.22a}
\end{equation*}
$$

holds almost everywhere; there are at most two values of $E$ where the limit is nonzero for a nondiagonal $U$, namely

$$
\begin{equation*}
E=\tan (\alpha / 2+\pi / 4) \tag{5.22b}
\end{equation*}
$$

where $e^{i \alpha}$ is an eigenvalue of $U$ such that $\alpha \in(-\pi / 2, \pi / 2)$.
Proof: The inequality $0 \leqslant T \leqslant 1$ follows from (5.15) and (5.16). Each of the coefficients $(5.18 b)-(5.18 d)$ may be zero (examples of such matrices $U$ can be easily found), but they cannot vanish simultaneously. Suppose, e.g., that $a=b=0$. The relations ( 5.18 b ) and ( 5.18 c ) then yield

$$
\begin{align*}
\operatorname{det} U & =-\bar{\epsilon}^{4 v}-\bar{\epsilon}^{2 v} \operatorname{Tr} U \\
& =-\bar{\epsilon}^{8 v}-\bar{\epsilon}^{4 v} \cos (v \pi / 2) \operatorname{Tr} U \tag{5.23a}
\end{align*}
$$

and the last equality further implies

$$
\begin{equation*}
\operatorname{Tr} U=-2 \bar{\epsilon}^{2 v} \tag{5.23b}
\end{equation*}
$$

The relations (5.23) are fulfilled iff $U=-\bar{\epsilon}^{2 v} I$; then $a=b=0$, while $c=\left(1-\epsilon^{4 v}\right)^{2}$ is nonzero. Similarly, $b=c=0$ is possible for $U=-\bar{\epsilon}^{-v} I$ only, in which case $a=\bar{\epsilon}^{4 v}\left(1-\bar{\epsilon}^{4 v}\right)^{2} \neq 0$. Both these $U$ are multiples of the unit matrix so the transmission coefficient is zero for them. For a nondiagonal matrix $U$, therefore, either $a=c=0$ or at least two of the coefficients (5.18b)-(5.18d) are nonzero. In the first case, relations ( 5.18 b ) and ( 5.18 d ) determine uniquely the values
$\operatorname{Tr} U=-2 \bar{\epsilon}^{4 v} \cos (v \pi / 2), \quad \operatorname{det} U=\bar{\epsilon}^{8 v}$, which can be achieved just for the matrices $U$ that are unitarily equivalent to matrix (5.19a). The relation (5.19b) then follows readily from (5.18). Check of the relations (5.20) is elementary.

In order to prove the continuity of $T_{\nu}(E ; U)$, one has to verify that the denominator in (5.18a) does not vanish in the allowed region of parameters. In view of (5.17), it equals $E^{-v}\left(1+\beta \operatorname{Tr} U+\beta^{2} \operatorname{det} U\right)\left(1-\bar{\epsilon}^{2 v} E^{v}\right)^{2}$ and since the last factor is nonzero, we must solve the corresponding quadratic equation for $\beta$. Its roots are easily seen to be $\beta_{k}$ $=-\exp \left(-i \alpha_{k}\right), k=1,2$, where $\exp \left(i \alpha_{k}\right)$ are eigenvalues of $U$. Hence we have to solve the equation

$$
\begin{equation*}
\beta=\epsilon^{6 v} \frac{1-\bar{\epsilon}^{6 v} E^{v}}{1-\bar{\epsilon}^{2 v} E^{v}}=-e^{-i \alpha}, \quad \alpha=\alpha_{1}, \alpha_{2} \tag{5.24}
\end{equation*}
$$

Obviously $|\beta|=1$ in (5.24) and it yields the condition $\sin v \pi$ $\times \sin (v \pi / 2)=0$, which cannot be fulfilled for $v \in\left(\frac{1}{2}, 1\right)$.

Let us pass to the limits in $v$. Equation (5.24) has no solution for $v=\frac{1}{2}$ as well, so we have

$$
\begin{align*}
\lim _{\nu \rightarrow 1 / 2^{+}} T_{\nu}(E ; U)= & 8\left|u_{12}\right|^{2} \mid(-i+\bar{\epsilon} \operatorname{Tr} U+\operatorname{det} U) E^{1 / 2} \\
& -2 \bar{\epsilon}\left(1+2^{-1 / 2} i \operatorname{Tr} U-\operatorname{det} U\right) \\
& -\left.i(i-\epsilon \operatorname{Tr} U+\operatorname{det} U) E^{-1 / 2}\right|^{-2} \tag{5.25}
\end{align*}
$$

with the rhs properly defined. It yields particularly (5.21a) if $a=c=0$ and $\left|u_{12}\right|=2^{-1 / 2}$, what is possible just for the ma-
trices (5.21b). If these requirements are not fulfilled, then (5.21a) can hold only for the values of $E$ where the denominator in the rhs of $(5.25)$ reaches its minimum. Expressing $\operatorname{Tr} U$ and $\operatorname{det} U$ in terms of eigenvalues $\exp \left(i \alpha_{1}\right)$ and $\exp \left(i \alpha_{2}\right)$, we see that the denominator has a form

$$
|a|^{2} E+|b|^{2}+2 \operatorname{Re} \bar{a} c+|c|^{2} E^{-1}
$$

since $\operatorname{Re} \bar{a} b=\operatorname{Re} \bar{b} c=0$. It has a minimum at energy $E \in(0, \infty)$ given by Eq. (5.21d) for $\alpha_{1} \in(\pi / 4,3 \pi / 4), \alpha_{2} \in(3 \pi /$ 4,9 $\pi / 4$ ); possible minima for other values of $\alpha_{k}$ do not lead to (5.21a). Further, $\left|u_{12}\right|$ must have its maximal value $\left|\sin \left[\left(\alpha_{1}-\alpha_{2}\right) / 2\right]\right|$ at given $\alpha_{1}, \alpha_{2}$ to obtain the maximum in expression ( 5.25 ). Then the matrix $U$ has the form ( 5.21 c ).

On the other hand, Eq. (5.24) has two solutions $E_{k}, k=1,2$, if $v=1$; they are possibly equal to each other (if $\alpha_{1}=\alpha_{2}$ ) or to $\infty$ (if $\alpha_{k}=\pi / 2$ ). It is easy to find that they are given by ( 5.22 b ), where only the case $\alpha \in(-\pi / 2, \pi / 2$ ) is interesting, giving a positive solution. With the exception of $E=E_{k}$, the relation (5.22a) holds. If $E$ is equal to $E_{k}>0$, one obtains

$$
\begin{equation*}
\lim _{v \rightarrow 1^{-}} T_{\nu}\left(E_{k} ; U\right)=16 \pi^{2}\left|u_{12}\right|^{2}\left|d\left(E_{k} ; U\right)\right|^{-2} \tag{5.26a}
\end{equation*}
$$

where

$$
\begin{align*}
d(E ; U)= & -\frac{d}{d v}\left[a_{v}(U) E^{v}+b_{v}(U)\right. \\
& \left.+c_{v}(U) E^{-v}\right]_{v=1} \tag{5.26b}
\end{align*}
$$

the last expression cannot be zero at $E=E_{k}$ since $T$ is bounded by 1 .

Hence we have confirmed the conjecture formulated in the preceding section: the tunneling actually occurs for the barrier (4.1) if $g \in\left(0, \frac{3}{4}\right)$, unless the matrix $U$ specifying the Hamiltonian is diagonal. The transmission coefficient is "almost continuous" when the coupling constant $g$ reaches the critical value $g=\frac{3}{4}$, above which $H_{1}$ is self-adjoint (cf. Remark 4.1) and the tunneling is forbidden due to Theorem 3.3. More explicitly, the relation (5.22a) holds with a possible exception of the "resonant" energies (5.22b) for which the tunneling vanishes discontinuously at $g=\frac{3}{4}$. On the other hand, the barrier does not generally become fully transparent as $g \rightarrow 0^{+}$, except for the special class of the matrices $U$ specified above. This is not strange, however. Even for a very small $g$, the barrier still has the singularity at $x=0$, which makes the motion over it different from the free-particle case.
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#### Abstract

In an earlier investigation of the class of shear-free expanding (or contracting) irrotational perfect fluids obeying a barotropic equation of state $p=p(\mu)$, and satisfying the field equations of general relativity, it was shown that the space-times form three distinct classes. In one class, the fluid acceleration is zero (i.e., the flow is geodesic), and the space-times are the well-known spatially homogeneous and isotropic Friedmann-Robertson-Walker (FRW) models. In the other two classes, the acceleration is nonzero, and the space-times are spatially anisotropic and are less familiar. One of these classes consists of the spherically symmetric Wyman solutions, whereas models that are plane symmetric, and either spatially or temporally homogeneous, constitute the final class. Analytic forms for these anisotropic space-time metrics were given, although in each case their exact determination would depend upon the solution of a single nonlinear ordinary differential equation, which has not been achieved. The purpose of the present article is to provide a pictorial description of the solutions of these equations, to depict qualitatively similar and distinct subclasses of solution, and hence to discover in some detail all possible global behaviors of the associated space-times. In all cases, it is found that, when the space-time is sufficiently extended, the fluid exhibits unphysical properties. The conclusion is that shear-free expanding (or contracting) relativistic perfect fluids that obey an equation of state $p=p(\mu)$ must be FRW, or else must be restricted to "local" regions, by means of a suitable extension in which at least one of the conditions defining the entire family is relaxed.


## I. INTRODUCTION

For some time, the class of shear-free perfect fluids in general relativity has received attention (see, e.g., References 1-3, together with works cited therein). Perhaps the most challenging problem to be addressed is the question of whether or not it is true that if such a fluid obeys a barotropic equation of state $p=p(\mu)$, with $\mu+p \neq 0$, where $\mu$ is the energy density of the fluid and $p$ is its isotropic pressure, then either the fluid is irrotational, or the fluid's overall volume expansion rate is zero. This is indeed the case under special conditions, such as for dust ${ }^{1}(p=0)$ and radiation ${ }^{4}$ ( $p=\frac{1}{3} \mu$ ), although to my knowledge the answer to this question has not been established in the general case. Other special situations in which the result is valid are given in Refs. 2 and 5, and in cited articles. Furthermore, at least as far as I am aware, there are no known examples where the result does not hold, a state of affairs that contrasts sharply with the corresponding situation in Newtonian gravity. ${ }^{6}$ These facts lead one to conjecture that the result enjoys general validity.

With the evidence mounting that the result is universally valid in general relativity, it is tempting to investigate its consequences. Thus, assuming that the result is true, there naturally arise three mutually exclusive classes of shear-free fluids. Denoting the fluid's vorticity by $\omega$ and the volume expansion rate by $\theta$, in the usual way, ${ }^{6}$ we have the following alternatives:

$$
\omega=0 \neq \theta
$$

or

$$
\omega=\theta=0
$$

or

$$
\theta=0 \neq \omega .
$$

Of course, if the conjectured result should turn out to be false, there would be a fourth possibility, viz., $\theta \omega \neq 0$, but this seems unlikely, and it is therefore omitted. From a physical point of view, the most interesting of the three alternatives is the first, since both stellar and cosmological investigations frequently center on fluids in a state of overall volume expansion or contraction, in which $\theta \neq 0$. This particular case was the subject of an earlier article, ${ }^{3}$ in which it was shown that there were three distinct subclasses. In one subclass, labeled (i) in Ref. 3, the space-times involved are the well-known spatially homogeneous and isotropic Friedmann-Robert-son-Walker (FRW) models; these can be characterized by the requirements that the fluid satisfy an equation of state $p=p(\mu)$ and that its motion not only be shear-free and irrotational, but also be geodesic. ${ }^{6}$ In the other two subclasses, the fluid flow has nonzero acceleration, and is consequently anisotropic. In one of these subclasses, labeled (iii) in Ref. 3, the geometry is spherically symmetric, and the solutions are due to Wyman, ${ }^{7}$ although they were not originally characterized as in the present manner; the global properties of these solutions are discussed in Sec. IV of the present article. In the other subclass, labeled (ii) in Ref. 3, the geometry is plane symmetric, and either spatially or temporally homogeneous. This subclass of solutions appeared to be new, and was unexpected, particularly in view of an earlier result ${ }^{8}$ which contradicted its existence. As a consequence of this, rather little is understood of the nature of the solutions in this subclass; the global properties of these solutions are discussed in Sec. III of the present article. In each of the two subclasses of anisotropic solutions, Collins and Wainwright ${ }^{3}$ showed that the space-time metric could be determined once the solution of a certain nonlinear ordinary differential equation was found. Neither differential equation has been solved
exactly, although the solutions in the spherically symmetric case can be expressed in terms of the Weierstrass elliptic function. ${ }^{7}$ Since solutions have not been found exactly in terms of elementary functions, it becomes necessary to investigate their behavior qualitatively in some manner, in order to obtain a better appreciation of the nature of the spacetimes that they govern. The first steps in this direction have already been taken by Mashhoon and Partovi, ${ }^{9}$ who in essence use inequalities to deduce that the fluid's behavior becomes unphysical if the space-time is sufficiently far extended, thus strengthening suspicions that were alluded to in the work of Collins and Wainwright. ${ }^{3}$ However, the approach of Mashhoon and Partovi ${ }^{9}$ is somewhat unsatisfactory, owing to an apparent reliance on the assumption of power series expansions, and to the fact that an incomplete set of conclusions is drawn. Further, no clear picture emerges of the full range of possibilities that can arise. This situation is rectified in the present article, by writing each governing differential equation in the form of a plane autonomous system, and then employing standard phase-plane analysis (Poincaré-Bendixson theory) to determine a vivid pictorial description for each case. From these diagrams, the various qualitatively similar families of solutions are clearly discernible, and the asymptotic behaviors are readily obtained, thus leading to a fairly complete understanding of the global features of the associated space-times.

The plan of this article is as follows. In Sec. II, the fundamental differential equations that govern the space-time metrics are provided and expressed in the form of plane autonomous systems. In Secs. III and IV, these systems are examined qualitatively, and various deductions are made about their asymptotic features and about the global behaviors of the associated space-times. The results are discussed and summarized in Sec. V, and, in particular, a comparison is made with the claims of Mashhoon and Partovi. ${ }^{9}$ For the most part, I shall assume that Einstein's field equations of general relativity hold, with zero cosmological constant $\Lambda$, although in Sec. V I shall also briefly consider the effect of allowing $\Lambda$ to be nonzero.

## II. THE BASIC EQUATIONS

This section deals with the basic differential equations that determine the space-time metrics of anisotropic shearfree expanding (or contracting) irrotational perfect fluids which satisfy an equation of state $p=p(\mu)$ with $\mu+p \neq 0$. From Theorem 1 of Collins and Wainwright, ${ }^{3}$ there are two cases; these were labeled (ii) and (iii), although they will be denoted by (a) and (b), respectively, in the present article [case (i) of Ref. 3 consists of the Friedmann-RobertsonWalker models, which are not considered here, in view of the degree of their familiarity].

In case (a), comoving coordinates can be found in which the space-time metric is
$d s^{2}=\frac{C^{2}}{U^{2}}\left[-\frac{U^{\prime 2}}{m^{2}} d t^{2}+d x^{2}+e^{-2 x}\left(d y^{2}+d z^{2}\right)\right]$,
where $U=U(v) \neq 0, v=t+x$, and

$$
\begin{equation*}
U^{\prime \prime}+U^{\prime}=-U^{2} \tag{2.2}
\end{equation*}
$$

a prime denoting differentiation with respect to $v$. The fluid's energy density $\mu$ and pressure $p$ are given by

$$
\begin{equation*}
\mu=\left(1 / C^{2}\right)\left[3 m^{2}-2 U^{3}-3\left(U^{\prime}+U\right)^{2}\right] \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu+p=2 U^{4} /\left(C^{2} U^{\prime}\right) \tag{2.4}
\end{equation*}
$$

The quantitites $C$ and $m$ are nonzero constants, which, without loss of generality, are positive; the fluid's four-velocity is then $u=\left(m|U| / C\left|U^{\prime}\right|\right)(\partial / \partial t)$. The ratio of the derivatives of Eqs. (2.3) and (2.4) reveals that

$$
\begin{equation*}
1+\frac{d p}{d \mu}=\frac{1}{3 U^{\prime 2}}\left[4 U^{\prime 2}+U U^{\prime}+U^{3}\right] \tag{2.5}
\end{equation*}
$$

where use has been made of (2.2). The space-times described by Eq. (2.1) are locally either spatially or temporally homogeneous according to whether $0<U^{\prime 2}<m^{2}$ or $m^{2}<U^{\prime 2}$. They are locally rotationally symmetric, and admit a four parameter isometry group acting multiply transitively on the hypersurfaces $\{v=$ const $\}$. This group contains a threeparameter subgroup of Bianchi type $V$ that acts simply transitively on the hypersurfaces $\{v=$ const $\}$. Note by differentiation of Eq. (2.2) that $U^{\prime \prime} \equiv 0$ requires $U U^{\prime} \equiv 0$, and so, using (2.2) again, $U \equiv 0$, which is inadmissible; hence the cases excluded by these inequalities, viz., $U^{\prime 2}=0$ and $U^{\prime 2}=m^{2}$, can occur only at isolated values of $v$, and not in an open interval. This rules out the possibility of there being space-times in our discussion that are locally null homogeneous, while still allowing the occurrence of space-times that are spatially homogeneous in one region, and yet temporally homogeneous in another, with a common boundary being a single null homogeneous hypersurface (cf. Ref. 10). This type of possibility is considered in more detail in Sec. III. The "tilt" angle that the fluid flow vector makes with the normal to the hypersurfaces of homogeneity may be defined, in the case of spatial homogeneity, as $\beta$, where $-\cosh \beta$ is equal to the scalar product of the unit future-pointing hypersurface normal and the unit future-pointing fluid-flow vector. ${ }^{8}$ In the present case, this means that

$$
\cosh \beta=\left(1-U^{\prime 2} / m^{2}\right)^{-1 / 2}
$$

A similar definition can be given for temporal homogeneity, wherein the hyperbolic cosine is changed to a trigonometric cosine (cf. Ref. 11).

In case (b), comoving coordinates can be found in which the space-metric is
$d s^{2}=\frac{1}{U^{2}}\left[-\frac{U^{\prime 2}}{A t+B} d t^{2}+d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)\right]$,
where $U=U(v) \neq 0, v=t+r^{2}$, and

$$
\begin{align*}
& U^{\prime \prime}=U^{2}  \tag{2.7}\\
& \Leftrightarrow U^{\prime 2}=\frac{2}{3} U^{3}-\frac{1}{4} A, \tag{2.8}
\end{align*}
$$

a prime denoting differentiation with respect to $v$. The fluid's energy density $\mu$ and pressure $p$ are given by

$$
\begin{equation*}
\mu=3(A v+B)+12 U U^{\prime} \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu+p=20 U^{4} / 3 U^{\prime} \tag{2.10}
\end{equation*}
$$

The quantities $A$ and $B$ are constants, and, without loss of generality, either $A=0<B$ or $B=0 \neq A$. In the latter case, a coordinate singularity may arise at $t=0$, details of which are provided in Sec. IV. The fluid's four-velocity is $\mathbf{u}=(A t+B)^{1 / 2}\left(|U| /\left|U^{\prime}\right|\right)(\partial / \partial t)$. The ratio of derivatives of Eqs. (2.9) and (2.10) reveals that

$$
\begin{equation*}
1+\frac{d p}{d \mu}=\frac{4\left(5 U^{3}-6 A\right)}{3\left(8 U^{3}-3 A\right)} \tag{2.11}
\end{equation*}
$$

where use has been made of (2.7) and (2.8). The space-times described by Eq. (2.6) possess spherical symmetry (a particular case of local rotational symmetry) and are due to Wy man. ${ }^{7}$ They admit a three-parameter isometry group acting multiply transitively on the two-surfaces $\{t=$ const, $r=$ const $\}$.

The differential equations that are to be examined qualitatively in Secs. III and IV are (2.2) and (2.7). Equation (2.7) differs somewhat from (2.2), in that a first integral, given by (2.8), is readily available. This means that the procedure for sketching the solutions in the $U-U^{\prime}$ phase plane is particularly straightforward. In each case, we shall denote the variable $U^{\prime}$ by $Y$. Thus Eq. (2.2) is written as the plane autonomous system

$$
\begin{equation*}
Y^{\prime}=-Y-U^{2}, \quad U^{\prime}=Y \tag{2.12}
\end{equation*}
$$

whereas Eq. (2.7) becomes

$$
\begin{equation*}
Y^{\prime}=U^{2}, \quad U^{\prime}=Y \tag{2.13}
\end{equation*}
$$

where, by (2.8)

$$
\begin{equation*}
Y^{2}=\frac{2}{3} U^{3}-\frac{1}{4} A \tag{2.14}
\end{equation*}
$$

In the next two sections, the results of a qualitative analysis of these systems of equations is provided. This leads to a pictorial representation in the $U-Y$ phase planes of the solutions of these equations. The techniques that are employed are fairly standard methods of analyzing solutions of plane autonomous systems, details of which can be found in, e.g., Refs. 12-14.

## III. THE PLANE-SYMMETRIC CASE (a): QUALITATIVE ANALYSIS OF THE SYSTEM (2.12)

In this case, the differential equations are

$$
\begin{equation*}
Y^{\prime}=-Y-U^{2}, \quad U^{\prime}=Y \tag{2.12}
\end{equation*}
$$

The associated space-times are plane symmetric and either spatially or temporally homogeneous. The solution curves are drawn in Fig. 1, with the arrows indicating the direction of increasing $v:=t+x$. Each curve represents the evolution of a two-parameter family of space-times, as determined by the constants $C$ and $m$ in the metric. ${ }^{3}$ There are two exceptional curves which either begin or end at the origin. These curves divide the remaining ones into two broad classes. In one of these, the curves start out in the top left of the figure, pass through the positive $Y$ axis, move down to cross the positive $U$ axis, then turn to traverse the negative $Y$ axis, and finally turn again to end up in the bottom left of the figure. The behavior of the curves in the other class is less complicated. They simply start at the top left and curve around to cross the negative $U$ axis, finishing up in the bottom left of the figure, with $U$ remaining negative throughout. Thus, in-


FIG. 1. Plane-symmetric, spatially or temporally homogeneous models. Solution curves describe the evolution of the variables $U$ and $U^{\prime}$ in the spacetime metric (2.1), as determined by the system (2.12). Each curve depicts the evolution of a two-parameter family of space-times. Arrows are drawn in the direction of increasing $v:=t+x$. Solutions in the top half satisfy the physically relevant condition that $\mu+p>0$; the space-times are locally spatially homogeneous if $\left|U^{\prime}\right|<m$ and temporally homogeneous if $\left|U^{\prime}\right|>m$. The curves are classified into six types, labeled $1-6$, which correspond respectively to cases (1)-(6) in Sec. III. A solid dot ( ) denotes the end of the evolution of the associated space-times. Excluding the origin, the $U$ axis represents a space-time singularity at which $\mu+p$ and $d p / d \mu$ become infinite, and the $U^{\prime}$ axis represents a limit in which $\mu+p$ approaches zero, with $\mu$ tending to zero only if $U^{\prime}$ approaches the value $m$. Boxes provide information on some limits that indicate unphysical asymptotic behavior. The limit associated with the point $(0, m)$ is physically valid. For further details, see Sec. III.
cluding the solution represented by the point at the origin, and temporarily neglecting reference to the physical interpretation of the solutions, there are five qualitatively distinct types of behavior. However, the zero solution corresponds to $U \equiv 0$, which is inadmissible (see Sec. II). Moreover, by Eq. (2.4), $\mu+p$ becomes infinite whenever curves cross the $U$ axis at nonzero $U$ values, and, further, $\mu+p$ is negative if $Y$ is negative and $U$ is nonzero. From (2.3), it follows that $\mu$ becomes negative on the $Y$ axis at values of $Y$ that exceed $m$ in magnitude. Thus it is clear that many of the solution curves will, at least for some interval in their evolution, represent space-times that would be regarded as unphysical. The question of the sign of quantities such as $\mu, p$, or $\mu+p$ is of great relevance, but it is not as serious an issue as that of the infinite value of $\mu+p$ that occurs when the curves cross the $U$ axis, since its occurrence within a finite proper distance or proper time would correspond to a space-time singularity, whereas if it were to arise within an infinite proper distance and proper time, the parts of the curve to either side of the $U$ axis would be depicting the asymptotic behavior of two distinct space-times. Thus, in any case, a curve that crosses the $U$ axis in Fig. 1 actually represents two separate space-times. Two other physically important aspects must also be addressed. One of these is the question of whether the associated space-time is spatially or temporally homogeneous, i.e., of whether or not $Y^{2}<m^{2}$. The other question is whether there are solution curves in the $U-Y$ plane that pass through particular points, which in the associated spacetimes are an infinite proper distance or proper time away, and whether there are points at infinity in the $U-Y$ plane which refer to finite proper distances or times in the space-
time. For example, since the coordinates are comoving, Eq. (2.1) implies that the proper time of a fluid particle is measured by integrating $C U^{\prime} / m U$ with respect to $t$, at constant $x$, and so the proper time behaves as $\ln |U|$, from which it follows that points on the $Y$ axis should be regarded as being at infinity as measured by the fluid particles. By referring to the metric (2.1), it is apparent that special consideration of this sort to distances and times must be made only in the cases where $U$ or $Y$ approach either zero of infinity; a detailed discussion of these various possibilities is provided below, when the physical properties of the space-times are examined in detail.

The qualitatively distinct types of solution may now be examined, subject to the requirements that $U \neq 0 \Leftrightarrow Y^{2}+U^{2}>0$ and $\mu+p>0 \Leftrightarrow Y>0$. This consideration is also made by reference to the behavior of the remaining curves, not only with regard to the region defined by the restriction $0<Y<m$, since this is of relevance to the character of the homogeneity of the associated space-times, but also with regard to their intersection with the (positive) $Y$ axis. It is found that there are now six distinct classes of solutions, and hence of space-times, that are of interest. These are given by (1) curves which start on the $Y$ axis with $0<Y \leqslant m$, and end on the $U$-axis at some positive value of $U$; (2) curves which start on the $Y$ axis with $Y>m$, and end on the $U$-axis at some positive value of $U$; (3) curves which begin in the top left of the figure and which end on the negative $U$ axis; (4) curves which begin in the top left of the figure and terminate on the positive $Y$ axis with $Y<m$; (5) curves which begin in the top left of the figure and terminate on the positive $Y$ axis with $Y>m$; and finally (6) the curve that starts in the top left of the figure and runs into the origin.

The cases (1)-(6) will eventually be examined in turn, with conclusions drawn about the nature of the space-times involved. However, before embarking on a case-by-case study, some general observations are worthwhile. First, the space-times in cases (2), (3), (4), and (6) are initially temporally homogeneous, and the fluid evolves into a spatially homogeneous region. Associated with this transition is a "whimper" singularity, ${ }^{10}$ which the fluid avoids. Next, by considering the various possibilities at large negative $U$, it is found that $Y^{2} \sim-\frac{2}{3} U^{3}$, from which, using (2.12), it follows that $U \rightarrow-\infty$ as $v$ approaches some finite value, $v_{*}$, say. By Eqs. (2.4) and (2.5), this means that $\mu+p \rightarrow+\infty$ and that $d p / d \mu \rightarrow-\frac{1}{8}$ (and hence $\mu \rightarrow+\infty$ and $p \rightarrow-\infty$ ) as $v \rightarrow v_{*}$. From the metric (2.1), it is seen that this state of affairs is encountered by the fluid in infinite proper time, although in each hypersurface $\{t=$ const $\}$ orthogonal to the fluid flow, there is a singularity located a finite proper distance from any fluid particle. The approach of curves to points on the positive $Y$ axis has already been mentioned. If $Y \rightarrow Y_{0}>0$ and $U \rightarrow 0$, then by Eq. (2.12) this occurs within a finite value of $v$, but, as previously mentioned, within an infinite proper time for the fluid particles. By Eq. (2.3), the energy density $\mu$ approaches $\left(3 / C^{2}\right)\left(m^{2}-Y_{0}^{2}\right)$, which shows that in the limit, $\mu$ is positive, negative, or zero, according as $Y_{0}$ is less than, exceeds, or equals $m$. Equation (2.4) shows that $\mu+p$ tends to zero, while it follows that $d p / d \mu \rightarrow \frac{1}{3}$ from (2.5). By considering the metric (2.1), it is found that this limit corresponds
to space-time regions that are an infinite proper distance away from the fluid particles, as measured in any hypersurface $\{t=$ const $\}$ orthogonal to the flow. Reference has also been made to curves that approach the positive or negative $U$ axis, at $U=U_{0}$, say. By Eqs. (2.4) and (2.5), it follows that $\mu+p \rightarrow+\infty$ with $d p / d \mu \rightarrow \pm \infty$. According to Eq. (2.3), the limiting value of $\mu$ is finite, and its sign depends on the sign of the quantity $3 m^{2}-2 U^{3}-3 U^{2}$. If $3 m^{2}>1$, this cubic has only one real zero, $U_{*}$, say, and the limiting sign of $\mu$ is the same as that of $U_{0}-U_{0}$. If $3 m^{2}=1$, the cubic has a single zero at $\frac{1}{2}$ and a double zero at -1 , from which the limiting sign of $\mu$ is negative if $U_{0}$ is greater than $\frac{1}{2}$, zero if $U_{0}$ is equal to $\frac{1}{2}$ or -1 , and negative otherwise. If $3 m^{2}<1$, the cubic possesses three distinct real zeros, $U_{1}, U_{2}$, and $U_{3}$, where $U_{1}<U_{2}<0<U_{3}$, and the limiting value of $\mu$ is positive if $U_{2}<U_{0}<U_{3}$ or if $U_{0}<U_{1}$, zero if $U_{0}=U_{1}, U_{2}$ or $U_{3}$, and negative otherwise. From Eq. (2.12) it can be seen that this limit is approached as $v$ tends to a finite value, and from the metric (2.1) it is deduced that this occurs within a finite proper time for the fluid, and within a finite proper distance on the $\{t=$ const $\}$ sections. Finally, consideration must be given to the curve that runs into the origin. A study of the various possibilities that are allowed by Eq. (2.12) shows that $Y \sim-U$, and hence that this limit occurs as $v \rightarrow+\infty$. Moreover, by Eqs. (2.3) $-\left(2.5\right.$ ), it follows that $\mu \rightarrow 3 m^{2} / C$, $\mu+p \rightarrow 0$, and $d p / d \mu \rightarrow 0$ from below. The metric (2.1) shows that this limit occurs within an infinite proper time for the fluid, and corresponds to an infinite proper distance in the slices $\{t=$ const $\}$. The detailed nature of the six types of space-times can now be discussed.

In case (1), the space-times are globally spatially homogeneous. The fluid starts its history in the infinite past, with $\mu \geqslant 0$ and $p \leqslant 0$, in such a way that $\mu+p=0$ initially, and $d p / d \mu=\frac{1}{3}$. The tilt angle is nonzero, and infinite if and only if the initial value of $\mu$ is zero [corresponding to the particular curve 1 issuing from the point $(0, m)$ in Fig. 1]. The quantity $d p / d \mu$ has positive sign throughout the evolution of each solution. To the future, the fluid runs into a singularity (within a finite proper time), at which the limiting tilt angle is zero, and the energy density is finite (positive, negative, or zero), but at which the pressure becomes infinite, and associated with this is the fact that $d p / d \mu$ is infinite. Both asymptotic behaviors can be regarded as generally unphysical, the former on the grounds of negative pressures, and the latter by the fact that the speed of sound, being governed by $d p / d \mu$, is infinite. However, there is one interesting allowable limit, this occurring in the remote past in the case when the limiting value of $\mu$ is zero. This corresponds to the particular curve 1 in Fig. 1 which starts at $(0, m)$. A detailed calculation using the derivative of $(2.3)$ with respect to $v$, and employing (2.2), shows that $d \mu / d v=6 U^{3} / C^{2}$, so it follows that, for this particular case, the energy density increases to positive values, thus confirming the physical validity of the limit.

In case (2), the fluid starts in the infinite past in a temporally homogeneous region, and evolves into a spatially homogeneous region, with the onset of a "whimper" singularity. ${ }^{10}$ The asymptotic behaviors in this case are very similar to those in case (1), the main difference being that the early values of the energy density are negative, and that the initial
pressure is positive. Here again, $d p / d \mu$ is positive during the entire history of the fluid.

In case (3), there is also an initial temporally homogeneous region, with evolution to a spatially homogeneous space-time, and the future behavior is very similar to that of cases (1) and (2), except that the final limit of $d p / d \mu$ is negative and infinite. However, there is a significant difference in the behavior at early times. This is in the infinite past of the fluid, but the initial energy density of the fluid is infinite, and the limit is unphysical, since the equation of state is such that $d p / d \mu$ is negative. In fact, $d p / d \mu$ stays negative for all time.

In case (4), the early stages are much the same as in case (3), and while the fluid evolves into a spatially homogeneous region, it does so for an infinite proper time, and the pressure has a finite negative limit, thus yielding an unphysical regime. The tilt angle never approaches zero. The quantity $d p / d \mu$ changes sign once as the fluid evolves.

In case (5), the initial behavior is similar to that of case (4), but the fluid never evolves into a spatially homogeneous region. Instead, the fluid exhibits, in its infinite future, a behavior reminiscent of the early stages of the case (2) solutions, i.e., the energy density and the pressure have finite limits, such that their sum is zero. In this case, however, the limiting value of the energy density is negative or zero; a calculation along the lines of that employed in case (1) shows that the particular case of the zero limit is of physical validity, since this limit is approached through positive values. As in case (4), $d p / d \mu$ changes sign once as the fluid evolves.

Finally, there is case (6). This is qualitatively similar to case (3), except that the fluid evolves indefinitely, and its energy density $\mu$ and pressure $p$ approach finite limits, with $\mu>0$ and $p>0$, in such a way that $\mu+p$ tends to zero, and such that $d p / d \mu$ approaches zero through negative values, this behavior being very unphysical. In fact, $d p / d \mu$ stays negative during the entire evolution.

## IV. THE SPHERICALLY SYMMETRIC "WYMAN" CASE (b): QUALITATIVE ANALYSIS OF THE SYSTEM (2.13)

In this case, the differential equations are

$$
\begin{equation*}
Y^{\prime}=U^{2}, \quad U^{\prime}=Y \tag{2.13}
\end{equation*}
$$

which has the first integral

$$
\begin{equation*}
Y^{2}=\frac{2}{3} U^{3}-\frac{1}{4} A \tag{2.14}
\end{equation*}
$$

The associated space-times are spherically symmetric. The solution curves are drawn in Fig. 2, with the arrows indicating the direction of increasing $v:=t+r^{2}$. Each curve represents the evolution of a one-parameter family of space-times, as determined by a constant of integration. ${ }^{3}$ For simplicity, in the case $A \neq 0=B$, discussion will be deferred of the issues associated with a coordinate singularity at $t=0$. As in the previous section, a preliminary study of the qualitatively distinct types of solutions reveals some valuable information, but this in itself is incomplete, and a further examination involving physical considerations becomes necessary. In preparation for this, it should first be noted that solutions of the system of equations (2.13) have one of five types of behavior. These are depicted in Fig. 2 by the solution at the origin, by the two curves that either leave or run into the origin and


FIG. 2. Spherically symmetric Wyman models. Solution curves describe the evolution of the variables $U$ and $U^{\prime}$ in the space-time metric (2.6), as determined by the system (2.13). Each curve depicts the evolution of a oneparameter family of space-times. Arrows are drawn in the direction of increasing $v:=t+r^{2}$, and for clarity the possibility of continuation through a coordinate singularity is ignored. The constant $A$ in the first integral equation (2.14) is positive, negative, or zero, according as curves intersect the $U$ axis at a value of $U$ that is positive, negative, or zero. Solutions in the top half satisfy the physically relevant condition that $\mu+p>0$. The curves are classified into four types, labeled 1-4, which correspond, respectively, to cases (1)-(4) in Sec. IV. A solid dot ( - ) denotes the end of the evolution of the associated space-times. Excluding the origin, the $U$ axis represents a spacetime singularity at which $\mu+p$ and $d p / d \mu$ become infinite, and the $U^{\prime}$ axis represents a limit in which $\mu+p$ approaches zero. Boxes provide information on some limits that indicate unphysical asymptotic behavior. A more complicated pattern of evolution, involving reversal of the direction of the arrows, is also possible. For further details, see Sec. IV.
that extend to infinite values of $U$ and $Y$, and by the remaining curves, which divide into two types of behavior, depending on whether intersection with the $U$ axis occurs at positive or negative values of $U$. Excluding the degenerate case $U \equiv Y \equiv 0$, all curves have the same qualitative character at large distances from the origin; they behave approximately as $Y^{2}=\frac{2}{3} U^{3}$, which can be seen either by a complete examination of all the possibilities as $U$ and $Y$ become infinite, in a manner similar to that of Sec. III, or more simply by direct referral to the first integral equation (2.14). It is also seen by Eq. (2.14) that curves meet the $U$ axis at positive, negative, or zero values of $U$, according as $A$ is positive, negative, or zero. Again, the zero solution corresponds to $U \equiv 0$, which is inadmissible (see Sec. II). Also, by Eq. (2.10), $\mu+p$ becomes infinite whenever curves cross the $U$ axis at nonzero $U$ values, and $\mu+p$ is negative if $Y<0$. Moreover, reference to the metric (2.6) shows that special consideration must be given to the cases when $U$ or $Y$ approach either zero or infinity. In fact, unlike the situation in the previous section, care must also be taken to allow for the possibilities of $A t+B$ becoming either zero or infinite. This particular point will be addressed later, specifically at the end of this section.

Taking into account these physical aspects, and in particular rejecting the zero solution and those solutions in which $Y$ is always negative, along much the same lines as in Sec. III, it is seen that there are now basically four qualitatively distinct classes of solutions, and hence of space-times, that are of interest. These are given by (1) curves which start on the $U$ axis with $U>0$ and end in the top right of the figure; (2) curves which start on the $U$ axis with $U<0$ and terminate on the positive $Y$ axis; (3) curves which begin on the positive $Y$
axis and end in the top right of the figure; and finally (4) the curve that starts at the origin and ends in the top right of the figure.

The cases (1)-(4) will soon be examined in turn, with conclusions drawn about the natures of the associated spacetimes. Prior to this examination, some general observations will first be made. It follows from earlier remarks on the relationship between the sign of $A$ and the intersection of the curves with the $U$ axis that in case (1), where $A>0$ (and $B=0$ ), while in cases (2) and (3), $A<0$ (and $B=0$ ), and in case (4), $A=0$ (and $B>0$ ). As has been observed already, for large $U, Y^{2} \sim \frac{2}{3} U^{3}$, and so it follows from (2.10) that $\mu+p \rightarrow+\infty$. By (2.13), this occurs as $v$ tends to a finite limit, $v_{0}$, say, from below. In case (1), where $A>0$, the requirement that the metric (2.6) be Lorentzian imposes the restriction that $t>0$, and similarly in cases (2) and (3), where $A<0$, it follows that $t<0$. Thus in case (1), indefinitely large values of $U$ are reached along the fluid flow lines (on which $r$ is constant) as $t$ approaches a limit $t_{0}$ from below, and since $t$ is constrained to be positive, $t_{0}$ must be positive. On the other hand, in case (3), the limiting value of $t$ along a fluid flow line could be either negative or zero. The possibility of having a zero limiting value of $t$ does not in fact affect any of the qualitative conclusions that are drawn below, although $a$ priori this is conceivable, as can be seen from a discussion of whether or not this limit occurs within a finite proper time for the fluid. Using the metric (2.6), it is found that in both cases (1) and (3) the limit occurs within an infinite proper time, since the integral of $U^{\prime} / U t^{1 / 2}$ with respect to $t$ diverges as $t$ tends to $t_{0}$, regardless of whether or not $t_{0}$ is zero. In case (4), the situation is easier to examine, since $A=0$, and so the proper time behaves as $\ln U$, which becomes infinite. Similarly, it may be shown that $U$ and $Y$ become infinite within a finite proper distance of any one fluid particle, on each hypersurface $\{t=$ const $\}$ orthogonal to the flow. By Eq. (2.11), it follows that $d p / d \mu$ approaches $-\frac{1}{6}$ for large $U$, while from (2.9), $\mu \rightarrow+\infty$. The limiting situation as curves approach the positive or negative $U$ axis will next be considered. From (2.10), $\mu+p \rightarrow+\infty$, and by (2.13), this occurs as $v$ tends to a finite value, from above. From the metric (2.6), it is found that this corresponds to a finite proper fluid time; again, a special calculation must be performed in the case when the coordinate time $t$ tends to zero, which is now possible in case (1), but there is no qualitative difference in the conclusion. This limit, in which $Y$ tends to zero, and $U$ approaches a nonzero finite value, also corresponds to a singularity on each hypersurface $\{t=$ const $\}$ orthogonal to the fluid flow, since the proper distance according to (2.6) is finite. By Eq. (2.14), the limiting value of $U$ is $\left(\frac{3}{8} A\right)^{1 / 3}$, and so, by (2.11), $d p / d \mu \rightarrow+\infty$ when $A>0$, and $d p / d \mu \rightarrow-\infty$ when $A<0$. The limiting value of $\mu$ itself is positive, negative, or zero. If $U$ tends to zero for finite (positive) $Y$, then $A$ and $t$ must both be negative. From Eq. (2.13), it is seen that this state of affairs is reached as $v$ tends to a finite limit. If this limit is denoted by $v_{1}$, it is found that for $U>0, v \rightarrow v_{1}$ from above, whereas if $U<0, v \rightarrow v_{1}$ from below. Thus in this latter case the question arises of whether or not a limiting coordinate time value of zero will make any qualitative difference in a computation of the proper time along the fluid flow. It is found that it has no
such effect: the proper time is always infinite. By Eqs. (2.10) and (2.11), $\mu+p$ tends to zero (from above), and $d p / d \mu$ approaches $\frac{5}{3}$; by ( 2.9 ), the quantity $\mu$ approaches a finite limit. This situation is reached at infinity in the $\{t=$ const $\}$ slices. Finally, with regard to case (4), a study is made of the solution for which both $U$ and $Y$ tend to zero. Here, $A=0$, so it is clear from (2.6) that this takes an infinite proper fluid time in which to occur. Moreover, by Eqs. (2.13) and (2.14), it takes place as $v \rightarrow-\infty$. By (2.9)-(2.11), it is found that $\mu \rightarrow 3 B$, $\mu+p \rightarrow 0$, and $d p / d \mu \equiv-\frac{1}{6}$. The fact that $v \rightarrow-\infty$ means that, unlike all other cases so far encountered, either in this section or in Sec. III, this limit does not pertain to a situation in any slice $\left\{t=t_{*}\right\}$, where $t_{*}$ is constant, since then $v$ is bounded below by $t_{*}$, and so cannot approach indefinitely large negative values. The detailed nature of the four types of space-times can be now be discussed.

In case (1), the fluid starts its evolution at a finite time in the past, at a singularity at which the fluid pressure $p$ is infinite, and yet the energy density $\mu$ is finite (positive, negative, or zero). Associated with this is the fact that $d p / d \mu$ if infinite (and negative). The fluid evolves for an infinite time, and asymptotically $\mu$ and $p$ become infinite, with $\mu>0$ and $p<0$, and with $d p / d \mu$ approaching $-\frac{1}{6}$. Both extremes are quite unphysical, since $d p / d \mu$ is asymptotically negative in both directions. In fact, $d p / d \mu$ is negative throughout the fluid's evolution.

In case (2), the early stages are much as in case (1), although $d p / d \mu$ is initially infinite and positive. To the future, the fluid still evolves for an infinite time, but now $\mu+p$ tends to zero, with $\mu$ having a finite limit (positive, negative, or zero), and with $d p / d \mu$ approaching $\frac{5}{3}$. This asymptotic state is also unphysical, since the speed of sound in the fluid would exceed that of light. The quantity $d p / d \mu$ is positive for all times.

In case (3), the initial stages occur in the infinite past, and are similar to the final stages in case (2). The fluid evolves into the same sort of future as in case (1). As it does so, the quantity $d p / d \mu$ changes sign once.

Finally, there is case (4), in which the equation of state is such that $d p / d \mu$ is always equal to $-\frac{1}{6}$. The early stages occur in the infinite past, with the initial values of $\mu$ and $\mu+p$ being $3 B$ and 0 , respectively. The final stages are similar to those in case (1).

The above considerations have been made largely without reference to the term $A t+B$ in the metric (2.6). This is of particular importance only when $A \neq 0$ (and $B=0$, without loss of generality). It is possible for $t$ to become zero in the course of evolution, so that the term then vanishes, although, as shown by Mashhoon and Partovi, ${ }^{9}$ this is merely a coordinate singularity for the metric (2.6), and is removed by the transformation $t=A \tau^{2}$, thus yielding an analytic extension. If $A>0$, it may be assumed that locally $\tau>0$, and that $\tau$ increases to the fluid's future. Hence, into the past (i.e., following curve 1 in Fig. 2 against the direction of the arrows), the fact that $v=A \tau^{2}+r^{2}$ tends to a finite limit as $U^{\prime}$ approaches zero means that, at least for sufficiently large fixed $r, \tau$ must reach the value zero before encountering the singularity on the $U$ axis. Retaining the condition that $\tau$ decreases to the past along the fluid flow, it follows that $v$ must increase
further into the past. Such evolution would be depicted in Fig. 2 by a point that comes in from infinity along curve 1 , and which retraces its path before it encounters the $U$ axis. Similarly, if $A<0$, it may be assumed that locally $\tau<0$, and that $\tau$ increases to the fluid's future, and so the evolution would be depicted in Fig. 2 by a point that moves up along curve 2, and retraces its path before it meets with the $Y$ axis, or by a point that moves up curve 3, and retraces its path to return to the $Y$ axis, instead of approaching infinity. Now, however, the fact that $A<0$ means that this only takes place for certain values of the integration constant, and then only for sufficiently small fixed values of $r$. There are no similar effects for which account must be taken in the event that $t$ become infinite, since for $A \neq 0$ and fixed $r$, the range of values of $v$, and hence of $t$, is bounded. Allowance for this type of behavior does not affect earlier conclusions concerning the unphysical behavior of the fluid on a global scale.

## V. DISCUSSION AND CONCLUSION

It will be seen from the foregoing examinations of the asymptotic behaviors of the shear-free plane-symmetric solutions (Sec. III) and of the spherically symmetric Wyman models (Sec. IV) that the fluid typically exhibits unphysical characteristics. The question of what actually constitutes a "reasonable" equation of state is debatable, but one frequently accepted criterion is the dominant energy condition, ${ }^{15}$ which requires that the inequality $-\mu \leqslant p \leqslant \mu$ hold for a perfect fluid. However, this condition alone is somewhat insufficient. It is also reasonable to suppose that $d p / d \mu$ satisfies the inequality $0 \leqslant d p / d \mu \leqslant 1$, since the lower limit is required for local mechanical stability, while the upper limit expresses the condition that the speed of sound in the fluid should not exceed that of light. ${ }^{6}$ In addition, kinetic theory considerations lead some authors to invoke a "positive pressure" criterion, according to which $p \geqslant 0$ (see, e.g., Ref. 16). In the global extensions of all of the models considered herein, $d p / d \mu$ violates the inequality $0 \leqslant d p / d \mu \leqslant 1$, by becoming either negative or infinite, or both. In some solutions, $d p / d \mu$ is always negative, as in cases (3) and (6) of Sec. III and in cases (1) and (4) of Sec. IV, and these solutions are totally unrealistic. On the other hand, there are solutions in which $d p / d \mu$ is positive throughout the entire history of the fluid, such as in cases (1) and (2) of Sec. III and in case (2) of Sec. IV, and there are also solutions in which $d p / d \mu$ changes sign, as in cases (4) and (5) in Sec. III and in case (3) in Sec. IV. As already observed, these models are not realistic throughout their entire history, but it is important to recognize that, by appropriate choice of initial conditions, it might very well be possible to arrange for every preconceived notion of reasonable physical behavior to be satisfied within a sufficiently local region of space-time.

A comparison will now be made with the claims of Mashhoon and Partovi, ${ }^{9}$ who base their judgement of the reasonability of the equation of state on the signs of $\mu$, of $p$, and of either $\mu-3 p$ or $\mu-p$; that all these should be nonnegative is regarded as a necessary condition for the equation of state to be physically reasonable. Their discussion of the plane-symmetric case may be followed in the notation of the present article by writing $Z=-U$ and $\alpha=1$. First, they
provide an argument which purports to prove that, in all cases, $U \rightarrow-\infty$ within a finite value of $v$ to the past. This is done by comparing Eq. (2.2) with the differential equation $U^{\prime \prime}=-U^{2}$, noting from (2.4) that the physical requirement that $\mu+p>0$ implies that $Y=U^{\prime} \geqslant 0$. While it is true, from the point of view of differential inequalities alone, that this means that $U \rightarrow-\infty$ to the past, it must also be borne in mind, as was done in Sec. III of the present article, that the initial value of $U$ could be positive, in which case, as $U$ decreased, there would first be a value of $v$ at which $U$ would be zero, and that this would signify, through the metric (2.1), an end of the fluid's evolution. The curves in Fig. 1 clearly attest to the correct predictions of the differential inequality, and to the caution that must be exercised in a consideration of initial values of $U$ (in particular, compare the behavior of curves 3-6 with curves 1 and 2). Next, it is deduced by Mashhoon and Partovi ${ }^{9}$ that if $U \rightarrow-\infty$, and if $Y^{-1}$ is analytic in $(-U)^{-1 / 2}$, then the fluid is unphysical, because $p / \mu \rightarrow-\frac{1}{6}$. As far as I am aware, no justification was made for the analyticity assumption, and the present considerations serve to show its superfluousness: the conclusion relating to the behavior of $p / \mu$ is in agreement with those results of Sec. III that pertain to the early stages of the solutions in cases (3)-(6), when $U \rightarrow-\infty$. Furthermore, attention is focused by Mashhoon and Partovi ${ }^{9}$ on the finiteness of the coordinate values in this limit, whereas the issue of the finiteness or otherwise of the fluid proper time, or of the associated proper distances in the hypersurfaces $\{t=$ const \}, is the physically relevant issue. In particular, the hypersurfaces $\{v=$ const $\}$ are timelike for large negative $U$, and the limiting case is not correctly described as a hypersurface, since it does not relate to a feature actually in the space-time. These considerations of proper time and distance were addressed in Sec. III. Mashhoon and Partovi ${ }^{9}$ also discuss the nature of those solutions in which $U \rightarrow 0$. It is correctly claimed that there are two allowable possibilities. In one, $U \rightarrow 0$ as $v \rightarrow+\infty$, in such a way that $Y=U^{\prime} \rightarrow 0$ also. This corresponds to the final stages of case (6) in the present article. It can be seen from Fig. 1 that there is indeed only one solution with this behavior, as asserted by Mashhoon and Partovi. ${ }^{9}$ In the other possibility, $U \rightarrow 0$ within a finite value of $v$, in such a way that $Y=U^{\prime}$ approaches a finite nonzero value, with $d p / d \mu \rightarrow \frac{1}{3}$ and $\mu+p \rightarrow 0$. This corresponds to the early stages of solutions in cases (1) and (2), and to the late stages in cases (5) and (6). As discussed by Mashhoon and Partovi, ${ }^{9}$ the fluid energy density and pressure will in general tend to nonzero limits whose sum is zero, which is regarded as unphysical by the requirement that both $\mu$ and $p$ should be non-negative. However, it is also pointed out that there is a special case in which both $\mu$ and $p$ tend to zero, thus allowing the possibility that the limit could be physical. Such a limit corresponds to both the early stages of the particular solution in case (1), which is represented in Fig. 1 by the curve 1 that issues from the point $(0, m)$, and the late stages of the particular solution in case (5), depicted in Fig. 1 by the particular curve 5 that runs into the point $(0, m)$. Such allowable limits were treated in Sec. III. These claims of Mashhoon and Partovi ${ }^{9}$ appear to rely on the assumption of the validity of power series expansions of a certain type, and this assumption is somewhat unsubstan-
tiated (cf. footnote 15 in the bibliography of Ref. 9). It is clear that this approach fails to yield every allowable limit, since the late stages of solutions in cases (1), (2), and (3), in which $Y=U^{\prime}$ tends to zero and $U$ approaches a nonzero finite value, are not discovered, and it appears to be entirely fortuitous that Mashhoon and Partovi ${ }^{9}$ succeeded in obtaining what corresponds to either the early or the late stages in all six cases. It is quite conceivable that not every solution would have an asymptotic form which happens to coincide with the particular ones that were treated using power series.

The treatment by Mashhoon and Partovi9 of the spherically symmetric Wyman solutions is discussed in the present notation by writing $\rho_{\mathrm{MP}}=K r, Y_{\mathrm{MP}}=K U, t_{\mathrm{MP}}=K^{2} t$, $u_{\mathrm{MP}}=K^{2} v, C_{\mathrm{MP}}=B$, and $\xi_{\mathrm{MP}}=-A / 4 K^{2}$, where $K=\left(\frac{2}{3}\right)^{1 / 5}$ and the subscript "MP" denotes the notation of Mashhoon and Partovi. ${ }^{9}$ First an argument is provided which purports to show that (in the case when $A \neq 0$ ) $U \rightarrow+\infty$ within a finite value of $v$ to the future. This is done in a manner analogous to that in the plane-symmetric case. It is deduced from Eq. (2.14) that this limit is attained by all solutions of the differential equation, but again it is not recognized that the sign of the initial value of $U$ is important. That this is so is made very clear by reference to Fig. 2. If the initial value of $U$ is negative, then as $v$ increases so also does $U$, and eventually $U$ tends to zero within a finite value of $v$. By the metric (2.6), this signifies an end to the fluid's evolution. Thus Mashhoon and Partovi ${ }^{9}$ completely miss the case (2) solutions. They do however correctly conclude that in the other solutions, viz., cases (1), (3), and (4), the pressure becomes negative as $U \rightarrow+\infty$, and that this occurs within a finite value of $v$; although mention is made of the relationship to a physical radius, it is not pointed out that this limit corresponds to a time.in the infinite future for the fluid (in addition, as was the case in the plane-symmetric models, the limiting value of $v$ cannot be said to determine a hypersurface). No attempt was made to discuss the physics of the early stages of these models, and it is worth noting that there are solutions in case (1) in which the initial values of $\mu$ and $p$ would satisfy the algebraic criteria of Mashhoon and Partovi, ${ }^{9}$ but which are nevertheless unreasonable on account of the fact that $d p / d \mu$ is negative throughout their history. Furthermore, no investigation was made of the details of the continuation through the coordinate singularity at $t=0$ in solutions of cases (1)-(3). In case (1), for example, this offers the possibility of avoiding the unphysical asymptotic region in which $U \rightarrow+\infty$ and $d p / d \mu \rightarrow-\frac{1}{6}$, which is regarded as inevitable in Ref. 9. It should be noted that Srivastava and Prasad ${ }^{17}$ began an investigation of the behavior of the fluid in the Wyman solutions. However, they appear to assume (in the present notation) that $d \mu / d r \leqslant 0$ and that in the course of evolution the function $U$ always achieves values in a specified range.

It can be observed by referral to Sec. III that, for the plane-symmetric models, the evolution is governed by the behavior of the quantity $U$ in the metric (2.1), as a function of the variable $v:=t+x$. Since the coordinates are comoving, this permits a fairly direct assessment of the evolution along the fluid flow lines, by fixing the value of $x$ and regarding $t$ as the essential variable. On the other hand, the value of $t$ may
be fixed, and $x$ regarded as the fundamental variable, so that the behavior of $U$ as a function of $v$ is interpreted in terms of features in the hypersurfaces $\{t=$ const $\}$ that are orthogonal to the flow. Frequently, infinite proper time along the flow lines corresponds to infinite proper distance in these hypersurfaces, although this is not always the case. When $U$ becomes large and negative, as happens in the early stages of solution in cases (3)-(6), the limiting behavior occurs within a finite proper distance in the hypersurfaces, but within an infinite proper fluid time. While the specific nature of this limit means that, sufficiently early on in the evolution, in each hypersurface $\{t=$ const $\}$ the quantity $d p / d \mu$ becomes negative, and that consequently these regions of space-time are unphysical, it raises the question of principle of whether or not it is compelling in a cosmological setting to require that hypersurfaces transverse to the fluid flow should exhibit regular behavior (cf., for example, Refs. 1, 18, and 19). Similar remarks pertain to the spherically symmetric models of Sec. IV, although now an additional feature is present. Here, when $U$ becomes large and positive, as occurs in cases (1), (3), and (5), infinite proper time for the fluid corresponds to a finite proper distance in the hypersurfaces $\{t=$ const $\}$. Moreover, as mentioned in Sec. IV, in the early stages of case (4) solutions, $U \rightarrow 0$ as $u \rightarrow-\infty$, and while this corresponds to a limit in infinite proper time to the past for the fluid, it does not represent any limiting situation on a hypersurface $\{t=$ const $\}$, on which $v$ is always bounded below.

The conclusions of the present work are largely unaffected by the inclusion of a cosmological constant $\Lambda$ in Einstein's field equations. The local effects of such a modification were addressed by Collins and Wainwright. ${ }^{3}$ The quantities $\mu$ and $p$ are replaced bty $\mu+\Lambda$ and $p-\Lambda$, respectively, and so, depending on the size of $\Lambda$, this might cause a change of sign in the limiting values of $\mu$ and $p$, but not, of course in $\mu+p$. However, the value of $d p / d \mu$ is unaffected by this transformation, and so it may be deduced that all of the solutions considered herein, when generalized to include a cosmological term $\Lambda$ fail to be physically valid on a global scale, because such is the case when $\Lambda=0$.

In conclusion, the following theorem, suggested in previous works, ${ }^{3,9}$ is now hopefully unequivocally established.

Theorem: The spatially homogeneous and isotropic Friedmann-Robertson-Walker models are characterized globally as the only shear-free irrotational expanding or contracting perfect fluid solutions of Einstein's field equations of general relativity, with or without cosmological constant, in which the fluid satisfies a barotropic equation of state, $p=p(\mu)$, that is physically realistic everywhere, in the sense that $d p / d \mu$ satisfies the inequality $0 \leqslant d p / d \mu \leqslant 1$ throughout the space-time.
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The Einstein equations for spherically symmetric distributions of anisotropic matter (principal stresses unequal), are solved, assuming the existence of a one-parameter group of conformal motions. All solutions can be matched with the Schwarzschild exterior metric on the boundary of matter. Two families of solutions represent, respectively, expanding and contracting spheres which asymptotically tend to a static sphere with a surface potential equal to $\frac{1}{3}$. A third family of solutions describes "oscillating black holes." All solutions possess a positive energy density larger than the stresses everywhere.

## I. INTRODUCTION

In a recent paper ${ }^{1}$ we have integrated the Einstein equations for perfect fluids under the assumption that the spacetime admits, besides the spherical symmetry, a one-parameter group of conformal motions, i.e.,

$$
\begin{equation*}
{\underset{\xi}{ }}_{L_{\xi \beta}} g_{a \beta}=\psi g_{a \beta}, \tag{1}
\end{equation*}
$$

where the left-hand side is the Lie derivative of the metric tensor and $\psi$ is an arbitrary function of the coordinates. As a result of that work it appears that the Einstein equations reduce to a system of ordinary differential equations for three unknown functions, which may be solved analytically in many cases.

In this paper we propose to carry out the same program for anisotropic matter. The motivation to undertake such a task is twofold.
(a) It will be shown below that, unlike the perfect fluid case, the anisotropic matter solutions may be matched with the Schwarzschild vacuum metric on the boundary of the matter.
(b) The introduction of anisotropic matter is suggested by some theoretical works on more realistic equation of state and stellar models ${ }^{2,3}$ which indicate that compact objects could have anisotropic pressures. The origin of the anisotropy could be found in the existence of a solid core, in the presence of type $P$ superfluid, or in the existence of an external field. Also, if the fluid is composed of two perfect fluids with different four-velocities, then the energy momentum tensor can be cast into the standard form for anisotropic fluids ${ }^{4}$ (see, for example, the Landau model for $\mathrm{He}^{4}$ ). Finally it is worth noticing that the properties of anisotropic spheres may differ drastically from the properties of the isotropic. ${ }^{5-8}$ We shall exhibit explicitly three families of solutions describing different self-similar evolution scenarios. Each family depends upon a function of the radial coordinate which has to satisfy certain physical requirements.

Two families of solutions represent expanding and contracting spheres, respectively. All solutions of these families

[^9]tend asymptotically to a static sphere with a surface gravitational potential equal to $\frac{1}{3}$.

A third family of solutions represents spheres whose boundaries oscillate between the center and the horizon.

The paper is organized as follows. The field equations as well as the conventions used are included in Sec. II. In Sec. III we derive, from the fulfillment of the junction conditions on the boundary, a differential equation which describes the evolution of the boundary of the source (hereafter referred to as the surface equation). Three different solutions of this late equation are explicitly displayed. In Sec. IV we work out different models from the solutions of the surface equation and in Sec. V the results are discussed. Finally, some details of intermediate calculations are included in the Appendix.

## II. THE FIELD EQUATIONS AND CONVENTIONS

Let us consider a nonstatic distribution of matter represented by an anisotropic fluid and which is spherically symmetric.

In comoving coordinates the line element may be written as ${ }^{9}$

$$
\begin{equation*}
d s^{2}=e^{\nu} d t^{2}-e^{\lambda} d r^{2}-e^{\mu} d \Omega^{2} \tag{2}
\end{equation*}
$$

with

$$
d \Omega^{2}=d \theta^{2}+\sin ^{2} \theta d \phi^{2}, \quad x^{0,1,2,3} \equiv t, r, \theta, \phi,
$$

where $\lambda, v$, and $\mu$ are functions of $r$ and $t$. For the energy momentum tensor we have the usual expression

$$
\begin{equation*}
T_{v}^{\mu}=\left(\rho+p_{\perp}\right) U^{\mu} U_{v}-p_{\perp} \delta_{v}^{\mu}+\left(p_{r}-p_{\perp}\right) X^{\mu} X_{v} \tag{3}
\end{equation*}
$$

with $\rho, p_{r}$, and $U^{\mu}$ denoting the energy density, the pressure in the direction of $X_{\mu}$, and the four-velocity of the fluid, respectively, and $X_{\mu}$ and $p_{\perp}$ denoting a unit spacelike vector (in the radial direction) orthogonal to $U^{\mu}$ and the pressure on the two-space orthogonal to $X_{\mu}$. Also, since we are in a comoving frame,

$$
\begin{equation*}
U^{\mu}=\delta_{0}^{\mu} e^{-v / 2} . \tag{4}
\end{equation*}
$$

Thus, the Einstein equations

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R=8 \pi T_{\mu \nu} \tag{5}
\end{equation*}
$$

read

$$
\begin{align*}
&-8 \pi T_{1}^{1}=8 \pi p_{r}= \frac{1}{2} e^{-\lambda}\left(\mu^{\prime 2} / 2+\mu^{\prime} v^{\prime}\right) \\
&-e^{-v}\left(\ddot{\mu}-\frac{1}{2} \dot{\mu} \dot{v}+\frac{3}{4} \dot{\mu}^{2}\right)-e^{-\mu},  \tag{6}\\
&-8 \pi T_{2}^{2}=8 \pi p_{1}= \frac{1}{4} e^{-\lambda}\left(2 v^{\prime \prime}+v^{\prime 2}+2 \mu^{\prime \prime}+\mu^{\prime 2}-\mu^{\prime} \lambda^{\prime}\right. \\
&\left.-v^{\prime} \lambda^{\prime}+\mu^{\prime} v^{\prime}\right)+\frac{1}{4} e^{-v}(\dot{\lambda} \dot{v}+\dot{\mu} \dot{v}-\dot{\lambda} \dot{\mu} \\
&\left.-2 \ddot{\lambda}-\dot{\lambda}^{2}-2 \ddot{\mu}-\dot{\mu}^{2}\right),  \tag{7}\\
& 8 \pi T_{0}^{0}=8 \pi \rho= e^{-\lambda}\left(\mu^{\prime \prime}+\frac{3}{4} \mu^{\prime 2}-\mu^{\prime} \lambda^{\prime} / 2\right) \\
&+\frac{1}{2} e^{-v}\left(\dot{\lambda} \dot{\mu}+\dot{\mu}^{2} / 2\right)+e^{-\mu}, \\
& 8 \pi T_{0}^{1}=0=\frac{1}{2} e^{-\lambda}\left(2 \dot{\mu}^{\prime}+\dot{\mu} \mu^{\prime}-\dot{\lambda} \mu^{\prime}-v^{\prime} \dot{\mu}\right) \tag{8}
\end{align*}
$$

(dots and primes denote differentiation with respect to $t$ and $r$, respectively).

Next, we shall assume that the space-time admits a oneparameter group of conformal motions, i.e.,

$$
\begin{equation*}
\underset{\xi}{L} g_{\mu \nu} \equiv \xi_{\mu ; \nu}+\xi_{v ; \mu}=\psi g_{\mu \nu} \tag{10}
\end{equation*}
$$

where $\psi$ is an arbitrary function of $t$ and $r$. We shall further restrict the vector field $\xi^{\alpha}$ by demanding

$$
\begin{equation*}
\xi^{\alpha} U_{\alpha}=0 \tag{11}
\end{equation*}
$$

Then as a consequence of the spherical symmetry and from Eq. (11) we have

$$
\begin{equation*}
\xi^{0}=\xi^{2}=\xi^{3}=0 \tag{12}
\end{equation*}
$$

Thus, using (2) and (12) we get from Eq. (10)

$$
\begin{align*}
& \nu^{\prime} \xi^{1}=\psi  \tag{13}\\
& \xi^{1}, 0  \tag{14}\\
& \lambda^{\prime} \xi^{1}+2 \xi^{1}, 1=\psi  \tag{15}\\
& \mu^{\prime} \xi^{1}=\psi \tag{16}
\end{align*}
$$

(comma denotes partial derivatives). It can be seen at once from (13) and (16) that

$$
\begin{equation*}
v-\mu=f_{1}(t) \tag{17}
\end{equation*}
$$

where $f_{1}(t)$ is an arbitrary function of $t$.
Next, taking derivatives of (15) and (16) with respect to $t$, and using (14), we obtain the equation

$$
\begin{equation*}
\dot{\lambda}^{\prime}=\dot{\mu}^{\prime} \tag{18}
\end{equation*}
$$

from which it follows that

$$
\begin{equation*}
\lambda-\mu=f_{2}(t)+g_{1}(r) \tag{19}
\end{equation*}
$$

$f_{2}$ and $g_{1}$ being arbitrary functions of their arguments.
We still have the freedom to perform a coordinate transformation of the form ${ }^{9}$

$$
t=t(\bar{t}), \quad r=r(\bar{r})
$$

Thus, without loss of generality we may choose $f_{1}(t)=g_{1}(r)=0$, and then

$$
\begin{equation*}
v-\mu=0, \quad \lambda-\mu=f(t) \tag{20}
\end{equation*}
$$

Feeding (20) back into (15) and using (13) we obtain

$$
\begin{equation*}
\xi^{1}=A=\mathrm{const}, \quad \psi=A v^{\prime} . \tag{21}
\end{equation*}
$$

Expressions (20) and (21) contain all the implications derived from the existence of the conformal motion with $\xi^{\mu}$ orthogonal to $U^{\mu}$.

Let us now turn to the field equations (6)-(9). Using (20) we get from Eq. (9)

$$
\begin{equation*}
2 \dot{\lambda}^{\prime}-\dot{\lambda} \lambda^{\prime}=0 . \tag{22}
\end{equation*}
$$

Introducing the new variable

$$
Z \equiv e^{-\lambda / 2},
$$

Eq. (22) becomes

$$
\dot{Z}^{\prime}=0,
$$

whose solution has the form

$$
\begin{equation*}
Z \equiv e^{-\lambda / 2}=h_{1}(r)+h_{2}(t), \tag{23}
\end{equation*}
$$

where $h_{1}$ and $h_{2}$ are two unknown functions of their arguments. Using again Eq. (20) we obtain

$$
\begin{equation*}
e^{-v / 2}=e^{-\mu / 2}=e^{f(t) / 2}\left[h_{1}(r)+h_{2}(t)\right] \tag{24}
\end{equation*}
$$

We can now write down the field equations (6)-(9) in terms of the functions $f(t), h_{1}(r)$, and $h_{2}(t)$. We get

$$
\begin{align*}
-8 \pi T_{1}^{1}=8 \pi p_{r}= & {\left[3 h_{1}^{2}(r)-3 \dot{h}_{2}^{2}(t) e^{f(t)}\right] } \\
& +e^{-\lambda / 2} e^{f(t)}\left[2 \ddot{h}_{2}(t)-\dot{h}_{2}(t) \dot{f}(t)\right] \\
& +e^{-\lambda} e^{f(t)}\left[\ddot{f}(t)-\dot{f}^{2}(t) / 4-1\right] \\
-8 \pi T_{2}^{2}=8 \pi p_{1}= & {\left[3 h_{1}^{\prime 2}(r)-3 \dot{h}_{2}^{2}(t) e^{f(t)}\right] }  \tag{25}\\
& -2 e^{-\lambda / 2}\left[h_{1}^{\prime \prime}(r)-\ddot{h}_{2}(t) e^{f(t)}\right] \\
& +\frac{1}{2} \ddot{f}(t) e^{-\lambda} e^{f(t)}  \tag{26}\\
8 \pi T_{0}^{0}=8 \pi \rho=- & {\left[3 h_{1}^{\prime 2}(r)-3 \dot{h}_{2}^{2}(t) e^{f(t)}\right] } \\
+ & 2 e^{-\lambda / 2}\left[h_{1}^{\prime \prime}(r)+\dot{h}_{2}(t) \dot{f}(t) e^{f(t)}\right] \\
+ & e^{-\lambda} e^{f(t)}\left[\dot{f}^{2}(t) / 4+1\right] \tag{27}
\end{align*}
$$

and for the line element we have
$d s^{2}=\frac{e^{-f(t)}}{\left[h_{1}(r)+h_{2}(t)\right]^{2}}\left[d t^{2}-e^{f(t)} d r^{2}-d \Omega^{2}\right]$
or

$$
d s^{2}=R^{2}(r, t)\left[d t^{2}-e^{f(t)} d r^{2}-d \Omega^{2}\right]
$$

with

$$
R(r, t) \equiv e^{-f(t) / 2} /\left[h_{1}(r)+h_{2}(t)\right] .
$$

## III. THE SURFACE EQUATION AND THE JUNCTION CONDITIONS

Since we are mainly interested in bounded sources we shall demand the line element (28) to match with the Schwarzschild exterior metric on the boundary of the source for any possible choice of the functions $f(t), h_{1}(r)$, and $h_{2}(t)$. We recall that two regions of the space-time are said to match across a separating hypersurface (say $S$ ) if the first and the second fundamental forms are continuous across $S$ (Darmois conditions).

Now, the line element outside the source will be given, in Schwarzschild-like coordinates $T, R, \theta, \phi$, by

$$
\begin{align*}
d S_{E}^{2}= & (1-2 M / R) d T^{2}-(1-2 M / R)^{-1} d R^{2} \\
& -R^{2} d \Omega^{2} \tag{29}
\end{align*}
$$

where the subscript $E$ stands for exterior, $M$ is the total mass, and

$$
d \Omega^{2} \equiv\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)
$$

In these coordinates the equation of the boundary takes the form

$$
\begin{equation*}
R=R_{b}(T) \tag{30}
\end{equation*}
$$

where $b$ stands for boundary.
Then the induced metric on the boundary surface (from the outside) is
$\left(d S^{2}\right)_{b}^{+}=\left[\left(1-\frac{2 M}{R_{b}}\right)-\left(1-\frac{2 M}{R_{b}}\right)^{-1}\left(\frac{d R_{b}}{d T}\right)^{2}\right] d T^{2}$

$$
\begin{equation*}
-R_{b}^{2} d \Omega^{2} \tag{31}
\end{equation*}
$$

and the corresponding line element on the boundary, from the inside, reads

$$
\begin{equation*}
\left(d S^{2}\right)_{b}^{-}=\frac{e^{-f(t)}}{\left[h_{1}\left(r_{0}\right)+h_{2}(t)\right]^{2}}\left[d t^{2}-d \Omega^{2}\right] \tag{32}
\end{equation*}
$$

where we have used (28) and the fact that the equation of the boundary in the comoving coordinates $(t, r, \theta, \phi)$ reads

$$
r=r_{0}=\text { const }
$$

Then, demanding the first fundamental form to be continuous across the boundary, we get at once

$$
\begin{equation*}
R_{b}(T)=e^{-f(t) / 2} /\left[h_{1}\left(r_{0}\right)+h_{2}(t)\right] \tag{33}
\end{equation*}
$$

and
$\left[\left(1-\frac{2 M}{R_{b}}\right)-\left(1-\frac{2 M}{R_{b}}\right)^{-1}\left(\frac{d R_{b}}{d T}\right)^{2}\right]^{1 / 2} d T=R_{b} d t$,
or, using the function $U_{b}$, given by ${ }^{10}$

$$
\begin{equation*}
U_{b}=U^{\mu} \frac{\partial R_{b}}{\partial x^{\mu}}=e^{-v / 2} \frac{\partial R_{b}}{\partial t} \tag{35}
\end{equation*}
$$

we get

$$
\begin{equation*}
R_{b} d t=d T\left(1-\frac{2 M}{R_{b}}\right)\left[1-\frac{2 M}{R_{b}}+U_{b}^{2}\right]^{-1 / 2} \tag{36}
\end{equation*}
$$

Next, it can be shown by a straightforward calculation that the continuity of the second fundamental form across the boundary surface is equivalent to the conditions ${ }^{10-13}$

$$
\begin{align*}
& m\left(r_{0}, t\right)=M  \tag{37}\\
& -\left(T_{1}^{1}\right)_{b}=P_{r}\left(r_{0}, t\right)=0, \tag{38}
\end{align*}
$$

where $m(r, t)$ is the mass function introduced by Misner and Sharp ${ }^{10}$
$2 m(r, t)=e^{\mu / 2}\left[1+e^{-\nu}\left(\frac{\partial e^{\mu / 2}}{\partial t}\right)^{2}-e^{-\lambda}\left(\frac{\partial e^{\mu / 2}}{\partial r}\right)^{2}\right]$.
Using (25), (28), and (39), Eqs. (37) and (38) become
$P_{r}\left(r_{0}, t\right)$

$$
\begin{align*}
= & 3 h_{1}^{2}\left(r_{0}\right)-3 \dot{h}_{2}^{2}(t) e^{f(t)}+\left[h_{1}\left(r_{0}\right)+h_{2}(t)\right] \\
& \times\left[2 \ddot{h}_{2}(t)-\dot{h}_{2}(t) \dot{f}(t)\right] e^{f(t)}+\left[h_{1}\left(r_{0}\right)\right. \\
& \left.+h_{2}(t)\right]^{2} e^{f(t)}\left[\ddot{f}(t)-\dot{f}^{2}(t) / 4-1\right]=0, \tag{40}
\end{align*}
$$

$$
\begin{align*}
2 M= & e^{-f(t) / 2} /\left[h_{1}\left(r_{0}\right)+h_{2}(t)\right] \\
& \times\left[1+\frac{1}{4}\left(\dot{f}(t)+2 \dot{h}_{2}(t) /\left[h_{1}\left(r_{0}\right)+h_{2}(t)\right]\right)^{2}\right. \\
& \left.-e^{-f(t)} h_{1}^{\prime 2}\left(r_{0}\right) /\left[h_{1}\left(r_{0}\right)+h_{2}(t)\right]^{2}\right] .
\end{align*}
$$

Thus, the Darmois conditions (which are equivalent to Lichnerowicz conditions ${ }^{14}$ ) amount to satisfying Eqs. (33), (40), and (41). Now, we can express (40) and (41) in terms of the function $R_{b}$ to obtain

$$
\begin{align*}
& 2 \ddot{R}_{b} R_{b}-\dot{R}_{b}^{2}=3 h_{1}^{\prime 2}\left(r_{0}\right) R_{b}^{4}-R_{b}^{2},  \tag{42}\\
& \dot{R}_{b}^{2}=2 M R_{b}-R_{b}^{2}+h_{1}^{\prime 2}\left(r_{0}\right) R_{b}^{4} \tag{43}
\end{align*}
$$

It is worthwhile to point out that as a consequence of the fulfillment of the junction conditions [expressed by Eqs. (33), (40), and (41)] the matter must be anisotropic. In fact, in the case of isotropic (perfect) fluid, the functions $h_{1}(r), h_{2}(t)$, and $f(t)$ satisfy the following set of equations ${ }^{1}$ (see the Appendix):

$$
\begin{align*}
& 2 h_{1}^{\prime \prime}(r)+C_{1} h_{1}(r)=2 C_{2}  \tag{44}\\
& \dot{h}_{2}(t) \dot{f}(t) e^{f(t)}-C_{1} h_{2}(t)=2 C_{2}  \tag{45}\\
& \left(2 \ddot{f}(t)-\dot{f}^{2}(t)-4\right) e^{f(t)}=4 C_{1} \tag{46}
\end{align*}
$$

It is a simple matter to prove that the last two equations are incompatible with Eqs. (40) and (41).

Let us now turn to the integration of Eqs. (42) and (43), which govern the evolution of the boundary. First of all observe that (43) is nothing but the first integral of Eq. (42). Consequently we only have to integrate the equation

$$
\begin{equation*}
\dot{R}_{b}^{2}=2 M R_{b}-R_{b}^{2}+h_{1}^{\prime 2}\left(r_{0}\right) R_{b}^{4} \tag{47}
\end{equation*}
$$

In order to exhibit the general features of the solutions of this late equation (surface equation), it is useful to introduce the auxiliary function

$$
\begin{equation*}
V\left(R_{b}\right) \equiv 1 / R_{b}^{2}-2 M / R_{b}^{3}, \tag{48}
\end{equation*}
$$

in terms of which the surface equation reads

$$
\begin{equation*}
\dot{R}_{b}^{2}=R_{b}^{4}\left[h_{1}^{\prime 2}\left(r_{0}\right)-V\left(R_{b}\right)\right] . \tag{49}
\end{equation*}
$$

Thus the region of allowed values of the $R_{b}$ is given by the inequality (see Fig. 1)


FIG. 1. Vas a function of $\boldsymbol{R}_{b}$. Regions I and II are separated from region III by the line $V=1 / 27 M^{2}$. There is a maximum of $V$ for $R_{b}=3 M$.

$$
\begin{equation*}
h_{1}^{\prime 2}\left(r_{0}\right)-V\left(R_{b}\right) \geqslant 0 \tag{50}
\end{equation*}
$$

Although the solutions of (49), in general, are expressed in terms of elliptic functions, it is possible, for some specific choices of $h_{1}^{\prime 2}\left(r_{0}\right)$, to find solutions expressed solely in terms of elementary functions. Thus, for example, choosing $h_{1}^{\prime 2}\left(r_{0}\right)=1 / 27 M^{2}$ we integrate (49) to give

$$
\begin{equation*}
R_{b}^{(1)}=6 M /\left(3 \operatorname{coth}^{2}\left[\left(t-t_{0}\right) / 2\right]-1\right) \tag{51}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{b}^{(2)}=6 M /\left(3 \tanh ^{2}\left[\left(t-t_{0}\right) / 2\right]-1\right) \tag{52}
\end{equation*}
$$

The first solution [as given by (51)] represents an expanding boundary surface which asymptotically tends to a sphere with radius $R_{b}=3 M$ as $t \rightarrow \infty$. Furthermore we see that if we choose $t_{0}=0$, then the sphere is concentrated at the origin at the initial time $t=0$. From these considerations it is obvious that the boundary surface should cross the horizon $\left(R_{b}=2 M\right)$ for some finite value of the comoving time (say $t=t_{g}$ ), which is easily calculated from (51) to be

$$
\begin{equation*}
t_{g}=2 \operatorname{arccoth}(2 / \sqrt{3}) \tag{53}
\end{equation*}
$$

The second solution [as given by (52)] represents a contracting boundary surface which also tends to a sphere of radius $R_{b}=3 M$ as $t \rightarrow \infty$. In order to exclude negative values of $\boldsymbol{R}_{b}$ in the interval $t \in(0, \infty)$, we may choose

$$
t_{0}=-2 \operatorname{arctanh}(1 / \sqrt{3})
$$

so that $R_{b}^{(2)}(0)=\infty$.
A third analytical solution of the surface equation may be found for the choice

$$
h_{1}^{\prime 2}\left(r_{0}\right)=0
$$

We get in this case

$$
\begin{equation*}
R_{b}^{(3)}=2 M \cos ^{2} \frac{1}{2}\left(t-t_{0}\right) \tag{54}
\end{equation*}
$$

This solution represents an oscillating sphere whose radius changes in the interval $[0,2 M]$.

For other values of $h_{1}^{\prime 2}\left(r_{0}\right)$ between zero and $1 / 27 M^{2}$, there are, in general, two kinds of solutions. Solutions of region I (see Fig. 1) represent spheres oscillating between the singularity and some value of $R_{b}$ [depending on the value of $\left.h_{1}^{\prime 2}\left(r_{0}\right)\right]$ in the interval [ $2 M, 3 M$ ]. The solutions of region II represent spheres contracting from some initial value of $R_{b}$ (which may be infinity), bouncing for some value of $R_{b}$ [which depends on [ $h_{1}^{\prime 2}\left(r_{0}\right)$ ] and returning to the initial configuration.

Finally, in region III for $h_{1}^{\prime 2}\left(r_{0}\right)>1 / 27 M^{2}, R_{b}$ may change in the interval $(0, \infty)$.

## IV. THE SOLUTIONS

In this section we shall present some models which are constructed from the solutions of the surface equation of the preceding section. For the sake of simplicity we shall further restrict our solutions, with the choice $h_{2}(t)=0$. With this condition, Eqs. (33), (42), and (43) read

$$
\begin{align*}
& e^{f(t) / 2} h_{1}\left(r_{0}\right)=1 / R_{b} \equiv 1 / R\left(r_{0}, t\right)  \tag{55}\\
& e^{f(t)}\left[\ddot{f}(t)-\frac{\dot{f}^{2}(t)}{4}-1\right]=-\frac{3 h_{1}^{\prime 2}\left(r_{0}\right)}{h_{1}^{2}\left(r_{0}\right)} \tag{56}
\end{align*}
$$

$$
\begin{align*}
\dot{f}^{2}(t)= & 8 M h_{1}\left(r_{0}\right) e^{f(t) / 2} \\
& +\left[4 h_{1}^{\prime 2}\left(r_{0}\right) / h_{1}^{2}\left(r_{0}\right)\right] e^{-f(t)}-4 \tag{57}
\end{align*}
$$

Using the above equations, we obtain from (25), (26), and (27)

$$
\begin{align*}
& 8 \pi P_{r}=3 h_{1}^{\prime 2}(r)-3 \omega^{2} h_{1}^{2}(r)  \tag{58}\\
& 8 \pi P_{\perp}=3 h_{1}^{\prime 2}(r)-2 h_{1}(r) h_{1}^{\prime \prime}(r)+\frac{1}{2}\left[\dddot{f}(t) / R^{2}\right]  \tag{59}\\
& 8 \pi \rho=-3 h_{1}^{\prime 2}(r)+2 h_{1}(r) h_{1}^{\prime \prime}(r)+\omega^{2} h_{1}^{2}(r)+\frac{2 M}{R_{b} R^{2}} \tag{60}
\end{align*}
$$

where

$$
h_{1}^{\prime 2}\left(r_{0}\right) / h_{1}^{2}\left(r_{0}\right)=\omega^{2}
$$

and as stated before

$$
R(r, t)=e^{-f(t) / 2 /\left[h_{1}(r)+h_{2}(t)\right] .}
$$

Now, in order to have a solution completely determined we have still to specify the function $h_{1}(r)$. The ideal approach to do that would be to know the relation between $P_{r}$ and $P_{\perp}$ on physical grounds (an equation of state for the stresses). However, since this seems to be very difficult to carry out at the present we shall instead guess the function $h_{1}(r)$ from general (physical) considerations, e.g.,

$$
h_{1}(r)>0, \quad \frac{\partial R}{\partial r}>0, \quad \rho>0, \quad \frac{\partial \rho}{\partial r}<0
$$

The first choice of $h_{1}(r)$ will be suggested by the condition of the positiveness of the energy density. A sufficient condition to meet this last requirement is

$$
\begin{equation*}
-3 h_{1}^{\prime 2}(r)+2 h_{1}(r) h_{1}^{\prime \prime}(r)=0 \tag{61}
\end{equation*}
$$

from which

$$
\begin{equation*}
h_{1}(r)=1 /(C r+B)^{2} \tag{62}
\end{equation*}
$$

with $C$ and $B$ constants of integration. Next, imposing the regularity condition

$$
\begin{equation*}
R(0, t)=0, \tag{63}
\end{equation*}
$$

we obtain

$$
\begin{aligned}
& B=0, \quad R(r, t)=e^{-f(t) / 2} C^{2} r^{2} \\
& \omega^{2}=4 / r_{0}^{2}
\end{aligned}
$$

and Eqs. $(58)-(60)$ become

$$
\begin{align*}
& 8 \pi P_{r}=\left(12 / C^{4} r^{4} r_{0}^{2}\right)\left[\left(r_{0} / r\right)^{2}-1\right]  \tag{64}\\
& 8 \pi P_{\perp}=\frac{\ddot{f}(t)}{2 R^{2}}=\frac{2}{C^{4} r^{4} r_{0}^{2}}\left[\frac{M}{2 C^{2}} e^{3 / 2 f(t)}-2\right]  \tag{65}\\
& 8 \pi \rho=\left(4 / C^{4} r^{4} r_{0}^{2}\right)\left[1+\left(M / 2 C^{2}\right) e^{3 / 2 f(t)}\right]  \tag{66}\\
& d s^{2}=e^{-f(t)} C^{4} r^{4}\left[d t^{2}-e^{f(t)} d r^{2}-d \Omega^{2}\right] \tag{67}
\end{align*}
$$

As a second example we take

$$
h_{1}(r)=D e^{-2\left(r / r_{0}\right)}
$$

with $D=$ const and $\omega^{2}=4 / r_{0}^{2}$. Then

$$
\begin{equation*}
R(r, t)=D^{-1} e^{-f(t) / 2} e^{2\left(r / r_{0}\right)}, \tag{68}
\end{equation*}
$$

and for the matter variables and the line element we get

$$
\begin{align*}
& 8 \pi P_{r}=0  \tag{69}\\
& 8 \pi P_{\perp}=\left(1 / R^{2}\right)\left[4 D^{2} / r_{0}^{2}+\frac{1}{2} \ddot{f}(t)\right]  \tag{70}\\
& 8 \pi \rho=M / R^{2} R_{b}  \tag{71}\\
& d s^{2}=e^{-f(t)} D^{-2} e^{4\left(r / r_{0}\right)}\left[d t^{2}-e^{f(t)} d r^{2}-d \Omega^{2}\right] \tag{72}
\end{align*}
$$

Two remarks are in order at this point.
(a) Observe that the function $R(r, t)$ as given by (68) does not satisfy the regularity condition (63). In other words we have excluded the center of symmetry $R=0$, and $R$ varies in the interval $\left[R_{b} e^{-\omega r_{0}}, R_{b}\right]$.
(b) The configuration described by (69)-(71) represents spheres sustained only by tangential stresses. Solutions of this kind have been considered by Lemaitre. ${ }^{15}$

Finally we shall consider an example consistent with the third solution of the surface equation (unlike the two examples above), namely

$$
\begin{equation*}
h_{1}(r)=\cosh \left[\alpha\left(r_{0}-r\right)\right], \tag{73}
\end{equation*}
$$

where $\alpha$ is a positive constant, obviously for this case

$$
h_{1}^{\prime 2}\left(r_{0}\right)=0 .
$$

The expressions for the matter variables and the line element read
$8 \pi P_{r}=3 \alpha^{2} \sinh ^{2}\left[\alpha\left(r_{0}-r\right)\right]$,
$8 \pi P_{\perp}=\alpha^{2}\left\{\cosh ^{2}\left[\alpha\left(r_{0}-r\right)\right]-3\right\}+\frac{1}{2} \ddot{f}(t) / R^{2}$,
$8 \pi \rho=\alpha^{2}\left\{3-\cosh ^{2}\left[\alpha\left(r_{0}-r\right)\right]\right\}+2 M / R_{b} R^{2}$,
$d s^{2}=\left\{e^{-f(t)} / \cosh ^{2}\left[\alpha\left(r_{0}-r\right)\right]\right\}\left[d t^{2}-e^{f(t)} d r^{2}-d \Omega^{2}\right]$.

Observe that in this example again the regularity condition is not satisfied (so that we exclude the center of symme$\operatorname{try} R=0$ ) and $R$ changes in the interval [ $R_{b} / \cosh \alpha r_{0}, R_{b}$ ]. The positiveness of the energy density is assured by the condition $\cosh \alpha r_{0} \leqslant \sqrt{3}$.

Now, for each configuration (64)-(67) and (69)-(72) we have two different models depending upon the choice of the function $f(t)$ from the different possible solutions of the surface equation, namely

$$
\begin{equation*}
e^{f_{1}(t)}=\left(3 / r_{0}^{2}\right)\left[3 \operatorname{coth}^{2}\left[\left(t-t_{0}\right) / 2\right]-1\right]^{2} \tag{78}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{f_{2}(t)}=\left(3 / r_{0}^{2}\right)\left[3 \tanh ^{2}\left[\left(t-t_{0}\right) / 2\right]-1\right]^{2} \tag{79}
\end{equation*}
$$

It can be seen at once from (66) and (71) that the energy density is an increasing (decreasing) function of time for the contracting (expanding) models. The static limit for the configuration (64)-(67) (for both the expanding and the contracting models) is easily found to be

$$
\begin{align*}
& 8 \pi P_{r}=\left(1 / 9 M^{2}\right)\left(r_{0} / r\right)^{2}\left[\left(r_{0} / r\right)^{2}-1\right]  \tag{80}\\
& 8 \pi P_{\perp}=0  \tag{81}\\
& 8 \pi \rho=\left(1 / 9 M^{2}\right)\left(r_{0} / r\right)^{4}  \tag{82}\\
& d s^{2}=\left(C^{4} r_{0}^{2} r^{4} / 12\right)\left[d t^{2}-\left(12 / r_{0}^{2}\right) d r^{2}-d \Omega^{2}\right] \tag{83}
\end{align*}
$$

In Schwarzschild-like coordinates

$$
\begin{equation*}
R=C^{2} r_{0} r^{2} / 2 \sqrt{3}, \quad T=3 M \sqrt{3} t \tag{84}
\end{equation*}
$$

the line element (83) becomes
$d s^{2}=\left(R^{2} / 27 M^{2}\right) d T^{2}-(R / M) d R^{2}-R^{2} d \Omega^{2}$,
where we have taken into account that

$$
C^{2}=6 M \sqrt{3} / r_{0}^{3},
$$

which follows from the fact that for both models (expanding and contracting)

$$
h_{1}^{\prime 2}\left(r_{0}\right)=1 / 27 M^{2} .
$$

Now, for the configuration (69)-(72) the static limit gives

$$
\begin{align*}
& 8 \pi P_{r}=0  \tag{86}\\
& 8 \pi P_{\perp}=4 D^{2} / r_{0}^{2} R^{2}  \tag{87}\\
& 8 \pi \rho=2 / 3 R^{2}  \tag{88}\\
& d s^{2}=\left(r_{0}^{2} e^{2 \omega r} / 12 D^{2}\right)\left[d t^{2}-\left(12 / r_{0}^{2}\right) d r^{2}-d \Omega^{2}\right] \tag{89}
\end{align*}
$$

Transforming to Schwarzschild-like coordinates

$$
\begin{equation*}
R=r_{0} e^{\omega r} / 2 \sqrt{3} D, \quad T=3 \sqrt{3} M t \tag{90}
\end{equation*}
$$

the line element (89) reads

$$
\begin{equation*}
d s^{2}=\left(R^{2} / 27 M^{2}\right) d T^{2}-3 d R^{2}-R^{2} d \Omega^{2} \tag{91}
\end{equation*}
$$

Note that solutions given by $(80)-(85)$ and $(86)-(91)$ represent the two extreme cases of anisotropic configurations. Namely, $P_{r}=0, P_{\perp} \neq 0$, and $P_{r} \neq 0, P_{\perp}=0$.

Finally for the configuration (74)-(77) there is only one model, given by the third (oscillating) solution of the surface equation

$$
e^{f_{3}(t)}=1 / 4 M^{2} \cos ^{4}\left[\left(t-t_{0}\right) / 2\right]
$$

## V. CONCLUSIONS

We have seen so far that the inclusion of a one-parameter group of conformal motions, together with the spherical symmetry (and the additional restriction $\xi^{\alpha} U_{\alpha}=0$ ) open the possibility to construct analytical models which may be of some interest in the study of the evolution of compact objects.

It is worth stressing the role played by the anisotropy in the matching of the solutions with the Schwarzschild exterior metric on the boundary of the matter.

We have explicitly displayed three families of solutions.
(a) Expanding solutions representing spheres growing out of a singularity, crossing the horizon and tending asymptotically to the static regime described by Eqs. (80-185). We have here an example of a white hole, whose final configuration is characterized by the ratio $M / R_{b}=\frac{1}{3}$.
(b) Contracting solutions, which represent spheres shrinking from an initial highly diffuse state, toward static spheres of radius $R_{b}=3 M$ [Eqs. (80)-(85)]. These solutions describe the collapse of spheres whose final state is close to a black hole, but are still outside the horizon.
(c) Oscillating solutions, representing spheres whose boundary oscillates between the center and the horizon.

We would like to conclude with the following remarks: (a) the vector field $\xi^{\alpha}$ defines a motion whenever $h_{1}^{\prime}(r)=0$ (for all $r$ ), and (b) we recall that the models presented here correspond to the choice $h_{2}(t)=0$.
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## APPENDIX: THE PERFECT FLUID CASE

If we demand the fluid to be locally isotropic, then we obtain from (25) and (26)

$$
\begin{equation*}
e^{\lambda / 2}\left[\dot{h}_{2}(t) \dot{f}(t) e^{f(t)}-2 h_{1}^{\prime \prime}(r)\right]=\Phi(t), \tag{A1}
\end{equation*}
$$

with

$$
\begin{equation*}
4 \Phi(t)=\left(2 \ddot{f}(t)-\dot{f}^{2}(t)-4\right) e^{f(t)} \tag{A2}
\end{equation*}
$$

Taking derivatives of (A1) with respect to $r$, we get

$$
\begin{equation*}
\left(\lambda^{\prime} / 2\right) \Phi(t)-2 h_{1}^{\prime \prime \prime}(r) e^{\lambda / 2}=0 \tag{A3}
\end{equation*}
$$

and from (23)

$$
\begin{equation*}
-\left(\lambda^{\prime} / 2\right) e^{-\lambda / 2}=h_{1}^{\prime}(r) \tag{A4}
\end{equation*}
$$

Using (A3) and (A4) we are led to

$$
\begin{equation*}
-2 h_{1}^{\prime \prime \prime}(r) / h_{1}^{\prime}(r)=\Phi(t), \tag{A5}
\end{equation*}
$$

which implies at once that $\Phi(t)=C_{1}=$ const. We can now integrate (A5) to obtain

$$
\begin{equation*}
2 h_{1}^{\prime \prime}(r)+C_{1} h_{1}(r)=2 C_{2}, \tag{A6}
\end{equation*}
$$

where $C_{2}$ is a constant of integration. Next we can use (A6) to rewrite (A1) in the form

$$
\begin{equation*}
\dot{h}_{2}(t) \dot{f}(t) e^{f(t)}-C_{1} h_{2}(t)=2 C_{2} \tag{A7}
\end{equation*}
$$

In addition, Eq. (A2) may be written as

$$
\begin{equation*}
\left[2 \ddot{f}(t)-\dot{f}^{2}(t)-4\right] e^{f(t)}=4 C_{1} \tag{A8}
\end{equation*}
$$

Thus, the local isotropy leads to the system (A6)-(A8) [Eqs (44)-(46)], which as stressed before is incompatible with the junction conditions.
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The integral representation of the electromagnetic two-form, defined on Minkowski space-time, is studied from a new point of view. The aim of the paper is to obtain an invariant criteria in order to define the radiative field. This criteria generalizes the well-known structureless charge case. We begin with the curvature two-form, because its field equations incorporate the motion of the sources. The gauge theory methods (connection one-forms) are not suited because their field equations do not incorporate the motion of the sources. We obtain an integral solution of the Maxwell equations in the case of a flow of charges in irrotational motion. This solution induces us to propose a new method of solving the problem of the nature of the retarded radiative field. This method is based on a projection tensor operator which, being local, is suited to being implemented on general relativity. We propose the field equations for the pair \{electromagnetic field, projection tensor \}. These field equations are an algebraic differential first-order system of oneforms, which verifies automatically the integrability conditions.

## I. INTEGRAL REPRESENTATION OF THE ELECTROMAGNETIC FIELD

It is well known that the vacuum Maxwell equations for the potential one-form $A_{\mu}$ are

$$
\begin{equation*}
A_{\mu, \alpha}{ }_{\alpha}^{\alpha}-A_{\alpha,{ }_{\mu}}^{\alpha}=-4 \pi j_{\mu}, \tag{1.1}
\end{equation*}
$$

from which we can derive the wave equation for the electromagnetic two-form field $F_{\mu \nu}=A_{v, \mu}-A_{\mu, v}$,

$$
\begin{equation*}
F_{\mu v, \alpha}^{\alpha}=-4 \pi\left(j_{v, \mu}-j_{\mu, v}\right) . \tag{1.2}
\end{equation*}
$$

We shall make use of this equation because it incorporates the motion of the sources. We must point out that although the law of charge conservation has been lost in (1.2), all our results are consistent with it.

Analyzing the motion of the sources by Fourier transformation, the integral representation of $F_{\mu \nu}$ is obtained in momentum space as

$$
\begin{align*}
F_{\mu \nu}(x)= & -\frac{4 \pi i}{(2 \pi)^{2}} \int d^{4} k e^{-i k^{\sigma} x_{\sigma}} \\
& \times\left[k_{\mu} j_{v}\left(k^{\sigma}\right)-k_{v} j_{\mu}\left(k^{\sigma}\right)\right] / k^{\sigma} k_{\sigma} \tag{1.3}
\end{align*}
$$

This approach is in the spirit of Huygens and Fresnel. Like them, we consider the field as generated by a distribution of localized sources. The calculus of this integral leads to results that can be found in any advanced textbook, ${ }^{1}$ but transforming back $j_{v}\left(k^{\sigma}\right)$ from momentum space to space-time, Eq. (1.3) becomes

$$
\begin{align*}
F_{\mu \nu}(x)= & -\frac{4 \pi i}{(2 \pi)^{4}} \int d^{4} \xi \int d^{4} k e^{-i k^{\sigma}(x-\xi)_{\sigma}} \\
& \times\left[k_{\mu} j_{v}(\xi)-k_{v} j_{\mu}(\xi)\right] / k^{\sigma} k_{\sigma}, \tag{1.4}
\end{align*}
$$

which is the retarded field, when suited boundary conditions are imposed. It may seem at a glance that this hybrid expression is not mathematically attractive, but if we look at it from a physical point of view, it can be interpreted as follows: the field generation process at the event $\xi$, and its propagation to the field event $x$, is analyzed in momentum space by means of the density

$$
d^{4} \xi e^{-i k^{\sigma}(x-\xi)_{\sigma}}\left\{\left[k_{\mu} j_{v}(\xi)-k_{v} j_{\mu}(\xi)\right] / k^{\sigma} k_{\sigma}\right\}
$$

The integration over $k^{\sigma}$ then gives the contribution to the total field generated at $\xi^{\alpha}$, and finally the integration over the domain of definition of the current $j_{\mu}\left(\xi^{\alpha}\right)$ yields to $F_{\mu v}(x)$. The possibility of such an interpretation is apparently closely related to the linearity of the theory. This simple interpretation encourages us to go with our purpose to study geometrically the retarded radiative field and to generalize the expression of the electromagnetic field created by a structureless point charge in a given arbitrary motion.

Our starting point will be the integral on momentum space. With respect to a global inertial frame the volume element splits into $d^{4} k=d^{3} \mathrm{k} d k^{0}$. Now, we can analytically continue $k^{0}$ to the complex plane, and applying the residue theorem, by choosing the retarded prescription, it is obtained:

$$
\begin{align*}
F_{\mu \nu}(x)= & \frac{1}{(2 \pi)^{2}} \int d^{4} \xi \theta\left(x^{0}-\xi^{0}\right) \int \frac{d^{3} \mathbf{k}}{|\mathbf{k}|}\left\{e^{-i+(x-\xi)_{\sigma}}\right. \\
& \left.\times \underset{+}{k} \wedge j(\xi))_{\mu \nu}+e^{-i^{k^{\sigma}}-(x-\xi)_{\sigma}}(\underset{-}{k} \wedge j(\xi))_{\mu \nu}\right\}, \tag{1.5}
\end{align*}
$$

where we have defined the following.
$(1) \stackrel{k^{\sigma}}{+} \equiv(|\mathbf{k}|, \mathbf{k}), \stackrel{k^{\sigma}}{-} \equiv(-|\mathbf{k}|, \mathbf{k})$ are the lightlike vectors.
(2) $(k \wedge j(\xi))_{\mu \nu} \equiv k_{\mu} j_{\nu}(\xi)-k_{\nu} j_{\mu}(\xi)$ is the exterior product.
(3) $\theta\left(x^{0}-\xi^{0}\right)$ is the Heaviside or step function. It is understood that the Minkowski metric has signature +2 , i.e.,

$$
k^{\sigma} k_{\sigma}=\eta_{\alpha \beta} k^{\alpha} k^{\beta}=-\left(k^{0}\right)^{2}+\mathbf{k}^{2}
$$

Until now, this approach is equivalent to the propagator (Green's function) approach.

Taking into account that $d w=d^{3} \mathbf{k} /|\mathbf{k}|$ is the measure of the upper light cone on momentum space, Eq. (1.5) can be written geometrically

$$
\begin{align*}
F(x)= & \frac{1}{(2 \pi)^{2}} \int d^{4} \xi \theta\left(x^{0}-\xi^{0}\right) \int_{k^{\sigma} k_{\sigma}=0} d w \epsilon\left(k^{0}\right) \\
& \times e^{i k^{\sigma}(x-\xi)_{\sigma}} k \wedge j(\xi), \tag{1.6}
\end{align*}
$$

where $\epsilon\left(k^{0}\right)$ is the signum function.

It is clear in Eq. (1.6) that the integral over the momentum light cone is the exterior differential of the invariant Jordan-Pauli distribution, ${ }^{2}$ therefore we can reduce the integral to the upper light cone $k^{\sigma} k_{\sigma} \theta\left(k^{0}\right)=0$, by virtue of $\theta\left(x^{0}-\xi^{0}\right)$. In order to calculate it, we shall make use of the following orthonormal tetrad field: $\left\{e_{i}\right\}=\left\{e_{0}, e_{1}, e_{2}, e_{3}\right\}$, which is defined at the generic source event $\xi$ according to the following.
(a) $e_{0} \equiv v$ is the current four-vector velocity, i.e., if $\rho_{0}$ is the proper charge density, then $j^{\mu}=\rho_{0} v^{\mu}, v^{\mu} v_{\mu}=-1$.
(b) $e_{1}$ is a unit spacelike vector $e_{1}^{\alpha} e_{1 \alpha}=1$, orthogonal to $e_{0}$ and included in the plane determined by $e_{0}$ and the separation vector $R^{\alpha}=(x-\xi)^{\alpha}$.
(c) $e_{2}$ and $e_{3}$ are two unit orthogonal spacelike vectors $e_{2}^{\alpha} e_{2 \alpha}=e_{3}^{\alpha} e_{3 \alpha}=1, e_{2}^{\alpha} e_{3 \alpha}=0$, the plane they determine being perpendicular to that defined by $\left\{e_{0}, e_{1}\right\}$.

The dual basis $\left\{\omega^{i}\right\}$ to $\left\{e_{i}\right\}$ is canonically defined by

$$
\left\langle\omega^{i}, e_{j}\right\rangle=\delta_{j}^{i}
$$

where $\delta_{j}^{i}$ is the Kronecker delta. Care must be taken because the velocity $v$, considered as a one-form, is related to $\omega^{0}$ with a minus sign: $\omega_{\alpha}^{0}=-v_{\alpha}$.

The separation vector $R=(x-\xi)$ between the field event $x$ and the source one $\xi$ is expressed with respect to the tetrad $\left\{e_{i}\right\}$ by

$$
\begin{equation*}
R \equiv x-\xi=r e_{0}+r^{\prime} e_{1} \tag{1.7}
\end{equation*}
$$

where $r=-e_{0} \cdot R$ and $r^{\prime}=e_{1} \cdot R$ are the Lorentz-invariant tetrad components of $R$.

In order to compute the integral over the upper light cone

$$
\begin{equation*}
I(\xi) \equiv \int_{k^{\sigma} k_{\sigma} \theta\left(k^{0}\right)=0} d w e^{-i k^{\sigma}(x-\xi)_{\sigma}} k \wedge j(\xi) \tag{1.8}
\end{equation*}
$$

we make use of standard calculations. For example, by choosing spherical coordinates at the simultaneity $\xi^{0}=c^{\Gamma_{e}}$, with polar axis $e_{1}$, it is easily obtained

$$
\begin{aligned}
I(\xi)= & 4 \pi i \int_{0}^{\infty} d|\mathbf{k}| e^{i|\mathbf{k}| r} \\
& \times\left(|\mathbf{k}| \frac{\cos |\mathbf{k}| r^{\prime}}{r^{\prime}}-\frac{\sin |\mathbf{k}| r^{\prime}}{r^{\prime}}\right) e_{1} \wedge j(\xi) .
\end{aligned}
$$

Now, according to the Laplace-Carlson transform, ${ }^{3}$
$p \int_{0}^{\infty} d t e^{-p^{t}} \sin a t=\frac{a p}{p^{2}+a^{2}}$,
$p \int_{0}^{\infty} d t e^{-p^{t}} t^{\nu-1} \cos a t$

$$
=\frac{\Gamma(v)}{2} p\left(\frac{1}{(p-i a)^{v}}+\frac{1}{(p+i a)^{v}}\right)
$$

Insertion of $p=-i r, a=r^{\prime}, v=2, \Gamma(2)=1, t=|\mathbf{k}|$ into the above integrals yields

$$
\begin{align*}
I(\xi)= & -4 \pi i \frac{1}{r^{\prime}}\left(\frac{r^{2}+r^{\prime 2}}{\left(-r^{2}+r^{\prime 2}\right)^{2}}+\frac{1}{-r^{2}+r^{\prime 2}}\right) \\
& \times e_{1}(\xi) \wedge j(\xi) . \tag{1.9}
\end{align*}
$$

Inserting the expression (1.9) into the electromagnetic field (1.6), we get the equation

$$
\begin{align*}
F(x)= & -\frac{4 \pi i}{(2 \pi)^{2}} \int d^{4} \xi \theta\left(x^{0}-\xi^{0}\right) \frac{1}{r^{\prime}} \\
& \times\left(\frac{r^{2}+r^{\prime 2}}{\left(-r^{2}+r^{\prime 2}\right)^{2}}+\frac{1}{\left(-r^{2}+r^{\prime 2}\right)}\right) e_{1}(\xi) \wedge j(\xi) . \tag{1.10}
\end{align*}
$$

## II. LOCALLY PROPER TIME SYNCHRONIZABLE FLOW OF CHARGES

At a glance it may seem that in order to derive consequences of expression (1.10), it is necessary to know $j(\xi)$, but on second thought if we dare try some general properties of the flow of charges that constitute the current density, an interesting expression of the electromagnetic two-form can be derived.

We first assume for a current density $j=\rho_{0} v$, that its velocity one-form field $v$ verifies Frobenius condition ${ }^{4}$

$$
\begin{equation*}
v \wedge d v=0 \tag{2.1}
\end{equation*}
$$

From a physical point of view it means that the observers associated to the $v$ timelike flow make a locally synchronizable frame. This condition result is too general, therefore, we furthermore assume the more restrictive one

$$
\begin{equation*}
d v=0 \tag{2.2}
\end{equation*}
$$

which means that the flow is locally proper time synchronizable, i.e., the observers reference frame can experimentally correlate by "radar" their proper times. In other words, there exists a family of three-spaces to which the streamlines are orthogonal. This motion is an irrotational one, i.e., in decomposing that portion of the covariant derivative $v_{\alpha ; \beta}$ which is perpendicular to the velocity, into its antisymmetric part, its symmetric trace-free part, and the trace itself ${ }^{\varsigma}$

$$
v_{\alpha ; \beta}=-v_{\alpha ; \gamma} v^{\gamma} v_{\beta}+\omega_{\alpha \beta}+\sigma_{\alpha \beta}+\frac{1}{3} \vartheta h_{\alpha \beta}
$$

The rotation reduces to $\omega=a \wedge v$. Now, according to the global version of the Frobenius theorem, due to Chevalley and Ehresman, applied to the present case, it implies that Minkowski space-time is foliated by the integral manifolds (three-spaces above) of the vector distribution defined by the velocity field $v: x \rightarrow M_{x}$. This foliation can be labeled by the proper time $\tau$ coordinate $(v=d \tau)$ and three spacelike coordinates $\boldsymbol{\eta}^{i}$ suited to the three-spaces.

Therefore, we refer Minkowski space-time to the inertial coordinate system $\left(\xi^{0}, \xi^{i}\right)$ and to that induced by the foliation $\left(\tau, \eta^{i}\right)$

$$
\left\{\begin{array} { l } 
{ \xi ^ { 0 } = \xi ^ { 0 } ( \tau , \eta ^ { i } ) , }  \tag{2.3}\\
{ \xi ^ { i } = \xi ^ { i } ( \tau , \eta ^ { i } ) , }
\end{array} \quad \left\{\begin{array}{l}
\tau=\tau\left(\xi^{0}, \xi^{i}\right) \\
\eta_{i}=\eta^{i}\left(\xi^{0}, \xi^{i}\right)
\end{array}\right.\right.
$$

We can bring the Minkowski line element with respect to the coordinates $\left(\tau, \eta^{i}\right)$ to the form

$$
\begin{equation*}
d s^{2}=-d \tau^{2}+g_{i j}\left(\tau, \eta^{i}\right) d \eta^{i} d \eta^{j}=-\left(d \xi^{0}\right)^{2}+(d \xi)^{2} \tag{2.4}
\end{equation*}
$$

because $v^{\alpha}$ is not a null vector. The volume element will be expessed as

$$
\begin{equation*}
d^{4} \xi=\sqrt{|g|} d \tau d^{3} \eta=\sqrt{g} d \tau d^{3} \eta \tag{2.5}
\end{equation*}
$$

With these premises, Eq. (1.10) can be split into

$$
\begin{align*}
F(x)= & \frac{1}{\pi i} \int d^{3} \eta \int d \tau \sqrt{g} \theta\left(x^{0}-\xi^{0}\right) \\
& \times \frac{1}{e_{1} \cdot R}\left(\frac{(v \cdot R)^{2}+\left(e_{1} \cdot R\right)^{2}}{\left(R_{\alpha} R^{\alpha}\right)^{2}}+\frac{1}{R_{\alpha} R^{\alpha}}\right) e_{1} \wedge j \tag{2.6}
\end{align*}
$$

The integration over $\tau$ will be done by applying the residue theorem. The Heaviside function selects the retarded pole, but the difference from the previous calculation (integral
over $k^{0}$ ) consists in the fact that the denominator $\left(R^{\alpha} R_{a}\right)^{2}$ now vanishes to the second order (pole of order 2), so that we have to carry the expansion to the order $\left(\tau-\tau_{r}\right)^{2}$ (where " $r$ " stands for "retarded")

$$
\begin{align*}
R_{\alpha} R^{\alpha}= & -\left(R_{\alpha} v^{\alpha}\right)_{\tau_{\mathrm{r}}}\left(\tau-\tau_{\mathrm{r}}\right)-\left(1+R_{\alpha} a^{\alpha}\right)_{\tau_{\mathrm{r}}} \\
& \times\left(\tau-\tau_{\mathrm{r}}\right)^{2}+O\left[\left(\tau-\tau_{\mathrm{r}}\right)^{3}\right] \tag{2.7}
\end{align*}
$$

Inserting the development (2.7) into the expression (2.6), it reduces to

$$
\begin{align*}
F(x)= & \frac{1}{\pi i} \int d^{3} \eta(-2 \pi i) \lim _{\tau \rightarrow \tau_{\mathrm{r}}}\left\{\left(\tau-\tau_{r}\right) \frac{\sqrt{g}}{\epsilon_{1} \cdot R} \frac{e_{1} \wedge j}{-2 R_{\alpha} v^{\alpha}\left(\tau-\tau_{\mathrm{r}}\right)+O\left[\left(\tau-\tau_{\mathrm{r}}\right)^{2}\right]}\right. \\
& \left.+\frac{\partial}{\partial \tau}\left(\left(\tau-\tau_{\mathrm{r}}\right)^{2} \cdot \frac{\sqrt{g}}{e_{1} \cdot R} \frac{(v \cdot R)^{2}+\left(e_{1} \cdot R\right)^{2}}{-2 R_{\alpha} v^{\alpha}\left(\tau-\tau_{\mathrm{r}}\right)-\left(1+R_{\alpha} a^{\alpha}\right)\left(\tau-\tau_{\mathrm{r}}\right)^{2}+O\left[\left(\tau-\tau_{\mathrm{r}}\right)^{2}\right]} e_{1} \wedge j\right)\right\} . \tag{2.8}
\end{align*}
$$

This method of calculus follows the Sommerfeld approach to the residue theorem. ${ }^{6}$ We now introduce the lightlike vector $L=e_{1}+v$, which verifies the following algebraic relations:

$$
L \cdot L=0, \quad L \cdot e_{1}=1, \quad L \cdot v=-1
$$

Differentiating these relations along the flow worldline, i.e., with respect to $\tau$, and making simple algebraic operations, we obtain

$$
\begin{equation*}
\frac{\partial e_{1}^{\alpha}}{\partial \tau} \equiv\left(\nabla_{v} e_{1}\right)^{\alpha}=-a^{\alpha}+\left(a \cdot e_{1}\right) L^{\alpha} \tag{2.9}
\end{equation*}
$$

Taking into account the law of charge conservation $\partial_{\alpha} j^{\alpha}=0$, we can easily derive

$$
\begin{equation*}
\frac{\partial \rho_{0}}{\partial \tau}=\nabla_{v} \rho_{0}=-\rho_{0} \nabla \cdot v \tag{2.10}
\end{equation*}
$$

and, finally, applying the equality

$$
\begin{equation*}
\frac{1}{g} \frac{\partial g}{\partial \tau}=\nabla \cdot v \tag{2.11}
\end{equation*}
$$

it allows us to express Eq. (2.8) as we desire

$$
\begin{align*}
F(x)= & -\int d^{3} \eta\left(\sqrt{g} \rho_{0} \frac{e_{1} \wedge L}{(-v \cdot R)^{2}}\right)_{\tau_{\mathrm{r}}} \\
& +\frac{1}{2} \int d^{3} \eta\left(\sqrt{g} \nabla \cdot v \rho_{0} \frac{e_{1} \wedge L}{(-v \cdot R)}\right)_{\tau_{\mathrm{r}}} \\
& +\int d^{3} \eta\left(\sqrt{g} \rho_{0} \frac{a+\left(a \cdot e_{1}\right) v}{(-v \cdot R)} \wedge L\right)_{\tau_{\mathrm{r}}} \tag{2.12}
\end{align*}
$$

Until now we have not dealt with the question of the integral domain of the $\eta^{i}$ coordinates. The calculus of the residue has implied that this domain is defined by the equations

$$
\left\{\begin{array} { l } 
{ \tau _ { \mathbf { r } } = \tau ( x ^ { 0 } - | \mathbf { x } - \xi | , \xi ^ { j } ) , }  \tag{2.13}\\
{ \eta ^ { i } = \eta ^ { i } ( x ^ { 0 } - | \mathbf { x } - \xi | , \xi ^ { j } ) , }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
\xi^{0}=x^{0}-|\mathbf{x}-\xi|, \\
\xi^{j}=\xi^{j}
\end{array}\right.\right.
$$

Therefore it is clearly seen that the integration domain is the retarded light cone of the field event: $I_{r}(x)$.

Now, following Newman and Penrose, ${ }^{7}$ a complex null tetrad $\{z\}=\{l, n, m, \bar{m}\}$ is introduced for expressing Eq. (2.12), because of its adequacy and internal adaptability for
studying the solution and the equations of massless fields possessing certain algebraic properties.

The Newman-Penrose tetrad is defined by the standard prescription

$$
\begin{align*}
& l=(1 / \sqrt{2})\left(v+e_{1}\right) \equiv L / \sqrt{2}, \quad v=(1 / \sqrt{2})(l+n), \\
& n=(1 / \sqrt{2})\left(v-e_{1}\right), \quad e_{1}=(1 / \sqrt{2})(l-n),  \tag{2.14}\\
& m=(1 / \sqrt{2})\left(e_{2}+i e_{3}\right), \quad e_{2}=(1 / i \sqrt{2})(m-\bar{m}), \\
& \bar{m}=(1 / \sqrt{2})\left(e_{2}-i e_{3}\right), \quad e_{3}=(1 / \sqrt{2})(m+\bar{m}) .
\end{align*}
$$

With respect to this tetrad the acceleration $a$ is expressed as

$$
\begin{align*}
a & =a^{1} e_{1}+a^{2} e_{2}+a^{3} e_{3} \\
& =(1 / \sqrt{2})\left(a^{1} l-a^{1} n+\bar{A} m+A \bar{m}\right), \tag{2.15}
\end{align*}
$$

where we have defined $A=\left(a^{3}+i a^{2}\right) ; \bar{A}$ is the complex conjugate of $A$.

Therefore, Eq. (2.12) will reduce to

$$
\begin{align*}
F(x)= & \int_{I_{r}(x)} d^{3} \eta \sqrt{g} \rho_{0} \frac{n \wedge l}{r^{2}} \\
& +\frac{1}{2} \int_{I_{r}(x)} d^{3} \eta \sqrt{g} \rho_{0} \nabla \cdot v \frac{n \wedge l}{r}  \tag{2.16}\\
& +\int_{I_{r}(x)} d^{3} \eta \sqrt{g} \rho_{0} \frac{(\bar{A} m+A \bar{m})}{r} \wedge l .
\end{align*}
$$

At this stage we must point out that the Newman-Penrose (NP) tetrad is associated with the flow of charges, but in the one-point structureless charge case is directly associated to $F$. In fact, for this particular and well-studied problem, the integration is made trivially because it reduces to the intersection of the $q$ charge worldline with the retarded light cone $I_{r}(x)$, and taking into account that $\nabla \cdot v=0$, Eq. (2.16) is in this case

$$
\begin{equation*}
F_{q}(x)=q\left(n \wedge l / r^{2}\right)_{\tau_{\mathrm{r}}}+q((\bar{A} m+A \bar{m}) \wedge l / r)_{\tau_{\mathrm{r}}} \tag{2.17}
\end{equation*}
$$

We remember here that every magnitude refers to the retarded event $z^{\alpha}\left(\xi_{r}^{0}\right)=z^{\alpha}\left(x^{0}-|\mathrm{x}-\xi|\right)$ of the $x$ field event, $z^{\alpha}\left(\xi^{0}\right)$ being the trajectory of the $q$-point charge. Now the New-man-Penrose tetrad is associated with the light congruence of $F$, whose tangent null vector field is $l$.

The matrix representation of Eq. (2.17) with respect to the n.p. tetrad is

$$
\begin{align*}
(F)= & \frac{q}{r^{2}}\left(\begin{array}{r:c:c}
0 & -1 & 0 \\
\hdashline 1 & 0 & -0
\end{array}\right) \\
& +\frac{q}{r}\left(\begin{array}{c:cc}
0 & -\bar{A} & A \\
\hdashline \bar{A} & 0 & 0
\end{array}\right) . \tag{2.18}
\end{align*}
$$

As was shown by Newman and Penrose, this approach is equivalent to the spinor formalism. The consequence for the one-point charge have been widely studied in the literature. For this reason, we now turn back to the much more general and not-studied case, represented by Eq. (2.16). We must remember that the integrals extend to the lower light cone of the field event, parametrized by a generic spacelike slice of the foliation induced by $v$. The splitting of the two-form $F=F_{0 i} d t \wedge d x^{i}+F_{i j} d x^{i} \wedge d x^{i}$, which lets us identify $\left(F_{0 i}\right)=\mathbf{E}$ as the electric field and $\left(F_{i j} \epsilon^{i j k}\right)=\mathbf{B}$ as the magnetic field, only has meaning with respect to an inertial frame! Therefore, we must refer Eq. (2.16) to an inertial frame. Then, writing down the vector components by Greek letters, we obtain, returning back to source kinematical variables

$$
\begin{align*}
F_{\alpha \beta}(x)= & \int_{I_{\mathrm{r}}(x)} d w \rho_{0} \frac{v_{\alpha} e_{1} \beta-v_{\beta} e_{1_{1} \alpha}}{r}+\frac{1}{2} \int_{I_{\mathrm{r}}(x)} d w \rho_{0} \\
& \times \nabla \cdot v\left(v_{\alpha} e_{1 \beta}-v_{\beta} e_{1 \alpha}\right)+\int_{I_{r}(x)} d w \rho_{0}\left[\left(a_{\alpha} v_{\beta}-a_{\beta} v_{\alpha}\right)\right. \\
& \left.-\left(e_{1 \alpha}\left(a^{1} v_{\beta}+a_{\alpha}\right)-e_{1 \beta}\left(a^{1} v_{\alpha}+a_{2}\right)\right)\right] \tag{2.19}
\end{align*}
$$

where we have taken into account that $d w=\sqrt{g}\left(d^{3} \eta /-v \cdot R\right)$ is the measure or absolute Lorentz-invariant two-content of the retarded null cone of the field event.

The meaning of the three-integral splitting of Eq. (2.19) is as follows:
generalized coulomb field,

$$
C_{\alpha \beta} \equiv \int_{I_{r}(x)} d w \rho^{0} \frac{v_{\alpha} e_{1 \beta}-v_{\beta} e_{1 \alpha}}{r} ;
$$

intermediate-longitudinal field,

$$
\begin{equation*}
I_{\alpha \beta} \equiv \int_{I_{\mathrm{r}}(x)} d \omega \frac{1}{2} \rho_{0} \nabla \cdot v\left(v_{\alpha} e_{1 \beta}-v_{\beta} e_{1 \alpha}\right) ; \tag{2.20}
\end{equation*}
$$

radiation field,

$$
\begin{aligned}
R_{\alpha \beta} \equiv & \int_{L_{r}(x)} d \omega \rho_{0}\left[\left(a_{\alpha} v_{\beta}-a_{\beta} v_{\alpha}\right)-\left(e_{1 \alpha}\left(a^{1} v_{\beta}+a_{\beta}\right)\right.\right. \\
& \left.\left.-e_{1 \beta}\left(a^{1} v_{\alpha}+a_{\alpha}\right)\right)\right]
\end{aligned}
$$

The justification of $C_{\alpha \beta}, I_{\alpha \beta}, R_{\alpha \beta}$ becomes apparent when one goes to the rest system of the integrand two-forms. In this system, it is verified at the fixed source event we work on: $v_{\alpha}=(-1,0), e_{1}=(0, \mathbf{r} /|\mathbf{r}|) ; \mathbf{r}$ being the three-vector which points from the retarded position of the flow of charges to the field point. The Coulomb and radiation fields are direct generalizations of the one-point structureless charge.

The intermediate-longitudinal field is a new one, which has a structure, being longitudinal, similar to the Coulomb
field, but it depends on $r$, like a radiation field. Then the Lorentz-invariant separation between velocity and accelera-tion-radiation fields is only possible for the one-point charge case.

## III. A NEW APPROACH: PROJECTION OPERATOR

The electromagnetic radiation field appears in a number of different forms: acceleration-retarded fields (kinematical source criteria); free fields (dynamical criteria), e.g., $F$ $=F_{\text {retarded }}-F_{\text {advanced }}$; null fields (algebraic criteria); asymptotic developments (Goldberg-Keer theorem, B.M.S. group); etc. None of these methods scarcely may be completely implemented in general relativity, and they are not always equivalent among themselves. Then we consider it quite reasonable to ask ourselves: What do we mean by "radiative field"? Perhaps this question is a methodological one, but even in this case, we must remember what Ginzburg ${ }^{8}$ said: 'In Physics there are many 'perpetual problems' the discussion of which continues for decades... . On the other hand, however, neglect of such methodological types of problems sometimes incurs vengeance!" Our approach to dealing with the problem, i.e., to defining what the radiative field is for us, is a dynamical geometrical one, which takes into account that when the electromagnetic field produced by a given source is measured, one always finds the retarded field, and it shares the maximum number of common features of all the above criteria.

For the moment we shall not invoke "Occam's razor," and shall assume the existence of a projection tensor operator $P^{\alpha \beta}{ }_{\gamma \delta}$, such that when applied to the total electromagnetic field gives us the desired radiative part

$$
\begin{equation*}
R_{\alpha \beta} \equiv P_{\alpha \beta}{ }^{\gamma \delta} F_{\gamma \delta} . \tag{3.1}
\end{equation*}
$$

It is easily found that $P_{\alpha \beta \gamma \delta}$ is antisymmetric in each of the index pairs $\alpha \beta$ and $\gamma \delta$, but is symmetric under interchange of the pairs.

It is clear that the problem now has been shifted to find $P_{\alpha \beta \gamma \delta}$. What are the advantages to introducing this new entity? First of all, if we can find a reasonable system of firstorder partial differential equations for it, we shall have a criteria based on dynamical-geometric equations that when applying the strong equivalence principle will be valid in general relativity. Second, it is therefore a local field criteria. Third, it implies a new concept of the electromagnetic field, which we view now as the pair $\{P, F\}$, the contraction $\langle P, F\rangle$ being the radiative part.

The algebraic-partial differential system that we propose is as follows:

$$
\begin{align*}
& * F_{[\alpha \beta, \gamma]}-4 \pi * j_{[\alpha \beta \gamma]}=0,  \tag{3.2a}\\
& F_{[\alpha \beta, \gamma]}=0,  \tag{3.2b}\\
& P_{\alpha \beta \mu v}-P_{\alpha \beta \gamma \delta} P^{\gamma \delta}{ }_{\mu v}=0,  \tag{3.2c}\\
& P_{\alpha \beta \mu \nu} F^{\alpha \beta} F^{\mu \nu}=0,  \tag{3.2~d}\\
& \epsilon_{\alpha \beta \gamma \delta} P^{\alpha \beta \mu v} P^{\gamma \delta \tau \sigma} F_{\mu \nu} F_{\tau \sigma}=0,  \tag{3.2e}\\
& P_{[\alpha \beta}^{\gamma \delta} F_{\gamma \delta, v]}+P_{[\alpha \beta, v]}^{\gamma \delta} F_{\gamma \delta}=0, \tag{3.2f}
\end{align*}
$$

and boundary conditions in the Sommerfeld sense. We have to mention that, because there is some confusion in the literature. Sommerfeld said quite explicitly that his aim is to ex-
clude incoming radiation. Retarded solutions for spatially bounded sources satisfy his conditions automatically in future null directions. $\left(\mathscr{I}^{+}\right.$is the "future null infinity," the region $t+|\mathbf{r}| \rightarrow+\infty$ at finite $t-|\mathbf{r}|$.)

In system (3.2), the first two equations are Maxwell equations. The third equation simply states that $P$ is a projection tensor. The fourth and fifth equations mean that the radiative field has to be degenerate or algebraically special (they are equivalent to $F_{\alpha \beta} F^{\alpha \beta}=0, * F_{\alpha \beta} F^{\alpha \beta}=0$ ). The sixth equation states that the radiative field is closed. As far as the boundary conditions are concerned, we adopt the Sommerfeld point of view, and explicitly we exclude the homogen-eous-free solutions of the system. Then as Fock has remarked, care must be taken at past infinity, because as one recedes along null straight lines coming in from the past, the retarded field reflects source behavior at even earlier times; a condition on the time dependence of the sources in the past infinity is required in order that the retarded field satisfies Sommerfeld's condition at past null infinity. ${ }^{9}$

We have studied the system (3.2) from the point of view of the differential ideal of Frobenius-Cartan theory, i.e., as an exterior differential system. After a lengthy but easy calculation we have proved that the system verifies the required integrability conditions, and consequently has solutions in any given Riemannian spacetime, i.e., in the presence of gravitational fields. (In the Appendix to the present article we sketch the proof.)

For the one-point structureless charge problem, we have found the solution. The projection tensor referring to the dual bases of the orthonormal tetrad defined in Sec. I is

$$
\begin{equation*}
P=-\left(\omega^{0} \wedge \omega^{2}\right)\left(\omega^{0} \wedge \omega^{2}\right)+\left(\omega^{1} \wedge \omega^{2}\right)\left(\omega^{1} \wedge \omega^{2}\right) \tag{3.3}
\end{equation*}
$$

being expressed with respect to the global inertial frame as follows:

$$
\begin{align*}
P_{\alpha \beta \mu \nu}= & {\left[1 /\left(a^{2}\right)^{2}\right] \delta_{\alpha \beta}^{\alpha^{\prime} \beta^{\prime}} \delta_{\mu \nu}^{\mu^{\prime} v^{\prime}}\left\{-\left(v_{\alpha^{\prime}} a_{\beta^{\prime}}-a^{1} v_{\alpha^{\prime}} e_{1 \beta^{\prime}}\right)\right.} \\
& \left.\times\left(v_{\mu^{\prime}} a_{v^{\prime}}-a^{1} v_{\mu^{\prime}} e_{1 \alpha^{\prime}}\right)+\left(e_{1 \alpha^{\prime}} a_{\beta^{\prime}}, e_{1 \mu^{\prime}} a_{v^{\prime}}\right)\right\}, \tag{3.4}
\end{align*}
$$

where $\delta_{\alpha \beta}^{\alpha^{\prime} \beta^{\prime}}=\delta_{\alpha}^{\alpha^{\prime}} \delta_{\beta}^{\beta^{\prime}}-\delta_{\beta}^{\alpha^{\prime}} \delta_{\alpha}^{\beta^{\prime}}$, and the orthonormal basis has been chosen so that $a=a^{1} e_{1}+a^{2} e_{2}$. Functionally $P$ must be considered as depending on the field event $x$ through the retarded prescription, i.e., $P(x)=P\left(\tau_{\mathrm{r}}(x)\right)$.

The physical and mathematical structure of the projection tensor which corresponds to the electromagnetic field derived in Sec. II of this article can be easily determined if we is taken into account its similarity with the one-point charge solution; in fact, the Coulomb and intermediate two-form integrands are always bivector orthogonal to the radiation two-form integrand.

According to the existence theorem for the system (3.2), it shall be possible to find a tetrad field of one-forms $\left\{W^{i}(x)\right\}$ to refer to the cotangent bundle associated to Minkowski space-time. With respect to this tetrad field, Eq. (2.19) may be expressed as

$$
\begin{align*}
F(x)= & (C I)(x)\left\{W^{0}(x) \wedge W^{1}(x)\right\} \\
& +R(x)\left\{\left(W^{0}(x)-W^{1}(x)\right) \wedge W^{2}(x)\right\} \tag{3.5}
\end{align*}
$$

where
$(C I)(x) W^{0} \wedge W^{1} \equiv-\int_{r_{r}(x)} d \omega \rho_{0}\left[\frac{1}{r}+\frac{1}{2} \nabla \cdot v\right] \omega^{0} \wedge \omega^{1}$,
$R(x)\left(W^{0}-W^{1}\right) \wedge W^{2} \equiv \int_{I_{r}(x)} d \omega \rho_{0}\left(\omega^{0}-\omega^{1}\right) \wedge \omega^{2}$.
Therefore the projection tensor operator will be
$P(x)=-\left(W^{0} \wedge W^{2}\right)\left(W^{0} \wedge W^{2}\right)+\left(W^{1} \wedge W^{2}\right)\left(W^{1} \wedge W^{2}\right)$.
It is interesting to remark that the radiative solution implied by Eqs. (3.6) and (3.7) obeys at least the same properties of usual null fields. In fact, with respect to a global inertial frame $\left\{x^{\alpha}\right\}$, where it is defined $W^{0}(x)-W^{1}(x) \equiv l_{\alpha} d x^{\alpha}$, the radiative field will be expressed as

$$
\begin{equation*}
R_{\alpha \beta}=R(x) l_{\alpha} \wedge W_{\beta}^{2}(x) \tag{3.8}
\end{equation*}
$$

Evidently, here $l_{\alpha}$ is a null one-form: $l^{\alpha} l_{\alpha}=0$, which belongs to the congruence associated to $R_{\alpha \beta}(x)$. Its impulseenergy tensor reduces to

$$
\begin{align*}
T_{\mu \nu}^{(R)} & =(1 / 4 \pi)\left(R_{\mu \lambda} R_{v}^{\lambda}-\frac{1}{4} \eta_{\mu \nu} R_{\alpha \beta} R^{\alpha \beta}\right) \\
& =\frac{R^{2}(x)}{4 \pi} l_{\mu}(x) l_{\nu}(x) \tag{3.9}
\end{align*}
$$

which in view of the lightlike nature of $l_{\alpha}$, satisfies the known relations for null fields

$$
\begin{equation*}
l_{\nu} T^{\nu \mu}=0, \quad T_{\mu}^{\mu}=0, \quad T_{\mu \nu}^{\mu \nu} T_{\mu \nu}=0 \tag{3.10}
\end{equation*}
$$

An inertial observer characterized by its four-velocity $u^{\alpha}$ will measure a flux of energy or density of four-momentum given by

$$
\begin{equation*}
N^{\alpha}(x)=T^{\alpha \beta} u_{\beta}=\left[R^{2}(x) / 4 \pi\right] l_{\beta} u^{\beta} l^{\alpha} \tag{3.11}
\end{equation*}
$$

As $N^{\alpha}$ is proportional to $l^{\alpha}$, it is also a null vector, whose zero component $N^{a} u_{\alpha}$ gives the energy density as measured by this inertial observer.

## APPENDIX: EXISTENCE OF SOLUTIONS

The algebraic-partial differential system (3.2) is analyzed from the point of view of the differential ideal of Fro-benius-Cartan. ${ }^{4}$ Consequently, it will be considered as an exterior differential system, in which $G^{\mu v \sigma \tau}$ is a representation of the metric in the exterior algebra

$$
\begin{align*}
& \omega \equiv F_{\{\alpha \beta \gamma \delta\}}=0, \\
& \stackrel{0}{\alpha} \equiv * F_{[\alpha \beta \gamma]}-4 \pi * j_{[\alpha \beta \gamma]}, \\
& \stackrel{0}{\omega}_{\alpha \beta \gamma \delta} \equiv P_{\alpha \beta \gamma \delta}-G^{\mu v \sigma \tau} P_{\alpha \beta \mu \nu} P_{\sigma \tau \gamma \delta}=0, \\
& \stackrel{0}{\beta} \equiv G^{\alpha \beta \gamma \delta} G^{\mu \nu \rho \sigma} \epsilon^{\lambda \pi \tau 0} P_{\lambda \pi \alpha \beta} P_{r 0 \mu \nu} F_{\gamma \delta} F_{\rho \sigma}=0, \\
& \stackrel{0}{\gamma} \equiv G^{\lambda \pi \alpha \beta} G^{\tau 0 \mu \nu} P_{\lambda \pi 0 \tau} F_{\alpha \beta} F_{\mu \nu}=0,  \tag{A1}\\
& \stackrel{0}{\omega}_{\lambda \pi \nu} \equiv G^{\tau 0 \alpha \beta} P_{[\lambda \pi r 0 v]} F_{\alpha \beta}+P_{[\lambda \pi \tau 0} G^{r 0 \alpha \beta}{ }_{\nu,} F_{\alpha \beta} \\
& +P_{[\lambda \pi \mathrm{O} \tau} G^{0 \tau \alpha \beta} F_{\alpha \beta v]}=0, \\
& \stackrel{1}{\omega}_{\lambda \pi} \equiv d F_{\lambda \pi}-F_{\lambda \pi v} d x^{\nu}=0, \\
& \stackrel{1}{\omega}_{\lambda \pi \pi} \equiv d P_{\lambda \pi r 0}-P_{\lambda \pi \pi 0 \nu} d x^{\nu},
\end{align*}
$$

plus the closure, i.e., the exterior differential of the system (A1), that we symbolically write down

$$
\begin{equation*}
d(\mathbf{A} 1) . \tag{A2}
\end{equation*}
$$

Equations (A1) and (A2) are defined on a 139 -dimensional manifold $N=N\left(\kappa^{\alpha}, F_{\mu v}, P_{\alpha \delta \sigma r}, F_{\alpha \beta \gamma}, P_{r \delta \mu v \tau}\right)$, because the electromagnetic field source and the geometry of the base space (space-time) are considered to be given.

After a lengthy but easy calculation it is proven that we recover system (3.2) when the complete exterior system (A1) and (A2) is restricted to the original manifold, and its integrability conditions are automatically satisfied!

Therefore, the equations we propose to define the radiative electromagnetic field as the contraction $P_{\alpha \beta \gamma \delta} F^{r \delta}$ have solutions. It remains to prove mathematically its uniqueness.
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Weyl-type gauge geometry based on gauging by $G L(4, R)$ and presented in an earlier paper is developed from an alternative point of view, which emphasizes independent geometric objects as the building blocks. This approach avoids most of the elaborate calculations of the earlier paper, and thus contributes to an intuitive understanding. The new building blocks, which are the metric and two different affine connections, uniquely determine the tensorial structures of the earlier paper, and vice versa.

## I. INTRODUCTION

In a previous paper ${ }^{1}$ one of us has proposed a generalization of Weyl's gauging of the metric field by subjecting the metric at each world point of space-time to a bilinear tensorial transformation

$$
\begin{equation*}
g_{\mu \nu}^{\prime}=\Omega_{\mu}{ }^{\rho} \Omega_{v}{ }^{\sigma} g_{\rho \sigma}, \tag{1}
\end{equation*}
$$

where $\Omega_{\mu}{ }^{\rho}$ is some element of $\operatorname{GL}(4, R)$. The transformation preserves the symmetry of the metric and its signature, and the determinant of the metric will continue to be nonzero. In that paper, ${ }^{1}$ a central role was assigned to a structure $A_{\alpha}{ }^{\beta}{ }_{r}$, which was interpreted as the generalization of Weyl's "compensating" vector potential. In particular, $A_{\alpha}{ }^{\beta}{ }_{r}$ is required to obey certain integrability conditions if there is to exist a gauge transformation (1) that reduces the geometry to a conventional Riemannian geometry. Here, $A_{\alpha}{ }^{B}{ }_{r}$ possesses 64 algebraically independent components. Its transformation law, Eq. (4.5) of Ref. 1, involves the components of the metric tensor.

The purpose of the present paper is to describe a somewhat different approach, which leads to the identical geometric structure as in Ref. 1, but by its complementary perspective may afford additional intuitive insight. We shall start from a set of two distinctive fiber bundles, each with its own affine connection. It will turn out that, with the metric given, one of these connections has 40 algebraically independent components, the other 24, and that these two connections determine unambiguously the structure $A_{\alpha}{ }^{\beta}{ }_{\gamma}$. Conversely, given $A_{\alpha}{ }^{\beta}{ }_{\gamma}$, these two connections can be constructed unambiguously. Both connections are geometric objects, that is to say, given its components in one coordinate system cum gauge frame, its components in another coordinate system (with another gauge frame) are unambiguously defined, and without reference to any other structure, such as the metric.

## II. THE SYMMETRY GROUP

The complete symmetry group of Ref. 1 consists of the concatenation of coordinate transformations with (generalized) gauge transformations. Thus a gauge-sensitive vector $U^{\mu}$ would transform as follows:

$$
\begin{equation*}
U^{v}=\frac{\partial x^{\nu}}{\partial x^{\kappa}} \theta_{\rho}{ }^{\kappa} U^{\rho} . \tag{2}
\end{equation*}
$$

The matrix $\theta_{\rho}{ }^{\kappa}$ is the reciprocal of $\Omega_{\mu}{ }^{\rho}$, thus

$$
\begin{equation*}
\Omega_{\mu}{ }^{\rho} \theta_{\rho}{ }^{\kappa}=\delta_{\mu}{ }^{\kappa} . \tag{3}
\end{equation*}
$$

Here the gauge transformation is applied first, followed by the coordinate transformation. This sequence may be reversed,

$$
\begin{equation*}
U^{v}=\theta_{\kappa^{\prime}} \frac{\partial x^{\kappa^{\prime}}}{\partial x^{\rho}} U^{\rho}, \tag{4}
\end{equation*}
$$

and the result will be the same as in Eq. (2) provided the following relation holds:

$$
\begin{equation*}
\theta_{\lambda}{ }^{\nu}=\frac{\partial x^{v^{\prime}}}{\partial x^{\kappa}} \frac{\partial x^{\rho}}{\partial x^{\lambda^{\prime}}} \theta_{\rho}{ }^{\kappa} . \tag{5}
\end{equation*}
$$

Just as in other fiber bundles involving gauge groups and based on either a Minkowski or a general-relativistic spacetime, the gauge group is a normal subgroup of the full symmetry group, with the coordinate transformations forming the factor group. The modification vis-à-vis gauge groups that act on strictly internal degrees of freedom is described by Eqs. (3)-(5), which detail what are to be considered the "same" gauge transformations in different coordinate systems.

In addition to gauge-sensitive vectors (2) there exists, of course, the standard tangent bundle, which defines gaugeinvariant vectors. Gauge-sensitive covariant vectors are gauged with the help of the matrices $\Omega_{\mu}{ }^{\rho}$, and again there exist gauge-invariant covariant vectors as well.

## III. THE TWO AFFINE CONNECTIONS

In order to permit any sensible analysis dealing with gauge-sensitive vectors and tensors, there must be an affine connection defining the parallel displacement of gauge-sensitive vectors

$$
\begin{equation*}
d U^{\nu}=-k_{\mu}{ }_{\kappa}^{\nu} U^{\mu} d x^{\kappa} . \tag{6}
\end{equation*}
$$

This equation implies the existence of a covariant derivative of such a vector field

$$
\begin{equation*}
U^{\nu}{ }_{\mid \kappa} \equiv U^{\nu}{ }_{\kappa}+k_{\mu}^{\nu}{ }_{\kappa} U^{\mu}, \tag{7}
\end{equation*}
$$

and determines the transformation law of $k_{\mu}{ }^{\nu}{ }_{\kappa}$ under com-
bined coordinate and gauge transformations

$$
\begin{align*}
k_{\mu}^{\nu}{ }_{\kappa}^{\prime}= & \frac{\partial x^{\lambda}}{\partial x^{\kappa^{\prime}}} \frac{\partial x^{\rho}}{\partial x^{\mu^{\prime}}}\left[\frac{\partial x^{\nu^{\prime}}}{\partial x^{\sigma}} \theta_{\beta}^{\sigma} \Omega_{\rho}^{\alpha}{k_{\alpha}}^{\beta}{ }_{\lambda}-\frac{\partial^{2} x^{\nu^{\prime}}}{\partial x^{\rho} \partial x^{\lambda}}\right. \\
& \left.-\frac{\partial x^{\nu^{\prime}}}{\partial x^{\sigma}} \Omega_{\rho}^{\alpha} \theta_{\alpha}^{\sigma},{ }_{\lambda}\right] . \tag{8}
\end{align*}
$$

The superscript $v$ and the subscript $\mu$ are "gauge sensitive," whereas the subscript $\kappa$ identifies the component of the oneform and is related to the standard cotangent bundle. Thus $k_{\mu}{ }^{\nu}{ }_{\kappa}$ 's two subscripts play entirely different roles. A requirement either of symmetry or of antisymmetry with respect to the two subscripts could not be maintained under gauge transformations; no such requirement may be imposed.

However, given the metric (1) of this paper, it makes sense to restrict the affine connection (6) by requiring that its covariant derivative vanish, that it be covariantly constant

$$
\begin{equation*}
g_{\mu v \mid \kappa} \equiv g_{\mu v, \kappa}-k_{\mu}{ }^{\rho}{ }_{\kappa} g_{\rho v}-k_{v}{ }^{\rho}{ }_{\kappa} g_{\rho \mu}=0 . \tag{9}
\end{equation*}
$$

This requirement reduces the number of algebraically independent components to those skew symmetric in the subscripts, the torsion, according to standard derivations. With the help of Christoffel symbols and the torsion $t_{\mu}{ }^{\nu}{ }_{\kappa}, k_{\mu}{ }^{\nu}{ }_{\kappa}$ can be written in the form

$$
\begin{align*}
& k_{\mu}{ }^{\nu}{ }_{\kappa}=\left\{{ }_{\mu}{ }^{\nu}{ }_{\kappa}\right\}+t^{\nu}{ }_{\mu \kappa}+t_{\mu \kappa}{ }^{\nu}+t_{\kappa \mu}{ }^{\nu},  \tag{10}\\
& t^{\nu}{ }_{\mu \kappa} \equiv k_{[\mu}{ }^{v}{ }_{k]} .
\end{align*}
$$

There is no implication that the torsion has simple transformation properties under gauge transformations. With respect to pure coordinate transformations it behaves as a tensor.

From the affine connection $k_{\mu}{ }^{\nu}{ }_{\kappa}$ one can construct a curvature tensor $K^{\nu}{ }_{\mu \kappa \lambda}$, which arises as the commutator of two covariant differentiations
$U^{\mu}{ }_{\mid \kappa \lambda}-U_{\mid \lambda \kappa}^{\mu} \equiv K^{\mu}{ }_{\nu \kappa \lambda} U^{\nu}$,
$K_{\nu \kappa \lambda}^{\mu} \equiv k_{v}{ }_{\kappa, \lambda}-k_{v}{ }_{\lambda, \kappa}-{k_{\rho}}^{\mu}{ }_{\kappa} k_{v}{ }^{\rho}{ }_{\lambda}+k_{\rho}{ }^{\mu}{ }_{\lambda} k_{\nu}{ }^{\rho}{ }_{\kappa}$.
In its covariant version,

$$
\begin{equation*}
K_{\mu \nu \kappa \lambda} \equiv g_{\mu \rho} K^{\rho}{ }_{\nu \kappa \lambda} \tag{12}
\end{equation*}
$$

this curvature tensor is gauge sensitive with respect to the first two indices, skew symmetric with respect to them (because the affine connection is metric), and gauge invariant as well as skew symmetric with respect to the last index pair. It does not satisfy the usual triple (Jacobi) relation, which, if valid, would involve three indices with different transformation properties. However, the Bianchi differential identities are satisfied.

The curvature tensor $K^{\mu}{ }_{\nu \kappa \lambda}$ is but one example of tensors arising naturally, some of whose indices are gauge sensitive, others of which are gauge invariant. To be able to carry on a general analysis one needs a second affine connection, the latter permitting parallel displacement of gauge-invariant vectors

$$
\begin{equation*}
d V^{\mu}=-\lambda_{v}{ }_{x}{ }_{x} V^{v} d x^{\kappa} \tag{13}
\end{equation*}
$$

The affine connection $\lambda_{\nu}{ }^{\mu}{ }_{\kappa}$ cannot be tied to the metric. As it is to be connected with gauge-invariant operations, its transformation law is that of an ordinary affine connection

$$
\begin{equation*}
\lambda_{\nu}^{\mu}{ }_{\kappa}^{\prime}=\frac{\partial x^{\sigma} \partial x^{\lambda}}{\partial x^{\nu} \partial x^{\kappa^{\prime}}}\left(\frac{\partial x^{\mu^{\prime}}}{\partial x^{\rho}} \lambda_{\sigma} \rho_{\lambda}-\frac{\partial^{2} x^{\mu^{\prime}}}{\partial x^{\sigma} \partial x^{\lambda}}\right) \tag{14}
\end{equation*}
$$

even in the presence of gauge transformations. With this transformation law $\lambda_{v}{ }^{\mu}{ }_{\kappa}$ can be restricted by the requirement that it be symmetric with respect to its two subscripts, that its torsion vanish. With this assumption made, $\lambda_{\nu}{ }^{\mu}{ }_{\kappa}$ has but 40 algebraically independent components.

Again, the affine connection permits the construction of a curvature tensor, in precise analogy to Eq. (11). This curvature tensor $\Delta^{\mu}{ }_{v \kappa \lambda}$ will be skew symmetric with respect to its last two indices, and it will satisfy the algebraic triple relations with respect to its three subscripts, as well as the differential Bianchi identities. As there is no way to lower its superscript, no relation analogous to the skew symmetry of $K^{\mu}{ }_{v \kappa \lambda}$, Eq. (12), with respect to $\mu$ and $v$, can be postulated in an invariant manner.

## IV. RELATIONSHIP TO $A_{v}{ }^{\mu}{ }_{\kappa}$

With respect to pure coordinate transformations the two affine connections ${k_{\nu}}^{\mu}{ }_{\kappa}$ and $\lambda_{\nu}{ }^{\mu}{ }_{\kappa}$ satisfy the same transformation law (14), hence their difference, though not a geometric object under gauge transformations, is a tensor under pure coordinate transformations. This difference is the structure $A_{v}{ }^{\mu}{ }_{\kappa}$ of Ref. 1

$$
\begin{equation*}
A_{v}{ }^{\mu}{ }_{\kappa}=\lambda_{v}{ }_{\kappa}{ }_{\kappa}-k_{v}{ }^{\mu}{ }_{\kappa} \tag{15}
\end{equation*}
$$

Given the two affine connections, $A_{\nu}{ }^{\mu}{ }_{\kappa}$ is fully determined.
Conversely, the two affine connections are uniquely determined if the metric and $A_{v}{ }^{\mu}{ }_{\kappa}$ are known. Because by assumption $\lambda_{\nu}{ }^{\mu}{ }_{\kappa}$ is symmetric in its subscripts, it follows from Eq. (15) that

$$
\begin{equation*}
t_{\nu}{ }^{\mu}{ }_{\kappa}=-A_{[\nu}{ }_{\kappa}^{\mu}{ }_{\kappa]} . \tag{16}
\end{equation*}
$$

With this information the affine connection $k_{v}{ }^{\mu}{ }_{\kappa}$ can be constructed on the basis of Eq. (10). Once $k_{\nu}{ }^{\mu}{ }_{\kappa}$ has been determined, $\lambda_{\nu}{ }^{\mu}{ }_{\lambda}$ is obtained from Eq. (15).

## V. CONCLUSION

The route described in this paper starts from three geometric objects under the combined group of coordinate and gauge transformations, the metric and the two affine connections. It recovers the results of Ref. 1 without elaborate calculations. By contrast, the earlier paper ${ }^{1}$ took as its point of departure the structure $A_{v}{ }_{\lambda}{ }_{\lambda}$, whose transformation law under gauge transformations explicitly involves the metric as well, but which is a tensor under pure coordinate transformations. Either way, the number of algebraically independent field variables in this formalism is 10 at the differential level of the metric, and 64 at the level of the affine connections. Possibilities of physical theories based on this formalism will be discussed elsewhere.
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#### Abstract

After showing that Rosen's bimetric theory of gravity is a harmonic map, the geometry of the tendimensional harmonic mapping space (HMS), and of its nine-dimensional symmetric submanifolds, which are the leaves of the codimension one foliation of the HMS, is detailed. Both structures are global affinely symmetric spaces. For each, the metric, connections, and Riemann, Ricci, and scalar curvatures are given. The Killing vectors in each case are also worked out and related to the "conserved quantities" naturally associated with the harmonic mapping character of the theory. The structure of the Rosen HMS is very much like that determined by the DeWitt metric on the six-dimensional Wheeler superspace of all positive definite three-dimensional metrics. It is clear that a slight modification of the Rosen HMS metric will yield the corresponding metric on the space of all four-dimensional metrics of Lorentz signature. Finally, interesting avenues of further research are indicated, particularly with respect to the structure and comparison of Lagrangian-based gravitational theories which are similar to Einstein's general relativity.


## I. INTRODUCTION

One of us recently showed that Rosen's bimetric theory of gravity ${ }^{1}$ is a harmonic map. ${ }^{2}$ Because of the interest in harmonic maps themselves and in their application as mathematical models for physical theories, ${ }^{3}$ it is important to work out the details of this unusual case. This is particularly true since the bimetric theory constitutes an example involving a hyperbolic manifold-the domain of the harmonic map is four-dimensional space-time. Very little has been done on such instances. ${ }^{4}$ Furthermore, the harmonic mapping space (HMS) in the Rosen case turns out to be a very interesting ten-dimensional space, a generalization of Wheeler's superspace of all positive-definite three-metrics to one of all Lorentz four-dimensional metrics. The metric on this ten-dimensional HMS is a natural generalization of the DeWitt metric ${ }^{5}$ on superspace.

In Sec. II we give the basic structure of Rosen's bimetric theory of gravity, indicating its harmonic mapping character. After discussing the geometry of the DeWitt metric very briefly in Sec. III, we work out the geometric characteristics of its Rosen harmonic mapping generalization in Sec. IV. We calculate the connection coefficients and curvature components for it and for its nine-dimensional leaves, which are symmetric submanifolds, and then in Sec. V determine the number and form of the Killing vectors, comparing these results with the corresponding ones obtained in the DeWitt case. In Sec. VI, we discuss briefly the "conserved quantities" associated with the Killing vectors and, in the final section, indicate two avenues for further work, the examination of other related gravitational theories and the detailed study of harmonic maps defined on noncompact hyperbolic spaces, particularly the existence, uniqueness, and construc-
tion of their solutions

## II. ROSEN'S BIMETRIC THEORY AS A HARMONIC MAPPING

As its name indicates, Rosen's theory employs two metrics

$$
\begin{equation*}
d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
d \sigma^{2}=\gamma_{\mu \nu} d x^{\mu} d x^{\nu} \tag{2}
\end{equation*}
$$

Here $g_{\mu \nu}$ is the metric potential characterizing the interaction between mass-energy and gravity. It has as its source localized distributions of mass-energy. The $\gamma_{\mu \nu}$, in contrast, is a background metric, usually considered flat. It constitutes, therefore, a "prior geometry"-and, as such, may have various physical interpretations.

The gravitational Lagrangian density is

$$
\begin{align*}
\mathscr{L}_{g}= & (-\gamma)^{1 / 2} g^{\alpha \beta} g^{\lambda \rho} \gamma^{\sigma \tau}\left(\frac{1}{4} g_{\alpha \lambda \mid \sigma} g_{\beta \rho \mid \tau}\right. \\
& \left.-\frac{1}{8} g_{\alpha \beta \mid \sigma} g_{v \rho \mid \tau}\right) . \tag{3}
\end{align*}
$$

Here a vertical bar ("|'") denotes covariant differentiation with respect to $\gamma_{\mu \nu}$, and a colon(":") that with respect to $g_{\mu \nu}$. Let $\gamma \equiv \operatorname{det} \gamma_{\mu \nu}$. The usual variation of the full Lagrangian action yields the field equations

$$
\begin{equation*}
N_{\mu \nu}-\frac{1}{2} g_{\mu \nu} N=-8 \pi \kappa T_{\mu \nu} \tag{4a}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{\mu \nu} \equiv \frac{1}{2} \gamma^{\alpha \beta} g_{\mu \nu \mid \alpha \beta}-\frac{1}{2} \gamma^{\alpha \beta} g^{\lambda \rho} g_{\mu \lambda \mid \alpha} g_{\nu \rho \mid \beta} . \tag{4b}
\end{equation*}
$$

We also have the conservation laws

$$
\begin{equation*}
T_{\mu}{ }^{v}: \nu=0 \tag{5}
\end{equation*}
$$

and the empty-space field equations

$$
\begin{equation*}
N_{\mu \nu}=0 \tag{4c}
\end{equation*}
$$

There are two principle reasons for introducing theories like Rosen's as alternatives to general relativity. One is to provide a reasonable devil's advocate to black holes ${ }^{6-8}$-and a remedy for the existence of singularities in other theories. ${ }^{6}$ In Rosen's bimetric theory, for instance, a study of the spherically symmetric solution to the field equations shows that, although highly collapsed objects exist, they cannot be black holes, unless they have totally collapsed to a point. Event horizons do not form around extended configurations of mass-energy in Rosen's theory, no matter how concentrated they are. The second motivation for such theories is to incorporate the fundamental rest frame into gravitational theory in a more integral way than general relativity is able to do through the imposition of boundary conditions. ${ }^{6}$ For the purposes of this paper we make no commitment to either motivation. We wish only to indicate why the theory has been proposed and studied.

If the bimetric theory is subjected to the rigors of the PPN tests, ${ }^{9}$ it is found to be a viable alternative to general relativity at that level. However, it fails to predict the "correct" change in period for the binary pulsar PSR $1913+16,{ }^{10}$ due to the existence of gravitational dipole radiation in the theory, and it manifests other anomalies in the structure and characteristics of its gravitational waves. ${ }^{9,7}$ Our primary interest in Rosen's theory here is, though, as a harmonic map. If we have a mapping ${ }^{3,11}$ $\phi: M \rightarrow M^{\prime}, x \rightarrow \phi x \equiv \phi(x)$, where $M$ and $M^{\prime}$ are two pseudoRiemannian manifolds with coordinates $x^{\mu}$ and $\phi^{4}$ and metrics $\gamma_{\mu \nu}(\mathrm{x})$ and $G_{A B}(\phi)$, respectively, it is harmonic if we have an action integral, or energy, relating the two spaces

$$
\begin{equation*}
I=\frac{1}{2} \int \sqrt{|\gamma|} d^{4} x \gamma^{\mu \nu} \frac{\partial \phi^{A}}{\partial x^{\mu}} \frac{\partial \phi^{B}}{\partial x^{v}} G_{A B}(\phi) . \tag{6}
\end{equation*}
$$

By varying this, of course, we obtain the Euler-Lagrange, or field, equations. For further details regarding the theory of harmonic maps and their application to physical theories, see Misner. ${ }^{3}$

Now it can be easily seen ${ }^{2}$ that Rosen's theory is a bona fide harmonic map. A simple change in indices puts the gravitational Lagrangian (3) into the harmonic map form

$$
\begin{equation*}
\mathscr{L}_{g}=G_{A B} \gamma^{\sigma \tau} \phi_{\mid \sigma}^{A} \phi_{\mid \tau}^{B}, \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{A B} \equiv \frac{1}{4} g^{\alpha \lambda} g^{B \rho}-\frac{1}{8} g^{\alpha \beta} g^{\lambda \rho}, \tag{8}
\end{equation*}
$$

and $\phi^{A}=\mathrm{g}_{\alpha \beta}$. It is clear that $G_{A B}=G_{B A}$. However, it is more convenient to use the symmetrized form

$$
\begin{equation*}
G_{A B}=\frac{1}{4} g^{(\alpha|\lambda|} g^{\beta) \rho}-\frac{1}{8} g^{\alpha \beta} g^{\lambda \rho} \tag{9}
\end{equation*}
$$

The inverse metric is

$$
\begin{equation*}
G^{A B} \equiv 4 g_{|\alpha| \lambda \mid} g_{\beta \mid \rho}-2 g_{\alpha \beta} g_{\lambda \rho} \tag{10}
\end{equation*}
$$

so that

$$
\begin{equation*}
G^{A B} G_{B C}=G_{\alpha \beta \lambda \rho} G^{\lambda \rho \mu \nu}=\delta_{(\alpha}^{\mu} \delta_{\beta)}^{\nu} \tag{11}
\end{equation*}
$$

In Eq. (7) the Lagrangian contains covariant derivatives with respect to the background metric, instead of simple partial
derivatives, as given in Eq. (6). This does not alter its harmonic mapping character (the important properties associated with harmonic mappings continue to apply) but prevents the field equations from being written in a simple form with respect to $G_{A B}$ and its connection, except in Minkowski coordinates (see Sec. IV below), for which covariant derivatives are equivalent to simple partial derivatives. From Eqs. (7) and (9) we see that Rosen's theory defines a harmonic mapping from four-dimensional space-time, with signature $(-+++)$, to a ten-dimensional HMS $\mathscr{M}$, in which each component of $g_{\mu \nu}$ is a generalized coordinate. That is, $\mathscr{M}$ is the space of all symmetric matrices with signature $(-+++), S(1,3)$. This space has a signature $(---++++++)$.

It is clearly important to investigate the geometry of this HMS and relate it to the underlying base space and to the theory. There may be insights into the structure of the theory which stem from its harmonic mapping character. For instance, it is known (Misner, private communication) that the Killing vectors in the HMS correspond to certain "conserved quantities" in the theory (see Sec. VI below). It turns out that our investigation here will not lead immediately to any profound insights into Rosen's theory itself. But it will reveal some very intriguing characteristics of the HMS, similar to those of Wheeler-DeWitt superspace, and point to other classes of gravitational theories which may prove interesting both in themselves and in their relationship with general relativity.

Before proceeding to discuss the geometry of the tendimensional HMS in Rosen's theory, we summarize the results concerning the six-dimensional Wheeler superspace on which the DeWitt metric lives.

## III. THE ROSEN HMS AND THE DeWITT METRIC

As pointed out above, the metric (9), apart from a factor, is the natural four-dimensional hyperbolic generalization of the DeWitt metric, which is the metric on the superspace of all (spatial) three-dimensional metrics of positive-definite signature. ${ }^{12}$ The geometry of that six-dimensional space has been fully worked out by DeWitt. ${ }^{5}$

The DeWitt metric is given by

$$
\begin{align*}
G^{i j k l} & =\gamma^{1 / 2}\left[\gamma^{(i|k|} \gamma^{j l}-\gamma^{i j} \gamma^{k l}\right]  \tag{12a}\\
G_{i j k l} & =\gamma^{-1 / 2}\left[\gamma_{(i|k|} \gamma_{j l}-\frac{1}{2} \gamma_{i j} \gamma_{k l}\right] \tag{12b}
\end{align*}
$$

where here $\gamma_{i j}$ is a positive definite three-dimensional metric. Then $G^{i j k l}$, as we have mentioned, is a metric on a six-dimensional space $M^{\prime}$, having the signature ( -+++++ ), in which the $\gamma_{i j}$ are generalized coordinates. If we use the fact that a change in the modulus, or determinant, of $\gamma_{i j}$ constitutes a typical "timelike" displacement in $M$ ' and introduce $\zeta$ as a function of $\gamma=\operatorname{det} \gamma_{i j}$ as the "timelike" coordinate, with any other five coordinates $\zeta^{A}$ orthogonal to it, we discover that $M$ ' consists of a set of "nested" five-dimensional submanifolds all having the same intrinsic shape. These leaves are specified by $\zeta,\{\zeta\} \times \bar{M}^{\prime}$, where $\bar{M}^{\prime}$ is the leaf which passes through the identity, and their geometry is described by the positive-definite metric $\bar{G}^{(D W)}{ }_{A B}$. It turns out that $\bar{M}^{\prime}$ is asymmetric Einstein space $\left(\bar{R}^{(D W)}{ }_{A B}=K \bar{G}^{(D W)}{ }_{A B}, K\right.$ constant) of negative definite Ricci curvature, upon which
$\operatorname{SL}(3, \mathbb{R})$ acts [with respect to the "squaring action" $k g \tilde{k}$ for $g$ in $\bar{M}^{\prime}, k$ in $\operatorname{SL}(3, \mathbb{R})$, and $\tilde{k}$ the transpose of $k$ ] as the isometry group and $\mathbf{S O}(3)$ as the isotropy group. Futhermore, the natural symmetry on $\mathrm{SL}(3, \mathbb{R}), \tilde{k}^{-1}$, induces a symmetry on $\bar{M}^{\prime}$, which is also an isometry. Therefore, $\bar{M}^{\prime}=\mathrm{SL}(3, \mathrm{R}) / \mathrm{SO}(3)$ is a symmetric homogeneous space. Furthermore, although $\bar{M}^{\prime}$ is geodesically complete, in $M^{\prime}$ itself there is a frontier of infinite curvature at $\zeta=0$, since $R^{(D W)}=-20 / \zeta^{2}$, which all geodesics will hit. For further details, see DeWitt. ${ }^{5}$

In performing our own calculations for the Rosen HMS, we have also checked those of DeWitt. They are essentially correct except that in his expression for the Riemann curvature of $\bar{M}^{\prime}$ there should be a factor of $\frac{1}{2}$. His equation (A26) should read

$$
\begin{aligned}
\bar{R}^{(D W)}{ }_{A B C}^{D}= & \frac{1}{2} \operatorname{tr}\left[\gamma_{B} \gamma^{-1} \gamma_{, A} \gamma^{-1} \gamma_{, C} \frac{\partial \zeta^{D}}{\partial \gamma}\right] \\
& -\frac{1}{2} \operatorname{tr}\left[\gamma_{, A} \gamma^{-1} \gamma_{, B} \gamma^{-1} \gamma_{, C} \frac{\partial \zeta^{D}}{\partial \gamma}\right] .
\end{aligned}
$$

Succeeding calculations are affected by this change. The related curvatures should be

$$
\begin{aligned}
& \bar{R}^{(D W)_{A B C D}}=\frac{1}{2} \gamma^{1 / 2} \operatorname{tr}\left[\gamma^{-1} \gamma_{, D} \gamma^{-1} \gamma_{, C} \gamma^{-1}\right. \\
& \left.\times\left(\gamma_{, A} \gamma^{-1} \gamma_{, B}-\gamma_{, B} \gamma^{-1} \gamma_{, A}\right)\right], \\
& \bar{R}^{(D W)}{ }_{A B}=-\frac{3}{4} \bar{G}^{(D W)} A B, \quad \bar{R}^{(D W)}=-40 \xi^{-2}, \\
& R^{(D W)}{ }_{A B}=-\frac{3}{8} \bar{G}^{(D W)}{ }_{A B}, \quad R^{(D W)}=-20 \xi^{-2} .
\end{aligned}
$$

These corrections do not substantially alter any of DeWitt's results. Furthermore, looking at the covariant derivatives of the Riemann curvature tensors for $\bar{M}^{\prime}$ and $M^{\prime}$, respectively, we find that

$$
\begin{aligned}
& \bar{R}^{(D W)}{ }_{A B C}^{D}{ }_{; E}=0, \quad R^{(D W)}{ }_{A B C}{ }_{; E}=0, \\
& R^{(D W)}{ }_{A B C}{ }_{; 0}=-2 \xi^{-1} R^{(D W)}{ }_{A B C}^{D}, \\
& R^{(D W)}{ }_{O B C}{ }^{D} ; E=-\xi^{-1} R^{(D W)}{ }_{E B C}{ }^{D}, \\
& R^{(D W)}{ }_{A O C}{ }^{D}{ }_{; E}=-\zeta^{-1} R^{(D W)}{ }_{A E C}{ }^{D}, \\
& R^{(D W)}{ }_{A B 0^{D}{ }_{; E}=-\xi^{-1} R^{(D W)}{ }_{A B E}^{D}, ~}^{\text {D }} \\
& R^{(D W)}{ }_{A B C}{ }_{; E}=-\xi^{-1} R^{(D W)}{ }_{A B C E}^{A B E}, \\
& R^{(D W)}{ }_{A B C}{ }^{D}{ }_{0}=0 .
\end{aligned}
$$

## IV. THE GEOMETRY OF THE ROSEN TENDIMENSIONAL HMS

In calulating the connection and curvature components of our HMS metric (9), we employ the matrix techniques introduced by DeWitt. We an expose the natural nine-dimensional leaves $\{\zeta\} \times \overline{\mathscr{M}}$ of the foliations of our ten-dimensional HMS $\mathscr{M}$ by choosing $\zeta=\ln g^{1 / 4}$ as the timelike coordinate and moding this out of the rest of the space. Here $g=\left|\operatorname{det} g_{\alpha \beta}\right|$. Thus we have

$$
\begin{equation*}
\mathscr{M}=\mathbf{R} \times \overline{\mathscr{M}}, \quad \overline{\mathscr{M}}=\left\{g_{\alpha \beta} \in \mathscr{M} \mid g=1\right\} \tag{13}
\end{equation*}
$$

Then the metric (9) can be written

$$
\begin{aligned}
G & =G^{\alpha \beta \gamma \delta} d g_{\alpha \beta} \otimes d g_{\gamma \delta} \\
& =-\frac{1}{16} d(\ln g) \otimes d(\ln g)+\frac{1}{4} \operatorname{tr}\left[\bar{g}^{-1} d \bar{g} \otimes \bar{g}^{-1} d \bar{g}\right] \\
& =-d \zeta \otimes d \zeta+\frac{1}{4} \operatorname{tr}\left[\bar{g}^{-1} d \bar{g} \otimes \bar{g}^{-1} d \bar{g}\right]
\end{aligned}
$$

or
$G=-d \zeta \otimes d \zeta+\frac{1}{4} \bar{G}, \quad \bar{G} \equiv \operatorname{tr}\left[\bar{g}^{-1} d \bar{g} \otimes \bar{g}^{-1} d \bar{g}\right]$.
If $\zeta=\ln g^{1 / 4}$ is the new time coordinate in the HMS, then leaves of constant $\zeta$ have orthogonal trajectories, as in the DeWitt case, whose tangent vectors are proportional to

$$
\begin{equation*}
\frac{\partial \xi}{\partial g_{\alpha \beta}}=\frac{1}{4} \frac{1}{g} \frac{\partial g}{\partial g_{\alpha \beta}}=\frac{1}{4} g^{\alpha \beta} \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{\alpha \beta \sigma \tau} \frac{\partial \zeta}{\partial g_{\alpha \beta}}=-g_{\sigma \tau} \tag{16}
\end{equation*}
$$

On the leaves themselves we label a set of coordinates orthogonal to the $\zeta$ coordinate by $\zeta, A=1, \ldots, 9$. From Eq. (15) we have

$$
\begin{equation*}
g^{\alpha \beta} \frac{\partial g_{\alpha \beta}}{\partial \zeta^{A}}=4 \frac{\partial \zeta}{\partial \zeta^{A}}=0 \tag{17}
\end{equation*}
$$

and $\partial g_{\alpha \beta} / \partial \xi$ must satisfy

$$
\begin{align*}
& G^{\alpha \beta \sigma \tau} \frac{\partial g_{\alpha \beta}}{\partial \zeta} \frac{\partial g_{\sigma \tau}}{\partial \zeta^{A}}=0,  \tag{18}\\
& G^{\alpha \beta \gamma \delta} \frac{\partial g_{\alpha \beta}}{\partial \zeta} \frac{\partial g_{\gamma \delta}}{\delta \zeta}=-1 . \tag{19}
\end{align*}
$$

From these relationships, we also have, using Eq. (16),

$$
\begin{equation*}
\frac{\partial g_{\alpha \beta}}{\partial \zeta}=g_{\alpha \beta} \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{\alpha \beta} \frac{\partial \zeta^{A}}{\partial g_{\alpha \beta}}=\frac{\partial \zeta^{A}}{\partial \zeta}=0 \tag{21}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
G^{\alpha \beta \gamma \delta} \frac{\partial g_{\alpha \beta}}{\partial \zeta^{A}} \frac{\partial g_{\gamma \delta}}{\partial \zeta^{B}}=\frac{1}{4} g^{\gamma \alpha} g^{\delta \beta} \frac{\partial g_{\alpha \beta}}{\partial \zeta^{A}} \frac{\partial g_{\gamma \delta}}{\partial \zeta^{B}} \tag{22}
\end{equation*}
$$

Finally, using (18), (19), and (22), our metric (14a) takes the form

$$
G_{A B}=\left(\begin{array}{cc}
-1 & 0  \tag{14b}\\
0 & \frac{1}{4} \bar{G}_{A B}
\end{array}\right), \quad G^{A B}=\left(\begin{array}{cc}
-1 & 0 \\
0 & 4 \bar{G}^{A B}
\end{array}\right)
$$

where

$$
\bar{G}_{A B}=g_{\gamma \alpha}^{-1} g_{\delta \beta}^{-1} \frac{\partial g_{\alpha \beta}}{\partial \zeta^{A}} \frac{\partial g_{\gamma \delta}}{\partial \zeta^{B}}
$$

or

$$
\begin{equation*}
\bar{G}_{A B}=\operatorname{tr}\left[g^{-1} g_{, A} g^{-1} g_{, B}\right] \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{G}^{A B}=\operatorname{tr}\left[g\left(\frac{\partial \zeta^{A}}{\partial g}\right) g\left(\frac{\partial \zeta^{B}}{\partial g}\right)\right] \tag{24}
\end{equation*}
$$

With the appropriate changes, all the relations DeWitt derives for his metric carry over in the Rosen case. We obtain the working identities

$$
\begin{equation*}
\operatorname{tr}\left(g_{, A} \frac{\partial \zeta^{B}}{\partial g}\right)=\delta_{A}^{B} \tag{25}
\end{equation*}
$$

$$
\begin{align*}
& \operatorname{tr}\left(g \frac{\partial \zeta^{A}}{\partial g}\right)=0  \tag{26}\\
& \operatorname{tr}\left(g^{-1} \frac{\partial g}{\partial \zeta^{A}}\right)=0  \tag{27}\\
& \operatorname{tr}\left[g^{-1}\left(g_{A B}-g_{A} g^{-1} g_{, B}\right)\right]=0,
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial g_{\alpha \beta}}{\partial \zeta^{A}} \frac{\partial \zeta^{A}}{\partial g_{\gamma \delta}}=\delta_{(\alpha}^{\gamma} \delta_{\beta)}^{\delta}-\frac{1}{4} g_{\alpha \beta} g^{\gamma \delta} \tag{29}
\end{equation*}
$$

And for arbitrary $4 \times 4$ matrices $M$ and $N$ we have

$$
\begin{align*}
& \operatorname{tr}\left(g_{A A} \mathbf{M}\right) \operatorname{tr}\left(\mathbf{N} \frac{\partial \zeta^{A}}{\partial g}\right) \\
& \quad=\frac{1}{2} \operatorname{tr}(\mathbf{M N}+\mathbf{M} \tilde{\mathbf{N}})-\frac{1}{4} \operatorname{tr}(g \mathbf{M}) \operatorname{tr}\left(g^{-1} \mathbf{N}\right)  \tag{30}\\
& \left.\operatorname{tr}\left(g_{, A B} \mathbf{M}\right) \operatorname{tr}\left(\mathbf{N} \frac{\partial \zeta^{B}}{\partial g}\right)+\operatorname{tr}\left(g_{, B} \mathbf{M}\right) \operatorname{tr}\left[\mathbf{N}\left(\frac{\partial \zeta^{B}}{\partial g}\right)\right)_{A}\right] \\
& \quad=-\frac{1}{4} \operatorname{tr}\left(g_{, A} \mathbf{M}\right) \operatorname{tr}\left(g^{-1} \mathbf{N}\right)+\frac{1}{4} \operatorname{tr}(g \mathbf{M}) \operatorname{tr}\left(g^{-1} g_{, A} g^{-1} \mathbf{N}\right) \tag{31}
\end{align*}
$$

and

$$
\begin{align*}
& \operatorname{tr}\left[\frac{\partial g}{\partial \xi^{A}} \mathbf{M} \frac{\partial \zeta^{A}}{\partial g} \mathbf{N}\right] \\
& \quad=\frac{1}{2} \operatorname{tr} \mathbf{M} \operatorname{tr} \mathbf{N}+\frac{1}{2} \operatorname{tr}(\mathbf{M} \tilde{\mathbf{N}})-\frac{1}{4} \operatorname{tr}\left[g \mathbf{M} g^{-1} \mathbf{N}\right] \tag{32}
\end{align*}
$$

As in DeWitt ${ }^{5}$ these relationships are used to give the connection coefficients and the curvature components of both $\mathscr{M}$ and $\{\zeta\} \times \overline{\mathscr{M}}$ from the metrics (14), and (23) and (24). For the nine-dimensional submanifold $\{\zeta\} \times \bar{M}$, with metric ${ }_{4} \bar{G}_{A B}$ we have

$$
\begin{align*}
& \bar{G}_{A C} \bar{G}^{C B}=\delta_{A}^{B},  \tag{33}\\
& \bar{\Gamma}_{A B C}=\frac{1}{8}\left(\bar{G}_{A C, B}+\bar{G}_{B C, A}-\bar{G}_{A B, C}\right) \\
& =\frac{1}{8} \operatorname{tr}\left[g _ { , c } g ^ { - 1 } \left(-g_{, A} g^{-1} g_{, B}\right.\right. \\
& \left.-g_{, B} g^{-1} g_{, A}+2 g_{A B} \mid g^{-1}\right],  \tag{34}\\
& \bar{\Gamma}_{A B}{ }^{c}=\operatorname{tr}\left[\left(-g_{A A} g^{-1} g_{, B}+g_{A B}\right) \frac{\partial \zeta^{c}}{\partial g}\right],  \tag{35}\\
& \bar{R}_{A B C}{ }^{D}=\frac{1}{2} \operatorname{tr}\left[g _ { , C } g ^ { - 1 } \left(-g_{A} g^{-1} g_{, B}\right.\right. \\
& \left.\left.-g_{, B} g^{-1} g_{A}\right) \frac{\partial \zeta^{D}}{\partial g}\right],  \tag{36}\\
& \bar{R}_{A B C D}=\frac{1}{8} \operatorname{tr}\left[g ^ { - 1 } g _ { , D } g ^ { - 1 } g _ { , C } g ^ { - 1 } \left(g_{, A} g^{-1} g_{, B}\right.\right. \\
& \left.-g_{, B} g^{-1} g_{A A}\right] \text {, }  \tag{37}\\
& \bar{R}_{A B C}{ }^{D} ; E=0,  \tag{38}\\
& \bar{R}_{A B}=-4\left(\frac{1}{4} \bar{G}_{A B}\right)=-\bar{G}_{A B}, \quad \bar{R}=-36 . \tag{39}
\end{align*}
$$

Therefore, each $\{\zeta\} \times \overline{\mathscr{M}}$ is a symmetric Einstein space. However, it does not have constant Gaussian curvature, and is not maximally symmetric, contrary to what was incorrectly stated in Stoeger. ${ }^{2}$ In fact, we shall show below that each $\{\zeta\} \times \overline{\mathscr{M}}$ has 15 Killing vectors; if it were maximally symmetric it would have $45, N(N+1) / 2$. Likewise, the five-dimensional DeWitt submanifolds are symmetric spaces, but, contrary to what DeWitt ${ }^{5}$ states and Stoeger ${ }^{2}$ quotes in his preliminary report, they do not have constant Gaussian curvature either, and therefore are not maximally symmetric. They possess just eight Killing vectors, instead of the 15
maximum allowable. In both cases, for there to be constant Gaussian curvature, we would have to have

$$
\begin{align*}
& \bar{R}_{A B C D}=K a^{2}\left(\bar{G}_{D A} \bar{G}_{C B}-\bar{G}_{D B} \bar{G}_{C A}\right) \\
& K \equiv[1 / N(N-1)] \bar{R} \tag{40}
\end{align*}
$$

In DeWitt's case, $a=\gamma^{1 / 2}$; in Rosen' bimetric case, $a=\frac{1}{4}$. Equation (39) is not enough. It is impossible to break Eq. (37) into the form (40). The trace there cannot be separated into a difference of a product of traces.

Moving on to consider the full HMS $\mathscr{M}$, keeping $A, B$, $C$, etc. $=1,2, \ldots, 9$, and denoting components in the $\zeta$ direction by 0 indices, we have, similar to the DeWitt case, but with some notable differences

$$
\begin{align*}
& \Gamma_{A B}^{c}=\bar{\Gamma}_{A B}^{c}  \tag{41}\\
& \Gamma_{A B}^{0}=0  \tag{42}\\
& \Gamma_{A 0}^{B}=0  \tag{43}\\
& \Gamma_{A 0}^{0}=\Gamma_{00}^{A}=\Gamma_{00}^{0}=0,  \tag{44}\\
& R_{A B C}{ }^{D}=\bar{R}_{A B C}{ }^{D}  \tag{45}\\
& R_{A B C}{ }^{0}=R_{0 A B}^{D}=R_{A O B}^{D}=R_{A B O}{ }^{D}, \text { etc. }=0 \tag{46}
\end{align*}
$$

(all components with 0's vanish),

$$
\begin{align*}
& R_{B C}=-\frac{3}{4} \bar{G}_{B C}, \quad R_{A 0}=0, \quad R_{00}=0  \tag{47}\\
& R=-\frac{3}{4}(4) \bar{\delta}_{B}^{B}=-27 \tag{48}
\end{align*}
$$

Finally, we have the derivatives of the Riemann tensor

$$
\begin{align*}
& R_{A B C}{ }^{D} ; E=0, \quad E=1,2, \ldots, 9,  \tag{49}\\
& R_{A B C}{ }^{D} ; 0  \tag{50a}\\
& R_{0 B C}{ }^{D}=0,  \tag{50b}\\
& R_{A B C}=R_{A O C}^{D}{ }^{D}=0 . \tag{50c}
\end{align*}
$$

Thus, $\mathscr{M}$ is not an Einstein space [see Eq. (47)], but is locally affine symmetric with respect to the connection defined by the metric (9), as well as its nine-dimensional leaves, with respect to the induced metric connection. In fact, as may be seen, $\mathscr{M}$ and $\overline{\mathscr{M}}$ are globally affine symmetric spaces when equipped with the squaring action of $\mathrm{GL}^{+}(4, R)$ and with the involution taking $g \in \mathscr{M}$ to $I_{1,3} \tilde{g}^{-1} I_{1,3} \in \mathscr{M}$. Here $I_{1,3}$ $=\operatorname{diag}(-1,1,1,1)$.

There are several obvious differences between the geometry of superspace, on which the DeWitt metric lives, and the HMS of Rosen's bimetric theory of gravity. Besides the difference in signature $-(---++++++)$ for Rosen and ( -+++++ ) for DeWitt-and the abovementioned locally affine symmetric space structure of $\mathscr{M}$, which is lacking on $M^{\prime}$ (although both show a globally affine symmetric space structure on the leaves), there is no frontier in the Rosen case where the curvature goes to infinity. As pointed out above, this is at $\zeta=0$ in Wheeler-DeWitt superspace $M^{\prime}$. The source of this difference, which also accounts for the lack of a locally affine symmetric space structure on $M^{\prime}$, is the presence of $\gamma^{1 / 2}$ in the DeWitt metric-so that the timelike coordinate in superspace is of the form $\zeta$ $\equiv(32 / 3)^{1 / 2} \gamma^{1 / 4}$. The Rosen HMS metric lacks a corresponding factor of $g^{1 / 2}$, enabling the timelike coordinate in $\mathscr{M}$ to be written $\zeta \equiv \ln g^{1 / 4}$.

Finally, in the DeWitt case the leaf which passes through the identity $\bar{M}^{\prime}$ can be identified with the coset space

$$
\bar{M}^{\prime}=\mathrm{SL}(3, \mathbb{R}) / \mathrm{SO}(3)
$$

with the canonical connection. We might remark that in the DeWitt case $M^{\prime}$ does have the coset space structure

$$
M^{\prime}=\mathrm{GL}^{+}(3, \mathrm{R}) / \mathrm{SO}(3)
$$

but the dilation factor in the metric (12a) prevents the induced metric connection from being isometric with the canonical connection on $M^{\prime}$ as a coset space. This results in $M^{\prime}$ not being a locally as well as a globally affine symmetric space. However, similar identifications do hold in the Rosen case. As Misner observed (cf. Ref. 3, p. 4517), $\mathscr{M}$ with metric (9) can be identified with the coset space

$$
\mathscr{M}=\mathbf{S}(1,3)=\mathrm{GL}^{+}(4, \mathbb{R}) / \mathrm{SO}(1,3)
$$

with the canonical connection; and its restriction to $\overline{\mathscr{M}}$ is identified with

$$
\overline{\mathscr{M}}=\operatorname{SL}(4, \mathbb{R}) / \mathrm{SO}(1,3) .
$$

We conclude that in the Rosen case $\mathscr{M}$, as well as all of the leaves isometric with $\overline{\mathscr{M}}$, are globally affine symmetric spaces. This result is consistent with the curvature caculations (49), (50a), (50b), and (38).

## V. KILLING VECTORS OF THE ROSEN HMS

As we have implied above, the metric (23) on $\overline{\mathscr{M}}$ is invariant under transformations by the matrices $\operatorname{SL}(4, \mathbb{R})$, with effective action carried only by $\operatorname{SL}(4, \mathbb{R}) /\{I,-I\}$. $\operatorname{SO}(1,3)$ is the isotropy subgroup referenced with respect to $I_{1,3}$. Thus, we are sure from this that the number of Killing vectors admitted by $\overline{\mathscr{M}}$ is at least 15 , the dimension of $\operatorname{SL}(4, \mathbb{R})$.

It can be shown that the metric on the full space $\mathscr{M}$ is invariant under $\mathrm{GL}^{+}(4, \mathrm{R})$, yielding a minimum of 16 Killing vectors on $\mathscr{M}$. In the DeWitt case ${ }^{5}$ the situation is, of course, similar. $\mathrm{SL}(3, \mathbb{R})$ provides effective action on $\bar{M}^{\prime}$ as the isometry group, giving eight Killing vectors. But, because the dilation destroys the isometry of the metric in the $\xi$ direction for this case, $\mathrm{GL}^{+}(\mathbf{3}, \mathbf{R})$ is not the isometry group for $M^{\prime}$, which also is left with just eight Killing vectors.

However, we want to assure ourselves that there are not more "hidden" Killing vectors on $\overline{\mathscr{M}}$ and $\mathscr{M}$. We can do this by looking at the integrability conditions for the Killing equation, which are

$$
\begin{equation*}
L_{\xi}\left(R_{A B C}{ }_{; E_{1} \ldots E_{n}}\right)=0, \quad n=0,1,2 \ldots \tag{51}
\end{equation*}
$$

That is, the Lie derivative of successive covariant derivatives of the Riemann tensor must equal zero. Then, we can apply the theorem. ${ }^{13}$ If the rank of the linear algebraic equations (51) for $\xi_{a}$ and $\xi_{a ; b}$ is $q$, where $\xi_{a}$ are Killing vectors, then the maximal group $G_{r}$ of motions of the $V_{N}$ has $r=\frac{1}{2} N(N+1)-q$ parameters, i.e., the maximum number of Killing vectors is $r$. Application of this theorem in the Rosen and DeWitt cases is particularly simple because of Eqs. (38), (49), and (50) in the Rosen instance and Eqs. (12) for the DeWitt metric. Let us have a brief look at Eqs. (51) for the Rosen HMS.

First, we consider the nine-dimensional submanifold $\overline{\mathscr{M}}$. From Eq. (38) is it obvious that Eqs. (51) will be just

$$
\begin{equation*}
\mathscr{L}_{\xi} \bar{R}_{A B C}{ }^{D}=0 . \tag{52}
\end{equation*}
$$

Furthermore, it is clear that these equations will be algebraic equations for $\xi_{\frac{a}{;} b}$ only-of which there are $\frac{1}{2} N(N-1)$ or 36 . (The equation $\bar{R}_{A B C}{ }_{; E}=0$ automatically assures us, therefore, of at least nine Killing vectors.) How many of these are linearly independent?

Studying Eqs. (52), we discover that there are 252 separate equations corresponding to independent components of $\bar{R}_{A B C}{ }^{D}$ with no two indices the same. Each of these equations has 32 terms. It is only these which affect the rank of the system; equations corresponding to components of $\bar{R}_{A B C}{ }^{D}$ with two or more indices the same will have at most 24 terms and, as we shall see below, will not be able to decrease the rank of the system. Combining the 252 equations we can find the number of the 36 unknowns which are linearly independent. This will give us the rank.

The number of equations needed to reduce the rank by $n$ will be just $2^{n}$. Thus, to reduce it by 8 , we would need 256 equations. But there are only 252 available to us. Therefore, we can reduce the rank by 7 ; it is then $q=36-7=29$. Because of the gap between 29 and 24 , the maximum number of unknowns contained in the other equations of the system, it is clear that there will not be enough of them to reduce the rank further.

Thus, according to the theorem above, the number of Killing vectors admitted by $\overline{\mathscr{M}}$ will be $\frac{1}{2} N(N+1)-q=45-29=16$. However, the dilation invariance condition defining the manifold $\overline{\mathscr{M}}$ gives us another relation which reduces the number to 15 , just the number given by the dimension of $\operatorname{SL}(4, \mathbb{R})$.

When we examine the full space $\mathscr{M}$, we find that the extra equations arising from the covariant derivatives (50a) will not alter the rank from that given by the $\overline{\mathscr{M}}$ system. So the rank will again be 29; and the number of Killing vectors will be $\frac{1}{2} N(N+1)-q=55-29=26$ for the ten-dimensional HMS. However, from the same set of equations we can show that the $\xi_{0 ; E}, E=1, \ldots, 9$, and $\xi_{0}$ are zero, thus reducing the total number of Killing vectors in $\mathscr{M}$ to 16 , the number dictated by the dimension of $\mathrm{GL}^{+}(4, \mathbf{R})$.

In the DeWitt case, a similar analysis leads to the conclusion that the number of Killing vectors is 8 for $\bar{M}$, corresponding to $\operatorname{SL}(3, \mathbb{R})$.

Finally, we can work out the form of these Killing vectors. They will be the infinitesimal transformations $\xi_{\alpha \beta}$ of the metric $g_{\alpha \beta}$,

$$
\begin{align*}
& g_{\alpha \beta}^{\prime}=g_{\alpha \beta}+\xi_{\alpha \beta}, \\
& \text { or } g^{\prime}=\tilde{A} g A, \quad A=\left(e^{-\beta \lambda}\right)_{j}{ }^{l}, \tag{53}
\end{align*}
$$

which leave the HMS metric $G_{A B}$ invariant. Therefore,

$$
\begin{equation*}
\xi_{\alpha \beta}=\frac{d g_{\alpha \beta}}{d \lambda} \tag{54}
\end{equation*}
$$

Carrying out this differentiation, we obtain

$$
\begin{equation*}
\xi_{\alpha \beta}=-g_{(\alpha|\gamma|} \beta_{\beta)}^{\gamma} \tag{55}
\end{equation*}
$$

where $\beta_{\beta}^{\gamma} \in \mathrm{sl}(4, \mathbb{R})$ for $\overline{\mathscr{M}}$, and $\beta_{\beta}^{\gamma} \in \mathrm{gl}(4, \mathbb{R})$ for $\mathscr{M}$. Here, $\operatorname{sl}(4, \mathbb{R})$ and $\mathrm{gl}(4, \mathbb{R})$ are the Lie algebras of $\operatorname{SL}(4, \mathbb{R})$ and $\mathrm{GL}(4, \mathbb{R})$, respectively. Any bases for these two Lie algebras will give the 15 Killing vectors for $\overline{\mathscr{M}}$ and the 16 for $\mathscr{M}$
through Eq. (55). In operator form, they will be, of course, just

$$
\begin{equation*}
X^{(i)}=-g_{(\alpha|\gamma|} \beta_{\beta)}^{\gamma}{ }^{(i)} \frac{\partial}{\partial g_{\alpha \beta}} \tag{56}
\end{equation*}
$$

This form of the Killing vectors in the DeWitt case has already been given by Jantzen ${ }^{14}$ and in a rather unclear expression by Ryan. ${ }^{15}$

In the DeWitt case, in which $\bar{M}^{\prime},=\operatorname{SL}(3, \mathbb{R}) / \mathrm{SO}(3)$, all the information concerning the maximum number of Killing vectors and their particular form may be obtained by determining the automorphisms and inner automorphisms of $\operatorname{SO}(3)$ which extend to the automorphisms of $\operatorname{SL}(3, \mathbb{R})$ and using a theorem of Cartan. ${ }^{16}$ It is not yet clear whether this approach can be extended to the Rosen case, in which $g_{\mu \nu}$ has a Lorentz signature.

These Killing vector fields on the HMS we have been discussing can be used to construct new solutions to the field equations. ${ }^{17}$ If $\phi^{A}$ is a known solution, then there are new solutions $\tilde{\phi}^{B}$, where $\tilde{\phi}^{B}$ is obtained from $\phi^{A}$ by an isometry of the HMS.

## VI. HARMONIC MAPPING "CONSERVED QUANTITIES"

In unpublished work, Misner (private communication) pointed out that, within the context of harmonic mapping theory, each Killing vector in HMS generates a conserved quantity in the given field theory. How does this observation apply to the Rosen bimetric theory? It happens that one must be quite careful in interpreting these quantities, particularly in the Rosen case. The conserved quantities indicated by Misner arise essentially from both the Killing equation and from the harmonic mapping field equations. The former is, of course,

$$
\begin{equation*}
\xi_{A ; B}+\xi_{B ; A}=0 \tag{57}
\end{equation*}
$$

The field equations, when the harmonic mapping action is expressed in the form (6), can be written simply as ${ }^{3}$

$$
\begin{equation*}
\phi_{\mu}^{\prime ;}=0 \tag{58}
\end{equation*}
$$

where $\phi^{A}{ }_{\mu} \equiv \partial \phi^{A} / \partial x^{\mu}$ and where the covariant derivative [which we here express using a semicolon (";")] is with respect to the induced connection $\Gamma_{B \mu}^{A}=\Gamma_{B C}^{A} \partial \phi^{C} / \partial x^{\mu}$, determined by the metric $G_{A B}$. Then it is clear that we have "conserved quantities"

$$
\begin{equation*}
J_{\mu}{ }^{(\xi)}=\xi_{A} \phi_{\mu}^{A}, \tag{59}
\end{equation*}
$$

such that

$$
\begin{equation*}
J_{\mu}^{(\xi) ; \mu}=0 \tag{60}
\end{equation*}
$$

since

$$
J_{\mu}{ }^{(\xi) ; \mu}=\xi_{A}{ }^{\mu \mu} \phi^{A}{ }_{\mu}+\xi_{A} \phi_{\mu}^{A}{ }_{\mu}^{; \mu} .
$$

The second term vanishes because of the field equations (58), and $\xi_{A}{ }^{; \mu}=\xi_{A ; C} \phi^{C \mu}$, which vanishes by virtue of the Killing equation (57).

In Rosen's bimetric theory, however, we cannot represent the field equations, generally speaking, in the form (58), because of the presence of the covariant derivatives with respect to the background metric in the gravitational Lagrangian (7). When the harmonic action contains covariant de-
rivatives, that is, when

$$
\begin{equation*}
I=\frac{1}{2} \int \sqrt{|\gamma|} d^{4} x \gamma^{\mu \nu}(x) \phi_{\mid \mu}^{A} \phi_{\mid \nu}^{B} G_{A B}(\phi), \tag{61}
\end{equation*}
$$

where the vertical bar ("|'") indicates covariant differentiation with respect to the metric $\gamma_{\mu \nu}(x)$, the field equations take the general form

$$
\begin{equation*}
-\gamma^{\mu v} \phi_{B \mid \mu \nu}+\gamma^{\mu v} \Gamma_{A B}^{D} \phi_{\mid \mu}^{A} \phi_{D \mid v}=0, \tag{62}
\end{equation*}
$$

where $\Gamma_{A B}^{D}$ is the connection corresponding to the metric $G_{A B}$. We can only write the field equations in a form like (58), i.e., in terms of a covariant divergence of some quantity with respect to the connection $\Gamma_{B C}^{A}$, when the action contains only partial derivatives. There appears to be no simple generalization of (58) when the action contains covariant derivatives.

Therefore, we can obtain the conserved quantities associated with Rosen's theory by writing $\gamma_{\mu \nu}$ in Minkowski coordinates, so that the covariant derivatives in the action are equivalent to partial derivatives and the field equations can then be written in the form (58). Then we shall have the 16 conserved quantities

$$
\begin{equation*}
J_{\mu_{(\mathbb{R})}}^{(\xi)}=\xi_{A} \phi_{\mu}^{A}=-g_{(\alpha|\gamma|} \beta_{\beta)}^{\gamma} \frac{\partial g^{\alpha \beta}}{\partial x^{\mu}} \tag{63}
\end{equation*}
$$

where $x^{\mu}$ are Minkowski coordinates and $\beta^{r}{ }_{\beta} \in \mathrm{gl}(4, \mathbb{R})$. There does not seem to be any special significance connected with these quantities, other than that the

$$
\begin{equation*}
J_{\mu_{(R)}}^{(\xi) ; \mu}=0 \tag{64}
\end{equation*}
$$

are precisely the projection of the field equations along the 16 Killing vector directions in the HMS. It should be noted that these conserved quantities have an entirely different status than those specified by $T_{\mu}{ }^{\nu}: \nu$ [Eq. (5)]. The connections with respect to which the covariant derivatives are taken are different; in (5) it is with respect the one determined by the dynamical metric $g_{\mu \nu}$. Secondly, the conserved quantities in (62) are strictly gravitational quantities. They do not set any constraints on the mass-energy of the sources, whereas those of Eq. (5) obviously do.

In fact, in discussing Rosen's bimetric theory as a harmonic map, we have limited ourselves to a consideration of the gravitational action, which yields the vacuum field equations (4c). The matter Lagrangian would not, generally speaking, preserve the harmonic mapping form.

## VII. DISCUSSION

Rosen's bimetric theory was first constructed as a gravitational theory and only then recognized as a harmonic map. And so it is intrinsically worthwhile to study its harmonic mapping structure, especially because it is a complete and consistent theory of gravity, and at least marginally viable at the PPN level. Moreover, it is a very complicated and unusual harmonic map-from the Lorentz four-manifold of space-time into a ten-dimensional manifold of signature $(---++++++)$-and one of the few instances of a harmonic map defined on a noncompact hyperbolic manifold.

Finally, as we have seen, the HMS itself is very intriguing and closely related in structure to the well-studied

Wheeler-DeWitt superspace. It is easy to see from both cases what the structure of the closely related space of all Lorentz four-metrics would be like.

Though our analysis of the harmonic mapping character of Rosen's theory has so far yielded few new physical insights-most of what we have done has, instead, highlighted its mathematical structure-there are related avenues of research which now seem promising. Primary among these would be to look at the structure and observational characteristics of the several obvious "relatives" of Rosen's theory, those with similar gravitational actions. Some of these are also bona fide harmonic mappings, with two metrics; several others are not, and, of those, a couple possess only one metric. Examination of this class of theories, which we have already begun, is oriented towards better understanding the mathematical roots of physical characteristics in Lagran-gian-based theories, including general relativity.

It is hoped that by looking at a number of closely related theories, which possess varying similarities and differences, we may obtain a better understanding of how certain observable characteristics, e.g., the existence of event horizons or the gravitational-wave structure, originate in differing mathematical structures.

There are, finally, several other areas of investigation which may prove fruitful. One is the possible use of the tendimensional superspace of all four-dimensional Lorentz metrics, which is closely related to Rosen's HMS. Another on the more purely mathematical side is to work at extending the results of harmonic mapping theory-particularly with respect to the uniqueness, existence, and stability of solu-tions-to cases involving hyperbolic manifolds. Rosen's theory provides a nontrivial example.
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#### Abstract

It is demonstrated that Bose systems can be used to simulate properties of their Fermi partners in thermal bath, provided the spectral property $H_{\mathrm{B}}=P H_{\mathrm{B}} P+(1-P) H_{\mathrm{B}}(1-P), H_{\mathrm{F}}=P H_{\mathrm{B}} P$ can be proved in the state space of the Bose system. The approximation accuracy can be made arbitrarily good by varying the (free) coupling parameter $\lambda \in(0, \infty)$, and permits studying of fermionic partition or correlation functions in a finite volume by means of the standard techniques (Bose:path integral, Monte Carlo, etc).


## I. MOTIVATION

Among many researchers studying numerical (Monte Carlo) simulation of Fermi systems, ${ }^{1-9}$ the so-called pseudofermion method has gained some popularity. ${ }^{3-5}$ Though called pseudofermions, the objects used to replace the traditional Grassmann algebra elements are the commuting $c$ number functions. Since the commuting function ring is used to quantize Bose systems via path integration, in the pseudofermion approach we have in fact the Bose system attributed to the Fermi one of interest.

The customary prejudice is that if no Bose-Fermi (e.g., Coleman's) equivalence can be established, then Bose and Fermi systems are considered disjointedly. On the other hand, our investigations on quantization of spinor fields ${ }^{10}$ have shown that in principle each fermion system (irrespective of the space-time dimensionality) can be embedded in the related (mother) Bose system. In application to lattice models, this embedding observation suggests looking for such Bose systems and such physical situations (temperature and coupling constant regimes) which allow for an unambiguous separation of Fermi contributions from all relevant characteristics of the Bose system. This idea underlies the use of boson expansion methods in the study of finite spin or Fermi lattices, ${ }^{1,12}$ and this of the spin-1 $\frac{1}{2}$ approximation concept for lattice bosons. ${ }^{13}$

Our aim is to investigate a family of Fermi models in one space dimension (for which the Monte Carlo tests are usually performed) to prove that their partition and correlation functions can be arbitrarily well approximated by means of those for the related Bose systems. Since this Bose approximation scheme is considered for a family of solvable models, the reliability of the method can be easily tested against the exact results.

## II. BOSE-FERMI INTERPLAY FOR THE SIMPLEST FERMION MODELS ON A ONE-DIMENSIONAL LATTICE

Let us consider the family of fermion models for which the Monte Carlo simulation was attempted. ${ }^{8,9}$ We shall be interested in the spinless fermion hopping problem

$$
\begin{align*}
& H=-J \sum_{k}\left(c_{k+1}^{*} c_{k}+c_{k}^{*} c_{k+1}\right), \\
& {\left[c_{k}, c_{l}^{*}\right]_{+}=\delta_{k l}, \quad\left[c_{k}, c_{l}\right]_{+}=0} \tag{2.1}
\end{align*}
$$

and its modifications received from (2.1) by adding the different density-density interaction terms

$$
\begin{align*}
& V_{1}=V \sum_{k} n_{k+1} n_{k}, \quad n_{k}=c_{k}^{*} c_{k}, \\
& V_{2}=V \sum_{k}\left(n_{k}-\frac{1}{2}\right)\left(n_{k+1}-\frac{1}{2}\right), \tag{2.2}
\end{align*}
$$

plus (one-flavor case) the lattice Gross-Neveu model

$$
\begin{align*}
H= & \sum_{k}\left\{-J\left(c_{k}^{*} c_{k+1}+c_{k+1}^{*} c_{k}\right)+\Delta(-1)^{k} c_{k}^{*} c_{k}\right. \\
& \left.-\frac{1}{2} V\left(n_{k}-n_{k+1}\right)^{2}\right\} . \tag{2.3}
\end{align*}
$$

The particle number operator $N$ is conserved for each of these models $[H, N]=0, N=\Sigma_{j} n_{j}$, hence the general form of the eigenvectors is immediate

$$
\begin{align*}
& N|f\rangle=n \mid f)  \tag{2.4}\\
& \left.\left.(f)=\sum_{(i)} f_{i_{1}, \ldots, i_{n}} c_{i_{1}}^{*} \ldots c_{i_{n}}^{*} \mid 0\right), \quad c_{j} \mid 0\right)=0, \quad \forall_{j}
\end{align*}
$$

The eigenvalue equations for the problem (2.1) can be written as follows:

$$
\begin{align*}
n=0, & H \mid 0)=0, \\
n=1, & H \mid f)= \\
= & -J \sum_{j=1}^{M}\left(f_{j} c_{j+1}^{*}+f_{j+1} c_{j}^{*} \mid 0\right) \\
n=2, \quad H \mid f)= & \left.\left.-2 J \sum_{j} \frac{1}{2}\left(f_{j-1}+f_{j+1}\right) c_{j}^{*} \right\rvert\, 0\right), \\
& \left.\left.+\left(f_{i j-1}+f_{i-1}+f_{i j+1}\right)\right] c_{i}^{*} c_{j}^{*} \mid 0\right), \tag{2.5}
\end{align*}
$$

$$
\begin{aligned}
n=k, \quad H \mid f)= & -2 J \sum_{i_{1}<\cdots<i_{k}} \sum_{j=i_{1}}^{i_{k}} \frac{1}{2}\left(f_{i_{1} \cdots j-1 \cdots i_{k}}\right. \\
& \left.\left.+f_{i_{1} \cdots j+1 \cdots i_{k}}\right) c_{i_{1}}^{*} \cdots c_{j}^{*} \cdots c_{i_{k}}^{*} \mid 0\right)
\end{aligned}
$$

We assume that our fermions are embedded in the canonical commutation relations (CCR) algebra generated ${ }^{10}$ by operators

$$
\begin{align*}
& {\left[a_{k}, a_{l}^{*}\right]_{-}=\delta_{k l}, \quad\left[a_{k}, a_{l}\right]_{-}=0=\left[a_{k}^{*}, a_{l}^{*}\right]_{-},}  \tag{2.6}\\
& \left.\left.\left.\left.a_{k} \mid 0\right)=c_{k} \mid 0\right)=0, \quad \forall k, \quad a_{k}^{*} \mid 0\right)=c_{k}^{*} \mid 0\right),
\end{align*}
$$

which, according to Refs. 10 and 11, implies that all Fermi states of the Bose system belong to a proper subspace [including $\mid 0)] \mathscr{H}_{\mathrm{F}}$ of the Bose state space $\mathscr{H}_{\mathrm{B}}$, so that

$$
\begin{align*}
|f| & =\mid f)_{\mathbf{F}}=\sum_{i_{1}<\cdots<i_{m}} f_{i_{1} \cdots i_{m}} c_{i_{1}}^{*} \cdots c_{i_{n}}^{*}|0| \\
& =\sum_{i_{1}<\cdots<i_{m}} f_{i_{1} \cdots i_{m}} \cdot \epsilon_{i_{1} \cdots i_{m}} \cdot a_{i_{1}}^{*} \cdots a_{i_{m}}^{*}|0|, \tag{2.7}
\end{align*}
$$

where $\epsilon_{i_{1}, \cdots i_{m}}$ is the completely antisymmetric (Levi-Civita) tensor taking values $0, \pm 1$. Consequently the tensor coefficient $f^{1}=f_{i_{1}, \ldots i_{n}} \cdot \epsilon_{i_{1} \cdots i_{n}}$ is symmetric and vanishes if any two indices coincide.

Let us now enact the following Bose Hamiltonian:

$$
\begin{equation*}
H_{\mathrm{B}}=-J \sum_{k}\left(a_{k}^{*} a_{k+1}+a_{k+1}^{*} a_{k}\right) \tag{2.8}
\end{equation*}
$$

on vectors of the form $(f)$. For $n=2$ we have
where $\dot{f}_{i k}=\epsilon_{i k} f_{i k}$. Now it is enough to observe that given $(i, j), i<j$ implies either $\epsilon_{i k}=\epsilon_{i-1 j}=\epsilon_{i j-1}=\epsilon_{i+1 j}=\epsilon_{i j+1}$, which corresponds to $i<j, i+1<j, i<j-1$, or $\epsilon_{i k}=\epsilon_{i-1 j}$ $=\epsilon_{i j+1}$, which corresponds to $i+1=j$, i.e., $i=j-1$ (then $\stackrel{1}{f}_{i j-1}=0=\stackrel{1}{f}_{i+1 j}$ ). Consequently, the coefficient function $\stackrel{1}{f}_{i j}$, if multiplied by $\epsilon_{i j}$ (note that $\epsilon_{i j}^{2}=0,1$, exactly coincides with this appearing in $\left.\Sigma_{i<j} f_{i j} c_{i}^{*} c_{j}^{*}|0|=\mid f\right)$ provided we exploit the identity

$$
\begin{equation*}
\left.\left.\epsilon_{i j} a_{i}^{*} a_{j}^{*} \mid 0\right)=c_{i}^{*} c_{j}^{*} \mid 0\right) \tag{2.10}
\end{equation*}
$$

implied by the "bosonization" discussions in Refs. 10 and 11.

A generalization to arbitrary $n$ is obvious with the result that eigenstates of $H=H_{\mathrm{F}}$ may happen to be those of $H_{\mathrm{B}}$ (the joint Bose-Fermi spectral problem of Ref. 14)

$$
\begin{align*}
f_{i M+1} & =f_{i 1}, \quad f_{M+1, j}=f_{1 j} \\
& \left.\left.\left.\Rightarrow H_{\mathrm{F}}(f)=\epsilon \mid f\right) \equiv H_{\mathrm{B}}(f)=H_{\mathrm{F}} \mid f\right)=\epsilon \mid f\right) . \tag{2,11}
\end{align*}
$$

It is useful to observe that the operator unit $1_{F}$ of the Fermi algebra plays in $\mathscr{H}_{\mathrm{B}}$ the role of the projection operator

$$
\begin{equation*}
1_{\mathbf{F}} \mathscr{H}_{\mathbf{B}}=\mathscr{H}_{\mathbf{F}}, \tag{2.12}
\end{equation*}
$$

$$
\left.\left.1_{\mathbf{F}} \mid f\right)=\mid f\right) \Leftrightarrow|f| \in \mathscr{H}_{\mathrm{F}}
$$

and because of (2.11) we may expect to have

$$
\left[H_{\mathrm{B}}, 1_{\mathrm{F}}\right]_{-}=0,
$$

$$
\begin{align*}
& \left.H_{B} \mid f\right) \\
& \left.=-J \sum_{i<j} \stackrel{1}{f}_{i j}\left(\stackrel{*}{a}_{i+1} \stackrel{*}{a_{j}}+\stackrel{\stackrel{*}{a}_{j+1}}{ } a_{i}+\stackrel{\stackrel{*}{a}_{i-1}}{\stackrel{*}{a}_{j}}+\stackrel{\stackrel{*}{a}_{j-1}}{\stackrel{*}{a}_{i}}\right) \mid 0\right) \\
& \left.=-J \sum_{i<j}\left(\stackrel{1}{f}_{i-1 j}+\stackrel{1}{f}_{i j-1}+\stackrel{1}{f}_{i+1 j}+\stackrel{1}{f}_{i j+1}\right) \stackrel{*}{a}_{i} \stackrel{*}{a}_{j} \mid 0\right) \text {, } \tag{2.9}
\end{align*}
$$

$$
\begin{align*}
H_{\mathrm{B}} & =1_{\mathrm{F}} H_{\mathrm{B}} 1_{\mathrm{F}}+\left(1-1_{\mathrm{F}}\right) H_{\mathrm{B}}\left(1-1_{\mathrm{F}}\right) \\
& =H_{\mathrm{F}}+\left(1-1_{\mathrm{F}}\right) H_{\mathrm{B}}\left(1-1_{\mathrm{F}}\right), \quad H_{\mathrm{F}}=1_{\mathrm{F}} H_{\mathrm{B}} 1_{\mathrm{F}}, \tag{2.13}
\end{align*}
$$

which is an orthogonal decomposition since $1_{F}\left(1-1_{F}\right)=0$, 1 being the operator unit of the Bose algebra. As a straightforward consequence, we realize then that

$$
\begin{align*}
\mathscr{P}_{\mathrm{B}} & =\operatorname{tr} \exp \left(-\beta H_{\mathrm{B}}\right) \\
& =\operatorname{tr} \exp \left(-\beta H_{\mathrm{F}}\right)+\operatorname{tr} \exp \left[-\beta\left(1-1_{\mathrm{F}}\right) H_{\mathrm{B}}\left(1-1_{\mathrm{F}}\right)\right] \\
& \doteq \mathscr{P}_{\mathrm{F}}+R . \tag{2.14}
\end{align*}
$$

Hence the Bose trace formula includes the Fermi trace formula as a well-defined, but to be extracted, contribution.

Quite analogously, in the case of the bosonic correlation functions

$$
\begin{align*}
& \mathscr{L}_{\mathrm{B}} \rho_{k}\left[\left(m_{1}, \beta_{1}\right), \ldots,\left(m_{k}, \beta_{k}\right)\right] \\
& \quad=\operatorname{tr}\left[\phi_{m_{1}}\left(\beta_{1}\right) \cdots \phi_{m_{k}}\left(\beta_{k}\right) \exp \left(-\beta H_{\mathrm{B}}\right)\right], \tag{2.15}
\end{align*}
$$

$\beta_{1} \leqslant \cdots \leqslant \beta_{k} \leqslant \beta, \quad \phi_{m}(\beta)=\exp \left(\beta H_{\mathrm{B}}\right) \cdot \phi_{m} \cdot \exp \left(-\beta H_{\mathrm{B}}\right)$,
we arrive at

$$
\begin{align*}
&\left(\mathscr{Z}_{\mathrm{F}}+\right.R) p_{k}\left[\left(m_{1} \beta_{1}\right), \ldots,\left(m_{k}, \beta_{k}\right)\right] \\
&= \operatorname{tr}\left[\sigma_{m_{1}}^{1}\left(\beta_{1}\right) \cdots \sigma_{m_{k}}^{1}\left(\beta_{k}\right) \exp \left(-\beta H_{\mathrm{F}}\right)\right] \\
&+R\left[\left(m_{1}, \beta_{1}\right), \ldots,\left(m_{k}, \beta_{k}\right)\right],  \tag{2.16}\\
& \sigma_{m}^{1}(\beta)=\exp \beta H_{\mathrm{F}} \cdot \sigma_{m}^{1} \cdot \exp \left(-\beta H_{\mathrm{F}}\right), \\
& \sigma_{m}^{1} \doteq 1_{\mathrm{F}} \phi_{m} 1_{\mathrm{F}}, \quad \phi_{m}=2^{-1 / 2}\left(a_{m}^{*}+a_{m}\right) .
\end{align*}
$$

Hence, upon dividing both sides of (2.16) by $Z_{F}$, the fermionic contribution explicitly arises in the general formula

$$
\begin{equation*}
\left(\mathscr{Z}_{\mathrm{B}} / \mathscr{Z}_{\mathrm{F}}\right) \rho_{\mathrm{B}}=\rho_{\mathrm{F}}+R / \mathscr{Z}_{\mathrm{F}} \tag{2.17}
\end{equation*}
$$

One problem which remains is that the observation (2.17) is not that useful, unless the spin- $\frac{1}{2}$ lattice (fermionic) contribution can be viewed as dominant.

There is also another big problem (I would like to thank the referee for pointing out the issue): the discussion (2.9)(2.11) does not yet provide the guarantee that the projection $P$ with the properties $H_{F}=P H_{\mathrm{B}} P$ and $H_{\mathrm{B}}=P H_{\mathrm{B}} P$ $+(1-P) H_{\mathrm{B}}(1-P)$ exists in the state space of the general Bose system. At this point it is not useless to mention that the Kac-Moody algebra which is developed in Refs. 15 and 16 is the infinite-dimensional generalization of the Lie algebra. This gives a recursive procedure for writing equations like Eq. (2.17) in terms of initial data, say $q$ and $r$ and all derivatives $q_{x}, q_{x x}, \ldots, r_{x}, r_{x x}, \ldots$ (see, e.g., Sec. 7 of Ref. 16, where the original bosonization of Skyrme ${ }^{17,18}$ and others ${ }^{19}$ is shown for Kac-Moody algebras). Presumably this observation can be used to argue that the projection operator $P$ must exist when the Kac-Moody algebra is well defined.

In the next section we shall give an explicit construction of the projection $P$ for the particular lattice Bose model. From the technical point of view one essential difference, if compared with Refs. 16 and 20, must be emphasized. Namely, it is that in our construction of the Fermi system in the (mother) Bose system, each lattice Bose degree is mapped into the corresponding lattice Fermi degree. This is not the case in Refs. 16 and 20, where it is essential that the so-called
integral lattice is subdivided into the odd and even sublattices. Then, while the lattice boson is defined everywhere, the Fermi operators are attributed to the odd sublattice merely. In connection with different aspects of Fermi-Bose relationships see, e.g., Ref. 21.

## III. EXACT SPECTRAL SOLUTION FOR THE LATTICE HOPPING

We study (alternative procedure) the model (2.1), both in its Fermi and Bose versions $\left\{H_{\mathrm{F}}, c_{k}^{*}, c_{k}\right\}$ and $\left\{H_{\mathrm{B}}, a_{k}^{*}\right.$, $\left.a_{k}\right\}$, respectively. Our aim is to relate them through considering the joint Bose-Fermi spectral problem in the same state space (this of the Bose system). We assume the periodic boundary conditions, which implies that both hopping Hamiltonians can be rewritten in the form

$$
\begin{align*}
& H=-J \sum_{i j=1}^{n} A_{i}^{*} W_{i j} A_{j}, \\
& W_{i j}=\delta_{i j-1}+\delta_{i j+1 z}, \quad i, j=1, \ldots, n, \tag{3.1}
\end{align*}
$$

where the square $n \times n$ matrix $W$ can be given as follows:

$$
\begin{align*}
W & =\sum_{l=0}^{n-1} c_{l} \gamma^{l-1} \\
c_{l} & =\delta_{l 1}+\delta_{l n-1}  \tag{3.2}\\
\gamma^{n} & =1
\end{align*}
$$

$$
\gamma=\left(\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
& & & \cdots & \\
0 & 0 & 0 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0
\end{array}\right)
$$

where $n$ indicates the number of sites in the chain.
Since $W=\gamma+\gamma^{n-1}$ and $\gamma^{n}=1$ the spectral problem for $W$ is solved immediately by making use of
$\gamma f_{k}=\lambda_{k} f_{k}$,
$\lambda_{k}=\exp i(2 \pi / n) k=\varphi^{k}, \quad \varphi=\exp i(2 \pi / n)$,
$k=0,1, \ldots, n-1$,
$f_{k}=\left\{f_{k \alpha}\right\}, \quad \alpha=1,2, \ldots, n$,
$f_{k 1}=1, f_{k 2}=\varphi^{k}, f_{k 3}=\varphi^{2 k}, \ldots, \varphi_{k n}=\varphi^{(n-1) k}$, which yields

$$
\begin{align*}
W f_{k} & =w_{k} f_{k}  \tag{3.4}\\
W_{k} & =\lambda_{k}+\lambda_{k}^{n-1}=\varphi^{-k}\left(1+\varphi^{2 k}\right)=\varphi^{-k}+\varphi^{k} \\
& =2 \cos (2 \pi / n) k
\end{align*}
$$

Vectors $\left\{g_{k}=f_{k} / \sqrt{n}\right\}$ form an orthonormal eigensystem for W

$$
\begin{equation*}
\frac{1}{n}\left(f_{k}, f_{l}\right)=\frac{1}{n} \sum_{q=0}^{n-1} \exp i \frac{2 \pi}{n}(k-l) q=\delta_{k l} \tag{3.5}
\end{equation*}
$$

hence a passage to a new set of conjugate variables is possible

$$
\begin{array}{ll}
\xi_{k}=\sum_{\alpha=1}^{n} \bar{g}_{k \alpha} a_{k}, & \xi_{k}^{*}=\sum_{\alpha=1}^{n} g_{k \alpha} a_{\alpha}^{*}, \\
{\left[\xi_{k}, \xi_{l}^{*}\right]_{-}=\delta_{k l},} & {\left[\xi_{k}, \xi_{l}\right]_{-}=0,} \\
\eta_{k}=\sum_{\alpha=1}^{n} \bar{g}_{k \alpha} c_{\alpha}, & \eta_{k}^{*}=\sum_{\alpha=1}^{n} g_{k \alpha} c_{\alpha}^{*},  \tag{3.6}\\
{\left[\eta_{k}, \eta_{l}^{*}\right]_{+}=\delta_{k l},} & {\left[\eta_{k}, \eta_{l}\right]_{+}=0,}
\end{array}
$$

which implies

$$
\begin{align*}
& H_{\mathrm{B}}=\sum_{k}\left(-2 J \cos \frac{2 \pi}{n} k\right) \xi_{k}^{*} \xi_{k}, \\
& H_{\mathrm{F}}=\sum_{k}\left(-2 J \cos \frac{2 \pi}{n} k\right) \eta_{k}^{*} \eta_{k} . \tag{3.7}
\end{align*}
$$

The respective eigenvectors belong to the $n$-body Fock space of the Bose and Fermi chains, respectively,

$$
\begin{align*}
& \left.\mid p_{1}, \ldots, p_{n}\right)_{\mathrm{F}}={\left.\stackrel{*}{\eta} \boldsymbol{p}_{1} \ldots{ }^{\boldsymbol{\eta}_{\eta}^{p_{n}}} \mid 0\right)_{\mathrm{F}} .} \tag{3.8}
\end{align*}
$$

In the boson case we shall compose the product of two level projections

$$
\begin{equation*}
P=\prod_{k} p_{k}, \quad p_{k}=: \exp \left(-\stackrel{*}{\xi}_{k} \xi_{k}\right):+\stackrel{*}{\xi}_{k}: \exp \left(-{\underset{\xi}{\xi}}_{k} \xi_{k}\right): \xi_{k} \tag{3.9}
\end{equation*}
$$

which has the following properties:

$$
\begin{align*}
& {\left[H_{\mathrm{B}}, P\right]_{-}=0, \quad H_{\mathrm{B}}=P H_{\mathrm{B}} P+(1-P) H_{\mathrm{B}}(1-P),} \\
& P \xi{ }_{k}^{*} P \equiv \sigma_{k}^{+}, \quad P \xi_{k} P \equiv \sigma_{k}^{-}, \quad\left[\sigma_{k}^{-}, \sigma_{k}^{+}\right]_{+}=p_{k}, \\
& {\left[\sigma_{k}^{*}, \sigma_{l}^{\#}\right]_{-}=0, \quad k \neq l,}  \tag{3.10}\\
& \left.\left.P \xi_{1}^{*}{ }_{1}^{k_{1}} \cdots \xi^{*}{ }_{n}^{k_{n}} \mid 0\right)_{\mathrm{B}}=\left(\sigma_{1}^{+}\right)^{k_{1}} \cdots\left(\sigma_{n}^{+}\right)^{k_{n}} \mid 0\right)_{\mathrm{B}}, \quad \text { or } 0, \\
& \left(\sigma_{j}^{ \pm}\right)^{k}=0, \quad k>1 .
\end{align*}
$$

One should here notice the identity

$$
\begin{equation*}
\left.\left.\left(\sigma_{1}^{+}\right)^{k_{1}} \ldots\left(\sigma_{n}^{+}\right)^{k_{n}} \mid 0\right)_{\mathrm{B}}=\xi^{k_{1}} \ldots \xi_{\mathrm{n}}^{\boldsymbol{k}_{\mathrm{n}}} \mid 0\right)_{\mathrm{B}}, \quad \mathrm{k}_{\mathrm{i}} \leqslant 1 \tag{3.11}
\end{equation*}
$$

On the other hand, if we start from the fermion case, then either by using the Jordan-Wigner transformation or by exploiting the embedding of the Fermi (CAR) algebra in the Bose (CCR) algebra (see, e.g., Refs. 10-14), we are able to identify all fermion eigenvectors in the state space of the Bose system (as its Fermi states)

$$
\begin{align*}
\left.\stackrel{\psi}{\eta}_{1}^{p_{1}} \ldots \boldsymbol{\eta}_{n}^{p_{n}} \mid 0\right)_{\mathrm{F}} & \left.=\left(\sigma_{1}^{+}\right)^{p_{1}} \ldots\left(\sigma_{n}^{+}\right)^{p_{n}} \mid 0\right)_{\mathbf{B}} \\
& \left.\left.\left.=\xi_{1}^{p_{1}} \ldots \xi_{n}^{p_{n}} \mid 0\right)_{\mathrm{B}}, \quad \mid 0\right)_{\mathrm{F}}=\mid 0\right)_{\mathbf{B}} . \tag{3.12}
\end{align*}
$$

It automatically follows that

$$
\begin{align*}
& \left.=H_{\mathbf{F}} \stackrel{*}{\eta}_{1}^{\boldsymbol{p}_{1}} \ldots{ }^{*}{ }_{\boldsymbol{\eta}}^{n} \boldsymbol{p}_{n} \mid 0\right)_{\mathbf{B}}, \tag{3.13}
\end{align*}
$$

and in the range of the projection $P$ there holds $P H_{B} P$ $=H_{\mathrm{F}}$.

The relevant observation at this point is that the projection $P$, though defined in terms of $\left\{\xi_{k}, \xi_{k}\right\}$ (and only through $a^{*}, a$ expansions of $\xi_{k} \xi_{k}$, in terms of the initial operators $\left.\left\{a_{k}^{*}, a_{k}\right\}\right)$, is nevertheless a projection on the state (sub-)space $\mathscr{H}_{\mathrm{F}}$ in $\mathscr{H}_{\mathbf{B}}$, including all possible Fermi states of the Bose (CCR) algebra constructed about the Bose vacuum. In fact, either $\left\{a_{k}^{*}, a_{k}\right\}_{1<k<n}$ or $\left\{\xi_{k}, \xi_{k}\right\}_{1<k<n}$ can be used to construct the basis system in the (very same) subspace of $\mathscr{H}_{\mathrm{B}}: P(\xi, \xi) \mathscr{H}_{\mathrm{B}}=\mathscr{H}_{\mathrm{F}}=P\left(a^{*}, a\right) \mathscr{H}_{\mathrm{B}}$.

## IV. FERMI STATES OF THE BOSE SYSTEM: ON SYMMETRY PROPERTIES OF THE FERMI GROUND STATE

It should be emphasized that in the above construction Fermi states of the Bose system correspond to the lowest excitation levels of the latter (i.e., the mother one). This property is quite important with respect to the Bose approximation idea ${ }^{13}$ in application to Fermi systems. The ground state for the Bose and Fermi systems is the same here. On the other hand, the traditional way of thinking requires that the ground state of the Fermi system exhibit an antisymmetry property, while that for bosons is symmetric. Before embarking on the Bose approximant problem, let us clarify this point, by analyzing properties of the harmonic chain

$$
\begin{align*}
& H=\sum_{j} \frac{p_{j}^{2}}{2 m}+\sum_{i<j} \frac{m \omega^{2}}{2}\left(q_{i}-q_{j}\right)^{2},  \tag{4.1}\\
& {\left[q_{i}, p_{j}\right]_{-}=i \delta_{i j}, \quad\left[q_{i}, q_{j}\right]_{-}=0=\left[p_{i}, p_{j}\right]_{-},}
\end{align*}
$$

where
$P=\sum_{i=1}^{N} p_{i}$,
$Q=\frac{1}{N} \sum_{i=1}^{N} q_{i} \Rightarrow \sum_{1<i<j<N}\left(q_{i}-q_{j}\right)^{2}=N \sum_{i=1}^{N} q_{i}^{2}-N^{2} Q^{2}$,

$$
\begin{equation*}
[H, P]_{-}=0 \tag{4.2}
\end{equation*}
$$

allow us to replace $H$ by the new operator ( $m=1$ )

$$
\begin{align*}
H_{0}= & H-(2 N)^{-1} P^{2}=\sum_{i=1}^{N}\left(\frac{p_{i}^{2}}{2}+\frac{N}{2} \omega^{2} q_{i}^{2}\right) \\
& -\left(\frac{1}{2 N} P^{2}+\frac{1}{2} N^{2} \omega^{2} Q^{2}\right) \tag{4.3}
\end{align*}
$$

We use the $N$-site harmonic oscillator basis
$\Omega=\prod_{i=1}^{N}\left(f_{0}\right)_{i}$,
$n_{k} \Omega=f_{0} \otimes \cdots \otimes\left(n f_{0}\right)_{k} \otimes \cdots \otimes f_{0}=0, \quad \forall k$,
$n_{k}=a_{k}^{*} a_{k}, \quad n f_{0}=a^{*} a f_{0}=0$,
$q_{j}=\left(a_{j}^{*}+a_{j}\right)(2 \omega \sqrt{N})^{-1 / 2}, \quad p_{j}=i\left(\frac{\omega \sqrt{N}}{2}\right)^{1 / 2}\left(a_{j}^{*}-a_{j}\right)$,
so that

$$
\begin{align*}
& \omega \sqrt{N}\left(\hat{\eta}+\frac{1}{2}\right) \\
&=\frac{1}{2 N} \sum_{i j} p_{i} p_{j}+\frac{\omega^{2}}{2} \sum_{i j} q_{i} q_{j} \\
&=\omega \sqrt{N}\left\{\frac{1}{2}+\frac{1}{N}\left[\sum_{i=1}^{N} n_{i}+\sum_{i<j}\left(a_{i}^{*} a_{j}+a_{j}^{*} a_{i}\right)\right]\right\} \tag{4.5}
\end{align*}
$$

and

$$
\begin{align*}
& \hat{\eta}=\frac{1}{N}\left[\sum_{i=1}^{N} n_{i}+\sum_{i<j}\left(a_{i}^{*} a_{j}+a_{j}^{*} a_{i}\right)\right],  \tag{4.6}\\
& {\left[a_{i}, a_{j}^{*}\right]_{-}=\delta_{i j}, \quad\left[a_{i}, a_{j}\right]_{-}=0, \quad a_{j} \Omega=0, \quad \forall j}
\end{align*}
$$

where

$$
\left[\sum_{i} n_{i}, \sum_{i<j}\left(a_{i}^{*} a_{j}+a_{j}^{*} a_{i}\right)\right]_{-}=0
$$

We observe that (compare, e.g., the lattice-hopping problem)

$$
\begin{align*}
& \sum_{i<j}\left(a_{i}^{*} a_{j}+a_{j}^{*} a_{i}\right)=\sum_{i, j} a_{i}^{*} \omega_{i j} a_{j}, \quad \omega_{i j}=\left(1-\delta_{i j}\right), \\
& \omega=\sum_{l=0}^{N-1} c_{l} \gamma^{\prime}, \quad c_{l}=\left(1-\delta_{0 l}\right),  \tag{4.7}\\
& \gamma f_{k}=\lambda_{k} f_{k}, \quad g_{k}=(1 / \sqrt{n}) f_{k},
\end{align*}
$$

which implies

$$
\begin{align*}
& \xi_{k}=\sum_{\alpha=1}^{N} \bar{g}_{k \alpha} a_{\alpha}, \quad \xi_{k}=\sum_{\alpha=1}^{N} g_{k \alpha} a_{\alpha}^{*} \\
& {\left[\xi_{k}, \xi_{l}^{*}\right]-=\delta_{k l}, \quad \sum_{\alpha \beta} a_{\alpha}^{*} \omega_{\alpha \beta} a_{\beta}=\sum_{k}\left(\sum_{l} c_{l} \varphi^{k \cdot l}\right) \xi_{k} \xi_{k},} \tag{4.8}
\end{align*}
$$

$k \neq 0 \Rightarrow \sum_{l} c_{l} \varphi^{k \cdot l}=\sum_{l \neq 0} \varphi^{k \cdot l}=-\varphi^{0}=-1$,
$k=0 \Rightarrow \sum_{l} c_{l} \varphi^{k \cdot l}=N-1$,
i.e.,

$$
\begin{aligned}
\sum_{\alpha \beta} a_{\alpha}^{*} \omega_{\alpha \beta} a_{\beta} & =-\sum_{k \neq 0} \xi_{k}^{*} \xi_{k}+(N-1) \xi_{0}^{*} \xi_{0} \\
& =-\sum_{k=0}^{N-1} \xi_{k}^{*} \xi_{k}+N \xi_{0}^{*} \xi_{0} .
\end{aligned}
$$

After accounting for

$$
\begin{equation*}
\sum_{k=0}^{N-1} \xi_{k}^{*} \xi_{k}=\sum_{\alpha=1}^{N} a_{\alpha}^{*} a_{\alpha}=\sum_{\alpha=1}^{N} n_{\alpha}, \tag{4.9}
\end{equation*}
$$

we arrive at a complete spectral solution for $\left.H_{0}|E|=E \mid E\right)$ in terms of

$$
\begin{align*}
& H_{0}=\omega \sqrt{N}\left[\sum_{k=0}^{N-1}\left(\xi_{k}^{*} \xi_{k}+\frac{1}{2}\right)-\left(\xi_{0}^{*} \xi_{0}+\frac{1}{2}\right)\right] \\
& \left.\mid n_{1}, \ldots, n_{N}\right)=\xi_{0}^{n_{1} \xi_{1}^{*} \xi_{1}^{n_{2}} \ldots \xi_{N-1}^{*} \Omega}  \tag{4.10}\\
& H_{0} \Omega=\omega \sqrt{N}(N-1) \Omega
\end{align*}
$$

the eigenvectors being given up to normalization and the socalled permutation degeneracy (it is a real surprise to the author that this complete solution was not produced in pa-
pers devoted to the harmonically coupled chains ${ }^{22-24}$ ). In the form

$$
H_{0}=\omega \sqrt{N}\left[\sum_{k=0}^{N-1}\left(\xi_{k}^{*} \xi_{k}+\frac{1}{2}\right)-\left(\xi_{0}^{*} \xi_{0}+\frac{1}{2}\right)\right]
$$

or $H_{0}=H_{0}\left(a^{*}, a\right)[(4.3)$ and (4.5)] the harmonic chain can be considered either in its Bose or Fermi version by using the methods of Sec. III. Indeed, by using a product of two-level projections as done previously, we can replace the Bose problem $H_{0},(4.10)$ by its spin- $\frac{1}{2}$ (Fermi) relative

$$
\begin{align*}
P H_{0} P= & \omega \sqrt{N}\left[\sum_{k=0}^{N-1}\left(\sigma_{k}^{+} \sigma_{k}^{-}+\frac{1}{2}\right)\right. \\
& \left.-\left(\sigma_{0}^{+} \sigma_{0}^{-}+\frac{1}{2}\right)\right] \doteq H_{\mathrm{F}}, \tag{4.11}
\end{align*}
$$

$$
P \xi_{k}^{*} P=\sigma_{k}^{+}, \quad P \xi_{k} P=\sigma_{k}^{-}, \quad\left[P, H_{0}\right]_{-}=0 .
$$

On the other hand, if we recall that each eigenvector of $H_{0}$ can be expanded with respect to the N -site harmonic oscillator basis, we find out that the choice of the Schrödinger representation converts $\left.\mid n_{1}, \ldots, n_{N}\right)$ into the $N$-point function of space variables $f_{n_{1}, \ldots, n_{N}}\left(x_{1}, \ldots, x_{N}\right)$. It is obvious that with respect to symmetrization or antisymmetrization of such a function, the eigenvalue problem is quite insensitive except that the permutation degeneracy of energy levels is removed. In symbolic notation we have the commutation relations $\left[H_{0}, S\right]_{-}=0=\left[H_{0}, A\right]_{-}$. However, the antisymmetrization cannot be applied blindly since the lowest-energy eigenvector which persists in this operation is the well-known one

$$
\begin{align*}
& \mid 0,1,2, \ldots, N-1)={\underset{\xi}{\xi}}_{1}^{\xi_{2}^{2}} \ldots \xi_{N-1}^{*}|0|, \\
& \left.\left.H_{0} \mid 0,1, \ldots, N-1\right) \left.=\frac{\omega \sqrt{N}}{2}\left(N^{2}-1\right) \right\rvert\, 0,1, \ldots, N-1\right) . \tag{4.12}
\end{align*}
$$

The respective vector after antisymmetrization is traditionally identified as the ground state of the Fermi oscillators subject to the harmonic couplings. But in our opinion this Fermi chain notion acquires a meaning only if we refer to the field theory model

$$
\begin{align*}
& H=-\frac{1}{2 m} \int d x \nabla \phi^{*} \nabla \phi \\
& \quad+\frac{1}{2} \int d x \int d y \phi^{*}(x) \phi^{*}(y) V(x, y) \phi(y) \phi(x), \\
& {\left[\phi(x), \phi^{*}(y)\right]_{-}=\delta(x-y), \quad[\phi(x), \phi(y)]_{-}=0,} \tag{4.13}
\end{align*}
$$

$$
\phi(x) \mid 0)=0, \quad \forall x \in R^{\prime},
$$

where, depending on the (anti-) commutation relations choice, either symmetric or antisymmetric wave functions are necessary

$$
\left.\mid f)=\int d x_{1} \cdots \int d x_{N} f\left(x_{1}, \ldots, x_{N}\right) \phi^{*}\left(x_{1}\right) \cdots \phi^{*}\left(x_{N}\right) \mid 0\right)
$$

## V. LATTICE FERMIONS IN TERMS OF BOSONS

When dealing with Fermi systems, except for $\mathscr{Z}_{\mathrm{F}}$, one tries to compute thermal averages of distinct quantities, e.g., the simplest correlation functions

$$
\begin{align*}
\left\langle c_{k}^{*}\left(\beta_{1}\right) c_{j}\left(\beta_{2}\right)\right\rangle= & \left(1 / \mathscr{Z}_{\mathrm{F}}\right) \operatorname{tr}\left\{c_{k}^{*} \exp \left(\beta_{1}-\beta_{2}\right) H_{\mathrm{F}}\right. \\
& \left.\times c_{j} \exp \left(-\beta_{1}+\beta_{2}-\beta\right) H_{\mathrm{F}}\right\}, \tag{5.1}
\end{align*}
$$

$$
\begin{aligned}
& \left\langle c_{k}^{*} c_{j}\right\rangle=\left(1 / \mathscr{P}_{\mathrm{F}}\right) \operatorname{tr}\left\{c_{k}^{*} c_{j} \exp \left(-\beta H_{\mathrm{F}}\right)\right\} \\
& \left\langle c_{k_{1}}^{*} \cdots c_{k_{p}}^{*} c_{j_{1}} \cdots c_{j_{p}}\right\rangle=\frac{1}{\mathscr{P}_{\mathrm{F}}} \operatorname{tr}\left\{c_{k_{1}}^{*} \cdots c_{k_{p}}^{*} c_{j_{1}} \cdots c_{j_{p}} \exp \left(-\beta H_{\mathrm{F}}\right)\right\},
\end{aligned}
$$ the computation of which, according to the standard methods, involves Grassmann algebra functional integrals.

A passage from Fermi variables to Bose variables can be accomplished by first "defermionizing" the system by means of the Jordan-Wigner formulas and then constructing boson approximants for so-received spin- $\frac{1}{2}$ lattice quantities. The procedure is easy for the equal temperature correlations, since then, for example,

$$
\begin{equation*}
\left\langle c_{k}^{*} c_{k+1}\right\rangle=\left\langle\sigma_{k}^{+} \sigma_{k+1}^{-}\right\rangle, \tag{5.2}
\end{equation*}
$$

while for distant correlations we have

$$
\begin{align*}
\left\langle c_{k}^{*} c_{l}\right\rangle & =\left\langle\sigma_{k}^{+}\left(\exp i \pi \sum_{j=k+1}^{l-1} \sigma_{j}^{+} \sigma_{j}^{-}\right) \cdot \sigma_{j}^{-}\right\rangle \\
& =\left\langle\sigma_{k}^{+} \prod_{j=k+1}^{l-1}\left(1-2 n_{j}\right) \cdot \sigma_{j}^{-}\right\rangle,  \tag{5.3}\\
n_{j}= & c_{j}^{*} c_{j}=\sigma_{j}^{+} \sigma_{j}^{-},
\end{align*}
$$

which implies that the fermion correlations can be established by using the sequence of boson approximants

$$
\begin{align*}
& \left\langle a_{k}^{*} a_{l}\right\rangle, \quad\left\langle n_{k+p} a_{k}^{*} a_{l}\right\rangle, \quad k<p<l, \\
& \left\langle n_{k+p} n_{k+q} a_{k}^{*} a_{l}\right\rangle, \quad k<p<q<l,  \tag{5.4}\\
& \left\langle n_{k+p} n_{k+q} a_{k}^{*} a_{l}\right\rangle, \quad k<p<q<r<l, \ldots .
\end{align*}
$$

The underlying boson approximation procedure amounts to modifying the Bose Hamiltonian

$$
\begin{align*}
& H_{\mathrm{B}}=P H_{\mathrm{B}} P+(1-P) H_{\mathrm{B}}(1-P),  \tag{5.5}\\
& H_{\mathrm{F}}=P H_{\mathrm{B}} P, \quad P=1_{\mathrm{F}},
\end{align*}
$$

by adding to it the operator $\lambda L$

$$
\begin{align*}
& H_{\mathrm{B}} \rightarrow H_{\mathrm{B}}(\lambda)=H_{\mathrm{B}}+\lambda L ; \lambda \gg 1, \quad \lambda \in(0, \infty),  \tag{5.6}\\
& L=\sum_{j} n_{j}\left(n_{j}-1\right), \quad n_{j}=a_{j}^{*} a_{j}
\end{align*}
$$

If we insert $H_{B}(\lambda)$ in the place of $H_{B}$ in all the thermal formulas, we realize that because of $P L P=0$ and $\lambda>1$, the spectral problem for $H_{\mathrm{B}}(\lambda)$ is determined by solving the stationary state perturbation problem with the degenerate spectrum for the operator

$$
\begin{equation*}
H_{\mathrm{B}}^{\prime}(\lambda) \doteq(1 / \lambda) H_{\mathrm{B}}(\lambda)=L+(1 / \lambda) H_{\mathrm{B}}, \tag{5.7}
\end{equation*}
$$

where $L$ plays the role of the initial (unperturbed) operator. The eigenvalues of $L$ we denote $l=\Sigma_{j} n_{j}\left(n_{j}-1\right) \geqslant 0$ and the respective eigenvectors we denote $\mid l, \alpha)$, where $\alpha$ enumerates the pairwise orthogonal eigenvectors of $L$ corresponding to the eigenvalue $l$. In their linear span, we can always find another orthogonal set $\{\mid l, a)\}$ such that $\left(l, a\left|H_{\mathrm{B}}\right| l, a^{\prime}\right)=0$, $a \neq a^{\prime}$ and $\left.\left.\mid l, \alpha\right)=\Sigma_{a} f_{\alpha a} \mid l, a\right)$.

The stationary state perturbation theory says then that in the presence of the perturbation, the group of states $\{\mid l, a)\}$ is replaced by the new group $\{|\mathbf{l}, \mathbf{a}|\}$, whose elements in the
first order have the well-known form

$$
\begin{equation*}
|\mathbf{l}, \mathbf{a}|=|l, a|+\frac{1}{\lambda} \sum_{k}^{\prime} \frac{|k|\left(k\left|H_{\mathrm{B}}\right| l, a\right)}{l-k}, \tag{5.8}
\end{equation*}
$$

where $\Sigma^{\prime}$ indicates that summations run over all eigenstates of $L$ except for those which form the $l$ th eigenvector.

The (la)th energy level to the second order reads

$$
\begin{equation*}
\epsilon_{l a}^{\prime}=l+\frac{1}{\lambda}\left(l, a\left|H_{\mathrm{B}}\right| l, a\right)+\left(\frac{1}{\lambda}\right)^{2} \sum_{k}^{\prime} \frac{\left|\left(k\left|H_{\mathrm{B}}\right| l, a\right)\right|^{2}}{l-k}, \tag{5.9}
\end{equation*}
$$

and $\epsilon_{l a}^{\prime}$ is the eigenvalue of $H_{\mathrm{B}}^{\prime}(\lambda): \epsilon_{l a}=\lambda \epsilon_{l a}^{\prime}$. Because of ( 5.8 ) and $\lambda>1$, the spectrum of $H_{\mathrm{B}}(\lambda)$ is characterized by a large energy gap opening between the lowest $(l=0)$ group of eigenlevels and the others. In the $l=0$ sector we have $H_{\mathrm{B}}(\lambda)$ $=H_{B}=P H_{B} P=H_{F}$. As a consequence, the replacement of $H_{\mathrm{B}}$ by $H_{\mathrm{B}}(\lambda)$ in the thermal formulas allows us to view the $l=0$ contribution as dominant, and hence to approximate the thermal characteristics of the spin $-\frac{1}{2}$ (Fermi) system by using the Bose formulas with $H_{\mathrm{B}}(\lambda)$ instead of $H_{\mathrm{B}}$. The approximation accuracy can be made arbitrarily good with the growth of $\lambda$. For $\lambda>1$ there holds

$$
\begin{aligned}
& {\left[1 / \mathscr{Z}_{\mathrm{B}}(\lambda)\right] \operatorname{tr}\left[\phi_{m_{1}}\left(\beta_{1}\right) \cdots \phi_{m_{k}}\left(\beta_{k}\right) \exp \left(-\beta H_{\mathrm{B}}(\lambda)\right)\right]} \\
& \quad \cong \frac{1}{\mathscr{Z}_{\mathrm{F}}} \operatorname{tr}\left[\sigma_{m_{1}}^{1}\left(\beta_{1}\right) \cdots \sigma_{m_{k}}^{1}\left(\beta_{k}\right) \exp \left(-\beta H_{\mathrm{F}}\right)\right], \\
& \beta_{1} \leqslant \beta_{2} \leqslant \cdots \leqslant \beta_{k} \leqslant \beta .
\end{aligned}
$$

Let us notice that the Jordan-Wigner transformation makes it possible to get a Bose approximation scheme for the genuine Fermi variables (see, e.g., the previous discussion).

In the case of the short range order, the simple formula

$$
\begin{equation*}
\left\langle c_{k}^{*} c_{k+1}\right\rangle=\left\langle\sigma_{k}^{+} \sigma_{k+1}^{-}\right\rangle \cong\left\langle a_{k}^{*} a_{k+1}\right\rangle \tag{5.11}
\end{equation*}
$$

holds true.
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#### Abstract

Using the $\zeta$-function method, a prescription for the evaluation of fermion currents in the presence of background fields is given. The method preserves gauge invariance at each step of the computation and yields to a finite answer showing the relevant physical properties for arbitrary background configurations. Examples for $n=2,3$ dimensions are worked out, emphasizing the connection between preservation of gauge invariance and violation of other symmetries (chiral symmetry for $n=2$, parity for $n=3$ ).


## I. INTRODUCTION

Evaluation of composite current operators (CCO) is of great interest for the analysis of different field theoretical models. As it is well known, the path-integral formulation of quantum field theory provides a natural framework for these calculations, in particular in connection with its topological aspects. Not only can the role of solitons be more easily understood through semiclassical approximations of the path integral, but, in addition, index theorems and other powerful mathematical tools can be put to work very simply.

When gauge theories are concerned, CCO computations are not only faced with divergencies-and hence with the necessity of regularization-but also with the need of preserving gauge invariance in the sense of Schwinger, who developed, in his 1951 classic paper, ${ }^{1}$ a regularization procedure, the so-called fictitious-time method.

Schematically, this method consists of a point-splitting regularization of the originally divergent vacuum currents; since this spoils gauge invariance, a compensating phase factor is introduced $a d$ hoc, in order to maintain this invariance at every stage of the computation. In some cases, like the exactly soluble $\mathrm{QED}_{2}$ model ${ }^{2}$ or when only constant or static fields in three dimensions are considered, ${ }^{3-5}$ the method is very simple. On the other hand, when non-Abelian gauge theories are investigated and arbitrary field configurations considered, it may become more involved.

It is the purpose of this work to propose an alternative method based on techniques developed by Seeley ${ }^{6}$ from his definition of complex powers of pseudodifferential operators. Not only is the application of this method very simple, but it is also automatically gauge invariant, thus avoiding, in particular, the introduction of phase factors. Moreover, isolation of relevant contributions to ground-state currents in general cases (i.e., nonconstant, nonstatic field strengths) is possible, as it will become clear from the examples we discuss.

## II. PROCEDURES

Consider the generating functional (in Euclidean $n$-dimensional space) for fermions in the presence of a background field

$$
\begin{align*}
Z[A] & =\int \mathscr{D} \bar{\psi} \mathscr{D} \psi \exp \left(-\int \bar{\psi} \boldsymbol{D}(A) \psi d^{n} x\right) \\
& \equiv \operatorname{det} \mathscr{D}(A), \tag{1}
\end{align*}
$$

with

$$
\begin{equation*}
\boldsymbol{D}(\boldsymbol{A})=\gamma_{\mu}\left(i \partial_{\mu}+A_{\mu}\right) . \tag{2}
\end{equation*}
$$

Here, $\mathscr{D} \bar{\psi} \mathscr{D} \psi$ is some measure in the space of fermion field configuration, to be defined below. The background field $A_{\mu}$ takes values in the Lie algebra of some gauge group $G$.

Of course, since the product of eigenvalues of the Dirac operator grows with no bound, $\boldsymbol{Z}$ needs a regularization in order to make sense. Disregarding this fact for a moment, one can try to define the ground-state current in the presence of the background field

$$
\begin{align*}
J_{\mu}(x) & =\left\langle\bar{\psi}(x) \gamma_{\mu} \psi(x)\right\rangle=-\frac{\delta}{\delta A_{\mu}(x)} \log Z[A] \\
& =-\operatorname{tr} \gamma_{\mu} G(x, x), \tag{3}
\end{align*}
$$

where the Green's function $G(x, y)$ satisfies

$$
\begin{equation*}
\mathbb{D}_{x} G(x, y)=\delta^{(n)}(x-y) . \tag{4}
\end{equation*}
$$

Expression (3) is also ill defined and it has to be regularized if we want to get a sensible result for $J_{\mu}$. The method proposed by Schwinger ${ }^{1,2}$ makes use of a point splitting in order to deal with the problem of multiplication of distributions at the same point

$$
\begin{equation*}
J_{\mu}(x)_{\mathrm{reg}}=\lim _{y \rightarrow x} \operatorname{tr} \gamma_{\mu} G(x, y) . \tag{5}
\end{equation*}
$$

Here the limit has to be taken so that in Minkowski space $y \rightarrow x$ from the future and from the past. As noted by Schwinger, the appropriate gauge-invariant expression for the current is not (5), but

$$
\begin{equation*}
J_{\mu}(x)_{\mathrm{pt}}=\lim _{y \rightarrow x}-\operatorname{tr} \gamma_{\mu} G(x, y) \exp \left(-i \int_{x}^{y} A_{\mu}(z) d z\right) . \tag{6}
\end{equation*}
$$

The phase factor in Eq. (6) has been included in order to restore gauge invariance.

Let us now describe our alternative regularization method. As we stated above, the generating functional defined by Eq. (1) (the determinant of the Dirac operator $\mathbb{D}$ ) is an ill-defined object (the eigenvalues of $\mathbb{D}$ grow with no bound). This problem can be handled once and for all using the explicitly gauge-invariant $\xi$-function method $^{7}$ (valid for any elliptic operator $\mathbb{D}$, not necessary Hermitian, defined on a compact manifold with no boundary ${ }^{8}$ ) in order to make sense from $Z$

$$
\begin{equation*}
Z_{\text {reg }}[A]=\left.\exp \left(-\frac{d \xi}{d s}(\mathbb{D}(A), s)\right)\right|_{s=0} \tag{7}
\end{equation*}
$$

As expression (7) is well defined, the quantity

$$
\begin{equation*}
J_{\mu}(x)_{\mathrm{reg}} \equiv-\left(\delta / \delta A_{\mu}(x)\right) \log Z_{\mathrm{reg}}[A] \tag{8}
\end{equation*}
$$

if the $Z_{\text {reg }}$ proves to be differentiable, can be taken as the definition of the regularized ground-state current. As we shall see below, (7) is indeed differentiable and then one can easily obtain, from Eqs. (7) and (8), a regularized version of the last equality in (3). Indeed, let us write for the functional derivative

$$
\begin{equation*}
\frac{\delta Z_{\mathrm{reg}}}{\delta A_{\mu}(x)}[A](a)=\frac{d}{d t}\left(Z_{\mathrm{reg}}\left[A+t a_{\mu}\right]-Z_{\mathrm{reg}}[A]\right) \tag{9}
\end{equation*}
$$

where $a_{\mu}$ indicates the direction (in the space of $A_{\mu}$ ) in which the functional derivative is taken. Now, from expression (7) and the results about differentiability of the $\zeta$ function, ${ }^{9}$ we can write

$$
\begin{align*}
& \frac{\delta}{\delta A_{\mu}} \log Z_{\text {reg }}[A](a) \\
& \quad=\frac{d}{d t}\left(-\left.\frac{d \zeta}{d s}\left(D\left(A+t a_{\mu}\right), s\right)\right|_{s=0}\right)_{t=0} \tag{10}
\end{align*}
$$

or
$\frac{\delta}{\delta A_{\mu}} \log Z_{\mathrm{reg}}[\mathrm{A}](a)=\frac{d}{d s}\left\{s \operatorname{tr}\left(\mathbb{D}(A)^{-s-1} \gamma_{\mu} a_{\mu}\right)\right\}_{s=0}$,
and hence the current $J_{\mu_{\text {eg }}}^{a}$ can be written as

$$
\begin{align*}
J_{\mu_{\mathrm{reg}}}^{a}(x)= & -\frac{d}{d s}\left\{s \operatorname { t r } \left[\gamma_{\mu} t^{a} \int d^{n} x\right.\right. \\
& \left.\left.\times K_{-s-1}(x, x ; \mathbb{D}(A))\right]\right\}\left.\right|_{s=0} \tag{12}
\end{align*}
$$

where $K_{s}(x, x ; \mathbb{D})$ is the meromorphic continuation of the evaluation on $x=y$ of the kernel $K_{s}(x, y ; \mathbb{D})$ associated to the operator $\mathbb{D}^{s}$. This meromorphic extension is a continuous function, even for $x=y$ if $\operatorname{Re} s<-n$ and it has, at the most, a simple poleat $s=-1$. Note that $K_{-1}(x, y ; \mathbb{D})=G(x, y)$ for $x \neq y$. The diagonal $(x=y)$ is precisely the singular support of $G(x, y)$. Whenever $m$, the order of the operator $D$, satisfies $m>n$, its Green's function will be continuous everywhere and coincide in the diagonal with $K_{-1}(x, y ; D)$. In Eq. (12) the $t^{a}$ are the generators of the Lie algebra of $G$ and $t r$ denotes both $\gamma$ matrices' and $G$ matrices' traces.

We shall now state the main result in this work as a proposition which provides the finite part of $K_{s}(x, x ; D)$ as an analytic function of $s$ through the relation
Finite part $\left.K_{s}(x, x ; \mathbb{D})\right|_{s=-1}=\left.\frac{d}{d s}\left(K_{s-1}(x, x ; \mathbb{D})\right)\right|_{s=0}$.
It is just this expression that appears in Eq. (12).
It remains then to give a method to evaluate (13) and then use relation (12) in order to get the regularized current. It is precisely the following proposition which can be used to this end.

Proposition: Let $D$ be an elliptic invertible operator of order $m$ on an $n$-dimensional compact manifold $M$ without boundary, with a ray of minimal growth ${ }^{6}$ and $n \geqslant m$. Then the following identity holds:

$$
\begin{aligned}
& \left.\frac{d}{d s}\left(s K_{s-1}(x, x ; D)\right)\right|_{s=0} \\
& \quad=-\left.\frac{1}{m} \int_{|\xi|=1}\left(\frac{d}{d s} C_{-m+n}(x, \xi ; s)\right)\right|_{s=-1} \frac{d \Omega_{\xi}}{(2 \pi)^{n}}
\end{aligned}
$$

$$
\begin{align*}
& +\left\{G(x, y)-\sum_{j=0}^{n-m-1} \int \frac{d \xi}{(2 \pi)^{n}}\left[C_{j}(x, \xi /|\xi| ;-1)\right.\right. \\
& \left.\times|\xi|^{-m-j}\right] e^{i \xi(x-y)}-h_{0}(x, x-y) \\
& +M(x)(\log |x-y|+\mathbb{C}(x-y))\}\left.\right|_{x=y} \tag{14}
\end{align*}
$$

Here

$$
\begin{equation*}
C_{j}(x, \xi ; s)=\frac{i}{2 \pi} \int_{\Gamma} \lambda^{s} b_{-m-j}(x, \xi ; \lambda) d \lambda, \tag{15}
\end{equation*}
$$

with $\Gamma$ being a curve in the complex plane, beginning at $\infty$, passing along the ray of minimal growth to a small circle about the origin, then clockwise along the circle and back to $\infty$ along the ray. In (15), $b_{j}$ are the Seeley's coefficients ${ }^{6}$ of $D$, $\boldsymbol{G}(x, y)$ is its Green's function, and $h_{0}(x, z)$ is a homogeneous function of degree zero defined as follows:

$$
\begin{align*}
h_{0}(x, z)= & \int \frac{d \xi}{(2 \pi)^{n}} \text { P.V. }\left[C_{n-m}(x, \xi /|\xi| ;-1)\right. \\
& -M(x)]|\xi|^{-n} e^{i \xi z} . \tag{16}
\end{align*}
$$

Finally,

$$
\begin{align*}
& M(x)=\frac{1}{\omega_{n}} \int_{|\xi|=1} C_{n-m}(x, \xi ;-1) d \Omega_{\xi}  \tag{17}\\
& \omega_{n}\left(\log \frac{1}{|z|}-\mathbb{C}(z)\right)=\int \frac{d \xi}{(2 \pi)^{n}} \chi|\xi|^{-n} e^{-i \xi z} \tag{18}
\end{align*}
$$

with $\chi$ the characteristic function of $|\xi| \geqslant 1$ and $\mathbb{C}(z)$ regular in a neighborhood of $z=0$. All Fourier transforms are taken in the sense of distributions and P.V. means principal value.

One should not be discouraged by the apparent complexity of relation (14). One can think of it as giving the finite part of $K_{-1}(x, y ; D)$ at the diagonal in terms of a local part depending on the Seeley's coefficients, which can be evaluated very easily for arbitrary $D$, plus a contribution arising from the regular part of the Green's function (at $x=y$ ) which, given a particular $D$, one will be able to or not be able to solve closely. As we shall see below, Eqs. (12)-(14) can be used to obtain currents with great simplicity, and allow for relevant analysis for the case of general field-strength configurations. The term between brackets in (14) is the one where the nonregular part of $G(x, y)$ on the diagonal is subtracted. Concerning the first term, it is generated by the regularization method and it adds to the eventually nonzero regular part of $G(x, x)$ to give the final result. As we shall see in our $n=3$ example, even without computing the regular part of $G(x, x)$ for arbitrary $A_{\mu}$, we will manage to extract the relevant physical properties (in particular, parity violation) from (14).

The proof of the Proposition is given as the Appendix. In what follows, examples on how relation (14) can be used are discussed. ${ }^{10}$ First consider the very simple case of twodimensional quantum electrodynamics (discussed by Schwinger in Ref. 2) in order to shed some light on the different contributions to (14).

As we stated above, within the Schwinger approach, one starts from Eq. (6) and the knowledge (in this particular case) of the complete Green's function for an arbitrary background field $\boldsymbol{A}_{\boldsymbol{\mu}}$

$$
\begin{align*}
G(x, y)= & (-i / 2 \pi) \exp \left[\gamma_{5}(\phi(x)-\phi(y))\right. \\
& +i(\eta(x)-\eta(y))] \gamma_{\mu}\left[\left(x_{\mu}-y_{\mu}\right) /|x-y|^{2}\right] \tag{19}
\end{align*}
$$

where $\phi$ and $\eta$ are related to $A_{\mu}$ through the equation

$$
\begin{equation*}
A_{\mu}=-\epsilon_{\mu \nu} \partial_{\nu} \phi+\partial_{\mu} \eta \tag{20}
\end{equation*}
$$

Inserting relations (19) and (20) in Eq. (6) one gets the gaugeinvariant expression

$$
\begin{equation*}
J_{\mu_{\mathrm{pr}}}(x)=-(1 / \pi)\left[A_{\mu}-\partial_{\mu} \Delta^{-1} \partial_{v} A_{v}\right] \tag{21}
\end{equation*}
$$

(with pt we indicate that the current has been obtained using the proper-time method).

It is interesting to note that the first term in (21) arises from the phase factor while the second one comes from the $\eta$ exponential in (19). The relation between $J_{\mu}$ and the axial anomaly ${ }^{11}$ can be understood from (21) if one notes that the (regularized) fermion determinant in $n=2$ dimensions can be computed as the (anomalous) Jacobian arising from a "decoupling chiral change" of the fermionic variables

$$
\begin{equation*}
\psi=e^{\gamma_{s} \phi+i \eta} \chi, \quad \bar{\psi}=\bar{\chi} e^{\gamma_{s} \phi-i \eta} . \tag{22}
\end{equation*}
$$

One gets ${ }^{12}$
$\log \frac{\operatorname{det} D}{\operatorname{det} i \not D}=\log J$

$$
\begin{equation*}
=-\frac{1}{2 \pi} \int A_{\mu}\left[\delta_{\mu \nu}-\partial_{\mu} \Delta^{-1} \partial_{\nu}\right] A_{\nu} d^{2} x \tag{23}
\end{equation*}
$$

and (21) can be derived from (23) by simple differentiation. One can easily see that due to the presence of the first term in Eq. (21), the Ward identity for $\gamma_{5}$ transformations is anomalous since in two dimensions,

$$
\begin{equation*}
J_{\mu}^{5}=i \epsilon_{\mu \nu} J_{v} \tag{24}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\partial_{\mu} J_{\mu}^{5}=-i \epsilon_{\mu \nu} \partial_{\mu} A_{\nu} \tag{25}
\end{equation*}
$$

Let us now reobtain this result using the method summarized in the Proposition. One has to compute some terms in the asymptotic expansion of the symbol of $D^{-s}$ with $s=1$. In particular, for the $n=2, m=1$ case we are dealing with, only $\left(d C_{1} / d s\right)(x, \xi, s)$ is needed since all other terms containing $C_{j}$ can be easily seen to vanish for $s=0$. Using the identity

$$
\begin{align*}
\int_{|\xi|=1} & \left.\frac{d C_{1}}{d s}(x, \xi ; s)\right|_{s=-1} \frac{d \Omega_{\xi}}{(2 \pi)^{2}} \\
& =\frac{i}{2 \pi} \int_{\Gamma} \frac{d \lambda}{\lambda} \log \lambda \int_{|\xi|=1} b_{-2}(x, \xi ; \lambda) \frac{d \Omega_{\xi}}{(2 \pi)^{2}} \equiv \mathbb{C}_{1} \tag{26}
\end{align*}
$$

our problem reduces to the evaluation of the Seeley's coefficient $b_{-2}$, which can be easily computed (see, for example, Ref. 8)

$$
\begin{align*}
b_{-2}(x, \xi ; \lambda)= & {\left[1 /\left(\lambda^{2}-|\xi|^{2}\right)^{2}\right]\left[2 \lambda \xi_{\mu} A_{\mu}\right.} \\
& \left.-\left(\lambda^{2}-|\xi|^{2}\right) \mu-2 \xi_{\mu} A_{\mu} \xi\right] . \tag{27}
\end{align*}
$$

The contribution from $\mathbb{C}_{1}$ to $J_{\mu_{\text {reg }}}$ can be computed using Eqs. (26), (27), and (14)

$$
\begin{equation*}
\operatorname{tr} \gamma_{\mu} \mathbb{C}_{1}=+(1 / 2 \pi) A_{\mu} \tag{28}
\end{equation*}
$$

From (17) one can show that in this case $M(x)=0$. Concerning $h_{0}(x, z)$ one gets
$h_{0}(x, z)=-(1 / 4 \pi)\left(A-2 A_{\mu} z_{\mu}\left(z / z^{2}\right)\right), \quad z=x-y$,
and hence

$$
\begin{equation*}
\left.\left(G(x, y)-h_{0}(x, x-y)\right)\right|_{x=y}=\frac{1}{2 \pi} \gamma_{\mu} \epsilon_{\mu \nu} \partial_{\nu} \phi+\frac{1}{4 \pi} A . \tag{30}
\end{equation*}
$$

Collecting all these results, one finally gets

$$
\begin{equation*}
J_{\mu_{r e g}}(x)=-(1 / \pi) \epsilon_{\mu \nu} \partial_{\nu} \phi \tag{31}
\end{equation*}
$$

which obviously coincides with (21) if one uses the relation $\eta=\Delta^{-1} \partial_{\nu} A_{\nu}$. Note that in this last evaluation of $J_{\mu}$ neither a phase factor nor a symmetric limit has to be taken in order to get a finite, gauge-invariant result.

As a second example, let us study the case of fermions coupled to $\operatorname{SU}(N)$ gauge fields in $n=3$ dimensions. This theory has been recently studied in connection with the spontaneous breakdown of a space-time symmetry ${ }^{3-5}$ : the computation of $J_{\mu}$ for constant or static field strengths using Schwinger's method has shown a parity-violating contribution to the current (here parity means coordinate reflection invariance).

As we shall see, the use of the regularization method we propose shows that parity is violated for arbitrary (that is, not necessarily constant or static) field strengths. Indeed, we show for general $A_{\mu}$ that

$$
\begin{equation*}
J_{\mu_{\mathrm{reg}}}^{a}(x)= \pm(i / 16 \pi) \epsilon_{\mu v \rho} F_{v \rho}^{a}+\cdots \tag{32}
\end{equation*}
$$

where we indicate with dots normal parity terms. We have chosen the Pauli matrices as the $2 \times 2$ Dirac matrices and, as usual, we work in Euclidean space. The $A_{\mu}$ takes values in the Lie algebra of $\operatorname{SU}(N)$. (Concerning the $\pm \operatorname{sign}$ in $J_{\mu}$, see the discussion below.)

It will be clear from the explicit calculations that the parity-violating term is a product of the (gauge-invariant) regularization method exactly as the preservation of gauge invariance was at the origin of the breakdown of chiral invariances in the $n=2$ case. That is, preservation of gauge invariance introduces, via regularization, violation of other symmetries (like chiral or parity symmetries). In both cases this violation appears as a topological term. In the present $n=3$ case, integration of (32) gives a topological mass term (Chern-Simons secondary invariant) for the effective action. Even if absent at the classical level, the necessity of regularization induced this term, first studied by Jackiw and Templeton ${ }^{13}$ (see also Refs. 3, 4, 14, and 15).

Equation (32) is obtained from relations (12)-(14) following the same steps described for the $n=2$ example. Indeed, one can easily compute the contribution to $J_{\mu}$ from $\mathbb{C}_{2}$, defined as

$$
\begin{align*}
\mathbb{C}_{2} & =\left.\int_{|\xi|=1} \frac{d}{d s} C_{2}(x, \xi ; s)\right|_{s=-1} \frac{d \Omega_{\xi}}{(2 \pi)^{3}} \\
& =\frac{i}{2 \pi} \int_{\Gamma} \frac{d \lambda}{\lambda} \log \lambda \int_{|\xi|=1} b_{-3}(x, \xi ; \lambda) \frac{d \Omega_{\xi}}{(2 \pi)^{3}}, \tag{33}
\end{align*}
$$

where Seeley's coefficient $b_{-3}$ is given by ${ }^{8}$

$$
\begin{aligned}
b_{-3}(x, \xi ; \lambda)= & \frac{i}{\left(\lambda^{2}-|\xi|^{2}\right)^{3}}\left\{2 \xi \xi_{\mu} \partial_{\mu} \Lambda \xi-2 \lambda \xi \xi_{\mu} \partial_{\mu} A\right. \\
& -2 \lambda \xi_{\mu} \partial_{\mu} A \xi+2 \lambda^{2} \xi_{\mu} \partial_{\mu} A
\end{aligned}
$$

$$
\begin{align*}
& +\left(\lambda^{2}-|\xi|^{2}\right) A \mathbb{A}-\lambda\left(\lambda^{2}-|\xi|^{2}\right) A A  \tag{34}\\
& -i \xi A \xi A \xi+i \lambda(\xi \mathbb{A} A+\xi A \mathbb{A}+\mathbb{A} \mathcal{A} \xi) \\
& \left.-i \lambda^{2}(\xi A A+\mathbb{A} A+A \mathbb{A})+i \lambda^{3} A \mathcal{A}\right\}
\end{align*}
$$

One finally gets
$\mathrm{C}_{2}=-(1 / 8 \pi)(\partial A-i A \mathcal{A})+(1 / 16 \pi)\left(\partial_{\mu} A_{\mu}-2 i A_{\mu} A_{\mu}\right)$.
Note that in the computation of $\mathbb{C}_{2}$, one does not need the explicit form of $A_{\mu}$. That is the reason why our result will be valid for arbitrary $A_{\mu}$. Concerning $h_{0}(x, z)$ it is interesting to stress that, as $h_{0}(x, t z)=(\operatorname{sgn} t)^{n} h_{0}(x, z)$, no regular contribution to it can arise whenever $n$ is odd. In the present $n=3$ case it reads
$h_{0}(x, z)$

$$
\begin{align*}
= & 2 \pi^{2}\left[-\frac{1}{2} \partial_{\alpha} A_{\mu}\left(z_{\alpha} z_{\mu} /|z|^{3}\right) z+(1 / 4|z|)\left(z_{\alpha} \gamma_{\mu}\right.\right. \\
& \left.\left.+z_{\mu} \gamma_{\alpha}+t \delta_{\alpha \mu}\right) \partial_{\alpha} A_{\mu}-\left(z_{\alpha} /|z|\right) \partial_{\alpha} \mathbb{A}\right]+A_{\nu} A_{\alpha} i \pi^{2} \\
& \times\left[t\left(z_{v} z_{\alpha} /|z|^{3}\right)+i \epsilon_{v \alpha \beta}\left(z_{\beta} /|z|\right)\right]+\pi^{2} \mathcal{A}(t /|z|) . \tag{36}
\end{align*}
$$

Together with the terms involving $C_{0}$ and $C_{1}$ in the righthand side (rhs) of (14), $h_{0}(x, z)$ cancels the nonregular part of $\boldsymbol{G}(x, y)$ at the diagonal. Of course, in order to give the complete expression for $J_{\mu}$ one has to compute the contribution of the regular part of $G(x, x)$. This would in principle require the knowledge of $G(x, y)$ for arbitrary $A_{\mu}(x)$. However, no parity-violating term can arise from this contribution since regular terms, not induced by the regularization method, cannot break an invariance of the theory. Using this fact, it is easy to obtain (32) from Eqs. (33), (12), and (14).

As we stressed above, our result is valid for arbitrary non-Abelian $F_{\mu \nu}$. It confirms the results obtained in Refs. 3 and 4 for the constant and static $F_{\mu \nu}$ cases. One should note that in these last works, there is a sign ambiguity in $J_{\mu}$ as a spur of the regularization procedure. In our approach, this ambiguity can be traced back to the choice of the $\Gamma$ curve in the $\lambda$ integrations [see Eq. (15)]. These integrations are of the type

$$
\begin{equation*}
I_{\Gamma}=\int_{\Gamma} d \lambda \frac{\lambda^{q}}{\left(\lambda^{2}-1\right)^{p}} \log \lambda \tag{37}
\end{equation*}
$$

where $q$ depends on the order of the operator and the spacetime dimensions and $\Gamma$ is taken, for example, in the upper half-plane. Had we chosen a curve $\Gamma$ in the negative halfplane the result should read

$$
\begin{equation*}
I_{\tilde{\Gamma}}=(-1)^{q+1} I_{\Gamma} . \tag{38}
\end{equation*}
$$

For the $n=2$ case, $q=1$ and there is no ambiguity. On the other hand, for $n=3$ all integrals correspond to $q=0$ and hence there is a sign ambiguity due to the arbitrariness of the $\Gamma$-curve choice.

Throughout this work we have treated $\mathbb{D}$ as an invertible operator, an assumption which is not in general satisfied. When zero modes are present, one proceeds as follows: one constructs the invertible operator $\mathbb{D}+i m$, computes $J_{\mu}$, and then makes $m$ go to zero. Since Seeley's coefficients are polynomials in $m$, the (finite) limit coincides with the result obtained with $m=0$ from the beginning. ${ }^{16}$

## III. CONCLUSIONS

In summary, we have developed a regularization method based on Seeley's technique for complex powers of pseu-
dodifferential operators. In our approach, the generating functional $Z$ (the fermion determinant) is regularized once and for all using the $\zeta$-function method and this guarantees, as it has been rigorously proven using the $\zeta$-function differentiability properties, that the current obtained from $Z$ by functional differentiation are finite.

In contrast with the point-splitting technique, our prescription is, per se, gauge invariant and it does not need the addition of a phase factor à la Schwinger. One can also clearly understand the relation between axial anomalies and parity violations ${ }^{3,4,15}$ in our approach: the $\zeta$ function provides a definition of the fermionic generating functional (that is, a definition of the path-integral fermionic measure). From this finite generating functional, ground-state currents can be computed; the preservation of gauge invariance then forces violation of chiral symmetry in even dimensions or parity in odd ones. These violations appear as topological terms in current conservation equations ( $n$ even) or currents ( $n$ odd).

Concerning explicit computations, the evaluation of $J_{\mu}$ (as well as $\partial_{\mu} J_{\mu}^{5}$ for $n$ even $^{8}$ ) reduces to calculating a few Seeley's coefficients. Although in some cases this can become tedious, it is important to notice that after calculations one can analyze fermion currents in arbitrary background fields.
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## APPENDIX: PROOF OF THE PROPOSITION

Since $D^{s}$ is a pseudodifferential operator of order $m s$, $K_{s}(x, y ; D)$ can be written, for $\operatorname{Re}(-s)$ sufficiently large, ${ }^{6}$ as

$$
\begin{align*}
& K_{s}(x, y ; D) \\
&=\sum_{j=0}^{n-m} \int \frac{d \xi}{(2 \pi)^{n}} C_{j}(x, \xi ; s) e^{i(x-y) \xi}+K(x, y ; R(s)), \tag{A1}
\end{align*}
$$

where the $C_{j}$ are the terms of an asymptotic expansion of the symbol of $D^{s}$ and $K(x, y ; R(s))$ is the kernel of an operator $R(s)$, regularizing of order $m s-(n-m+1)$. Moreover, $R(s)$ is an analytic function of $s$ in a region containing $s=-1$, taking values in the space of continuous linear operators from the Sobolev space $H^{-n / 2-\epsilon}(M)$ into $H^{n / 2+\epsilon}(M), \epsilon>0$. From this, we can see that
$\lim _{y \rightarrow x} \lim _{s \rightarrow-1} K(x, y ; R(s))=\lim _{s \rightarrow-1} \lim _{y \rightarrow x} K(x, y ; R(s))$.
Note that if $R(s): H^{-n / 2-\epsilon}(M) \rightarrow H^{n / 2+\epsilon}(M), K(x, y ; R(s))$ is continuous even for $x=y$.

Now for $x \neq y, G(x, y)=\lim _{s \rightarrow-1} K_{s}(x, y ; D)$. Then

$$
\begin{align*}
& K(x, y ; R(-1)) \\
& \quad=G(x, y)-\sum_{j=0}^{n-m} \int \frac{d \xi}{(2 \pi)^{n}} C_{j}(x, \xi ;-1) e^{i \xi(x-y)} \tag{A3}
\end{align*}
$$

even for $x=y$. Now, from (A3) we have the following identity:

$$
\begin{align*}
& \lim _{y \rightarrow x}\left[G(x, y)-\sum_{j=0}^{n-m} \int \frac{d \xi}{(2 \pi)^{n}} C_{j}(x, \xi ;-1) e^{i \xi(x-y)}\right] \\
&=\lim _{y \rightarrow x} K(x, y ; R(-1))=\lim _{s \rightarrow-1} K(x, x ; R(s)) \\
&=\lim _{s \rightarrow-1}\left[K_{s}(x, x ; D)-\sum_{j=0}^{n-m} \int \frac{d \xi}{(2 \pi)^{n}} C_{j}(x, \xi ; s)\right] . \tag{A4}
\end{align*}
$$

If we now split the $\xi$ integration and use the fact that $C_{j}(x, \xi ; s)$ is a homogeneous function of degree $m s-j$ in $\xi$ for $|\xi| \geqslant 1$ to write the identity

$$
\begin{align*}
& \int_{|\xi|>1} C_{j}(x, \xi ; s) \frac{d \xi}{(2 \pi)^{n}} \\
& \quad=\frac{-1}{m s-j+n} \int_{|\xi|=1} C_{j}\left(x, \xi ; s \left\lvert\, \frac{d \xi}{(2 \pi)^{n}}\right.,\right. \tag{A5}
\end{align*}
$$

we have

$$
\begin{align*}
& \operatorname{im}_{y \rightarrow x}\left[G(x, y)-\sum_{j=0}^{n-m} \int \frac{d \xi}{(2 \pi)^{n}} C_{j}(x, \xi ;-1) e^{i \xi(x-y)}\right] \\
&= \lim _{s \rightarrow-1}\left\{K_{s}(x, x ; D)-\left(\frac { - 1 / m } { ( s + 1 ) } \int _ { | \xi | = 1 } C _ { n - m } \left(x, \xi ; s \left\lvert\, \frac{d \xi}{(2 \pi)^{3}}\right.\right.\right.\right. \\
&\left.+\int_{|\xi|<1} C_{n-m}(x, \xi ; s) d \xi\right)-\sum_{j=0}^{n-m-1} \frac{1}{(2 \pi)^{n}}\left(\frac{-1}{m s+n-j}\right. \\
&\left.\left.\times \int_{|\xi|=1} C_{j}(x, \xi ; s) d \xi+\int_{|\xi|<1} C_{j}(x, \xi ; s) d \xi\right)\right\} . \tag{A6}
\end{align*}
$$

Then, calling

$$
\widetilde{C}_{j}(x, \xi)=|\xi|^{-m-j} C_{j}(x, \xi /|\xi| ;-1)
$$

Eq. (A6) can be rewritten as

$$
\begin{align*}
\lim _{y \rightarrow x}[ & G(x, y)-\sum_{j=0}^{n-m-1} \int \frac{d \xi}{(2 \pi)^{n}} \tilde{C}_{j}(x, \xi) e^{i \xi(x-y)} \\
& \left.-\int \frac{d \xi}{(2 \pi)^{n}} C_{n-m}(x, \xi ;-1) e^{i \xi(x-y)}\right] \\
& =\lim _{s \rightarrow-1}\left[K_{s}(x, x ; D)-\frac{-1 / m}{s+1} \int_{|\xi|=1} C_{n-m}(x, \xi ; ; s] \frac{d \xi}{(2 \pi)^{n}}\right. \\
& \left.\quad-\int_{|\xi|<1} C_{n-m}(x, \xi ; s) \frac{d \xi}{(2 \pi)^{n}}\right] . \tag{A7}
\end{align*}
$$

Taking the expression of $C_{n-m}(x, \xi, s)$ in powers of $(s+1)$ we can write (A7) in the form

$$
\begin{align*}
\lim _{s \rightarrow-1}[ & {\left[K_{s}(x, x ; D)-\frac{1}{s+1}\left(-\frac{1}{m}\right) \int_{|\xi|=1} C_{n-m}(x, \xi ;-1) \frac{d \xi}{(2 \pi)^{n}}\right] } \\
= & -\left.\frac{1}{m} \int_{|\xi|=1} \frac{d \xi}{(2 \pi)^{n}} \frac{d}{d s} C_{n-m}(x, \xi ; s)\right|_{s=-1} \\
& +\int_{|\xi|<1} C_{n-m}(x, \xi ;-1) \frac{d \xi}{(2 \pi)^{n}}+\lim _{y \rightarrow x}[G(x, y) \\
& -\sum_{j=0}^{n-m-1} \int \frac{d \xi}{(2 \pi)^{n}} C_{j}(x, \xi ;-1) e^{i \xi(x-y)}-\int \frac{d \xi}{(2 \pi)^{n}} \\
& \left.\times C_{n-m}(x, \xi ;-1) e^{i \xi(x-y)}\right] . \tag{A8}
\end{align*}
$$

Then, using ${ }^{17}$

$$
\begin{aligned}
\int_{|\xi|>1} & e^{i \xi z} C_{n-m}(x, \xi ;-1) \frac{d \xi}{(2 \pi)^{n}} \\
\quad= & \text { P.V. } \int \frac{d \xi}{(2 \pi)^{n}} e^{i \xi z}|\xi|^{-n}\left[C_{n-m}\left(x, \frac{\xi}{|\xi|} ;-1\right)-M(x) \chi\right] \\
& +M(x)[\log |z|+\mathbb{C}(z)+g(z)]
\end{aligned}
$$

with $g(z)$ and $\mathbb{C}(z)$ regular functions and $g(0)=0$, we get Eq. (14).
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Simple expressions are found for the retarded, advanced, and Feynman propagators, as well as several other auxiliary invariant functions, for scalar fields of arbitrary mass in anti-de Sitter space-time.

## I. INTRODUCTION

One of the still-unsolved mysteries of present-day highenergy physics is the mechanism nature uses for confining quarks and gluons. The hope is that the rules of QCD are sufficient to prove that colored particles are always clustered into colorless objects like mesons and baryons. It is, however, practical not to wait for such a proof, but to make models in which this confinement has been built in. Bag models ${ }^{1}$ have this property, but ordinary potential models in which an indefinitely rising potential has been used ${ }^{2}$ also have this property.

Making use of ideas put forward by several authors, ${ }^{3}$ we have studied a model in which confinement has been built in by geometrical means. ${ }^{4}$ Quarks and gluons move in a microuniverse of anti-de Sitter symmetry, but this world manifests itself to outside observers as a spherical bag. Inside this bag, and in zeroth-order approximation, all colored particles carry out harmonic oscillations with a universal frequency $\omega$ equal to $c / R$, where $c$ is the light velocity and $R$ is the bag radius. This universal frequency can be read off from the average quarkonium level spacing $\Delta E$ through $\omega=\Delta E / \hbar$ and gives rise to a universal bag radius for mesons equal to $R=c \hbar / \Delta E$. This turns out to be about 1 fm . For baryons this radius becomes somewhat larger. Absolute confinement within a sphere is now related to the impossibility to surpass light velocity.

The anti-de Sitter space comes about because the QCD Lagrangian for massless quarks and gluons is impervious to a conformal change of metric. ${ }^{5}$ By introducing a Higgs-like scalar field, the conformal symmetry of $\mathrm{SO}(4,2)$ type becomes manifest. The field can now be used to induce "minimal" spontaneous symmetry breaking towards $\mathrm{SO}(3,2)$ or anti-de Sitter symmetry. In the mean time, quarks acquire a nonzero mass through coupling with the scalar field.

If one wants to go beyond zeroth order in studying the behavior of quarks and gluons inside the "harmonic oscillator bag," due account must be given to gluon exchange between quarks, quark-antiquark production and annihilation by gluons, gluon exchange between gluons, etc. Of course these activities have their limitations because of the too-static character of the bag, and good judgement should be the guiding principle. As in flat space, propagators may be useful in practical calculations.

Much work on propagators in maximally symmetric spaces has been done in the past. Early work includes that of Adler. ${ }^{6}$ For the anti-de Sitter space homogeneous propagators have been found by Fronsdal for scalar fields ${ }^{7}$ and by Fronsdal and Haugen ${ }^{8}$ for spinor fields for the massive as well as the massless case. The massless case is of special inter-
est and contains many surprises. It has been studied for arbitrary spin by Fronsdal ${ }^{9}$ and Fang and Fronsdal. ${ }^{10}$ Conformally invariant propagators for QED in anti-de Sitter geometry have been studied by Binegar, Fronsdal, and Heidenreich. ${ }^{11}$

The purpose of the present paper is to derive simple expressions for $S O(3,2)$ symmetric massive scalar propagators of the homogeneous as well as the inhomogeneous kind using solely configuration space methods. ${ }^{12}$ The simplicity of these methods is worth exposing. The inhomogeneous propagators include Feynman propagators which can be interpreted as the vacuum expectation values of time-ordered field products. Since "time" is here a many-valued noninvariant function in five space, a discussion of the invariance properties of these propagators is necessary.

Two further remarks must be made. In the first place, the meaning of "spacelike" and "timelike" separation is not a priori clear and must be discussed in connection with the non-simply-connected character of the $\operatorname{SO}(3,2)$ invariant manifold. This makes the introduction of a covering space necessary. A good discussion of this is given by Fronsdal. ${ }^{7}$ Second, implicit boundary conditions at infinity have to be imposed in order to make the propagators unique. This will in general be possible by requiring the propagators to approach zero "sufficiently" fast when a certain invariant quantity approaches minus infinity. ${ }^{13}$ For the massless case, extra conditions are needed to prevent "information leaks" at infinity. ${ }^{16}$

A demonstration of how the configuration space method works in Minkowski space-time is given in Sec. II, while in Sec. III the method is applied to anti-de Sitter space-time. As distinct from the Minkowski case, to write down propagators for an arbitrary reference point is not completely trivial and needs some attention. Section IV is devoted to this point. Then, in order to exhibit the bag structure and to make the harmonic oscillations manifest, in Sec. V a transformation to special coordinates is carried out. These coordinates are obtained by a process of central projection ${ }^{4}$ and act as natural coordinates for outside observers who can look inside the bag by means of electromagnetic waves interacting with the fractionally charged quarks. "Infinity" has thus been projected on the bag surface and the boundary conditions at infinity have been transformed into boundary conditions on that surface.

## II. PROPAGATORS IN MINKOWSKI SPACE-TIME

In this section a review is given of the space-time method leading to the well-known invariant solutions of the Klein-Gordon equation with and without a $\delta$-source term.

In many textbooks the results are only mentioned, completely or incompletely, either in the main text or in an appendix. ${ }^{17}$ Most derivations make use of momentum space.

Let us start with the massless homogeneous equation in $x^{\mu}$ space with $\eta_{\mu v}=\operatorname{diag}(-1,-1,-1,1)$

$$
\begin{equation*}
\square \Psi(\lambda)=0 \text {, } \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\square=\partial_{\mu} \partial^{\mu}=-\Delta+\frac{\partial^{2}}{\partial x^{4^{2}}} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda=x_{\mu} x^{\mu} . \tag{2.3}
\end{equation*}
$$

The solution which is of interest for our purposes is the one which drops off to zero at infinity

$$
\begin{equation*}
\Psi(\lambda)=1 / \lambda, \quad \lambda \neq 0 . \tag{2.4}
\end{equation*}
$$

The singularity at $\lambda=0$ can be circumvented by making the following replacement:

$$
\begin{equation*}
x^{4} \rightarrow x^{4} \pm i \epsilon / 2, \quad \epsilon>0 . \tag{2.5}
\end{equation*}
$$

Under this replacement, where $\epsilon$ is not necessarily infinitesimally small, the operator $\square$ remains unchanged, but $\lambda$ undergoes a change

$$
\begin{equation*}
\lambda \rightarrow \lambda \pm i \epsilon x^{4}-\epsilon^{2} / 4 . \tag{2.6}
\end{equation*}
$$

Thus we conclude that, for $\epsilon$ not necessarily infinitesimal,

$$
\begin{equation*}
\Psi_{ \pm}(\lambda)=1 /\left(\lambda \pm i \epsilon x^{4}-\epsilon^{2} / 4\right) \tag{2.7}
\end{equation*}
$$

satisfies the equation

$$
\begin{equation*}
\square \Psi_{ \pm}(\lambda)=0 . \tag{2.8}
\end{equation*}
$$

In the limit of small $\epsilon$, by taking the real and imaginary parts of (2.8), we obtain

$$
\begin{equation*}
\square P(1 / \lambda)=0 \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\square \epsilon\left(x^{4}\right) \delta(\lambda)=0, \tag{2.10}
\end{equation*}
$$

where

$$
\epsilon\left(x^{4}\right)= \pm 1, \quad x^{4} \gtrless 0 .
$$

So, while $\Psi_{ \pm}(\lambda)$ is not invariant under Lorentz transformations around the origin $x^{\mu}=0$, we have now obtained invariant solutions $P(1 / \lambda)$ and $\epsilon\left(x^{4} \mid \delta(\lambda)\right.$, the first being even under time reversal, the second odd. The latter can be used to obtain the general solution of the homogeneous equation when the function and its time derivative are given on a suitable spacelike surface, for example, $x^{4}=0$. Then a general reference point has to be chosen; $x^{\mu}$ must be replaced by $x^{\mu}-x_{0}^{\mu}$. In order to carry out this program the time derivative of $\Psi_{ \pm}(\lambda)$ as given by (2.7) must be determined.

We have for the space integral over the time derivative

$$
\begin{align*}
& \left.\int\left[\frac{\partial}{\partial x^{4}} \frac{1}{\lambda \pm i \epsilon x^{4}-\epsilon^{2} / 4}\right]\right|_{x^{4}=0} d^{3} x \\
& \quad=\mp i \epsilon \int_{0}^{\infty} \frac{4 \pi r^{2} d r}{\left(r^{2}+\epsilon^{2} / 4\right)^{2}} \underset{\epsilon \rightarrow 0}{\rightarrow} \mp 2 \pi^{2} i . \tag{2.11}
\end{align*}
$$

Since $P(1 / \lambda)$ is an even function and $\epsilon\left(x^{4}\right) \delta(\lambda)=0$ when $x^{4}=0$ and $\mathbf{x} \neq 0$ we have, therefore, using Gauss' theorem
$\left.\left[\frac{\partial}{\partial x^{4}} \frac{1}{\lambda \pm i \epsilon x^{4}-\epsilon^{2} / 4}\right]\right|_{x^{4}=0} \mp 2 \pi^{2} i \delta^{(3)}(\mathbf{x})$.

Thus, if we define

$$
\begin{equation*}
G\left(x^{\mu}\right)=(1 / 2 \pi) \epsilon\left(x^{4}\right) \delta(\lambda) \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{G}\left(x^{\mu}\right)=\left(1 / 2 \pi^{2}\right) P(1 / \lambda), \tag{2.14}
\end{equation*}
$$

we have

$$
\begin{equation*}
\square G=\square \bar{G}=0 \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\left[\frac{\partial}{\partial x^{4}} G\right]\right|_{x^{4}=0}=\delta^{(3)}(\mathbf{x}), \tag{2.16}
\end{equation*}
$$

together with

$$
\begin{equation*}
\left.\left[\frac{\partial}{\partial x^{4}} \bar{G}\right]\right|_{x^{4}=0}=0 \tag{2.17}
\end{equation*}
$$

One sometimes encounters "positive frequency" and "negative frequency" parts. These are defined by

$$
\begin{equation*}
G_{ \pm}=\frac{1}{2}\left(\bar{G}_{ \pm i G}\right)=\frac{1}{4 \pi^{2}} \frac{1}{\lambda \mp i \epsilon x^{4}-\epsilon^{2} / 4}, \tag{2.18}
\end{equation*}
$$

in the limit of small $\epsilon$.
Next we consider the inhomogeneous equation. Since $\epsilon\left(x^{4}\right) \delta(\lambda)$ is a solution of the homogeneous equation (2.1) it follows that $\delta(\lambda)$ is a solution as long as $x^{\mu} \neq 0$. We find therefore that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}[1 /(\lambda \pm i \epsilon)] \tag{2.19}
\end{equation*}
$$

is a solution of the homogeneous wave equation outside the origin. If we now integrate time derivatives over the two four-planes $x^{4}= \pm a(a>0)$ we find for small $\epsilon$ and small $a$

$$
\begin{equation*}
\left.\int\left[\frac{\partial}{\partial x^{4}} \frac{1}{\lambda-i \epsilon}\right]\right|_{x^{4}= \pm a} d^{3} x= \pm 2 \pi^{2} i . \tag{2.20}
\end{equation*}
$$

With the help of Gauss' theorem we now find

$$
\begin{equation*}
\square[1 /(\lambda \pm i \epsilon)]=\mp 4 \pi^{2} i i^{(4)}\left(x^{\rho}\right) . \tag{2.21}
\end{equation*}
$$

From (2.18) and (2.21) it follows that

$$
\begin{equation*}
\square\left[\theta\left(x^{4}\right) / 2 \pi\right] \delta(\lambda)=\delta^{(4)}\left(x^{\rho}\right) . \tag{2.22}
\end{equation*}
$$

This leads to the retarded and advanced Green's functions

$$
\begin{equation*}
G_{\text {ret }}=(1 / 2 \pi) \theta\left(x^{4}\right) \delta(\lambda) \tag{2.23}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{\mathrm{adv}}=(1 / 2 \pi) \theta\left(-x^{4}\right) \delta(\lambda), \tag{2.24}
\end{equation*}
$$

which satisfy the inhomogeneous equations

$$
\begin{equation*}
\underset{\substack{\text { ret } \\ \text { sav }}}{ }=\delta^{(4)}\left(x^{\rho}\right) . \tag{2.25}
\end{equation*}
$$

The Feynman propagator is defined by

$$
\begin{equation*}
G_{F}=\left(1 / 4 \pi^{2} i\right) /(\lambda-i \epsilon), \tag{2.26}
\end{equation*}
$$

in the limit of small $\epsilon$. It is an even function of $x^{4}$, an analytic function of $\lambda$, and it satisfies the equation

$$
\begin{equation*}
\square G_{F}=\delta^{(4)}\left(x^{\rho}\right) . \tag{2.27}
\end{equation*}
$$

This concludes the massless case.
If the mass is nonzero we have to find invariant solutions of the Klein-Gordon equation

$$
\begin{equation*}
\left(\square+m^{2}\right) \Psi(\lambda)=0, \quad m \neq 0, \tag{2.28}
\end{equation*}
$$

where it is now appropriate to define $\lambda$ by

$$
\begin{equation*}
\lambda=m^{2} x_{\mu} x^{\mu} \tag{2.29}
\end{equation*}
$$

Let us first consider the cases $\lambda>0$ and $\lambda<0$ separately. When $\lambda>0$ we can introduce the variable $\eta=\sqrt{\lambda}$. Then Eq. (2.28) can be written in the form

$$
\begin{equation*}
\left(\frac{d^{2}}{d \eta^{2}}+\frac{3}{\eta} \frac{d}{d \eta}+1\right) \Psi\left(\eta^{2}\right)=0 \tag{2.30}
\end{equation*}
$$

From the identity
$\left(\frac{d^{2}}{d \eta^{2}}+\frac{3}{\eta} \frac{d}{d \eta}+1\right) \frac{1}{\eta}=\frac{1}{\eta}\left[\frac{d^{2}}{d \eta^{2}}+\frac{1}{\eta} \frac{d}{d \eta}+\left(1-\frac{1}{\eta^{2}}\right)\right]$,
we then find that if $U_{1}(\eta)$ is a solution of the Bessel equation with index 1 , then $U_{1}(\eta) / \eta$ is a solution of Eq. (2.30) and, written in terms of $\lambda$, of Eq. (2.28).

When $\lambda<0$ we introduce $\zeta=\sqrt{-\lambda}$. Then we find that if $V_{1}(\zeta)$ is a solution of the modified Bessel equation with index 1 , then $V_{1}(\xi) / \zeta$, written in terms of $\lambda$, is again a solution of Eq. (2.28). In the latter case we shall be interested in the solution which drops off to zero when $\zeta \rightarrow \infty$. This is $1 / \zeta$ times the modified Hankel function $K_{1}(\zeta)$ defined by ${ }^{18}$

$$
\begin{align*}
K_{1}(\zeta) & =\frac{1}{2} \pi i e^{(1 / 2) \pi i} H_{1}^{(1)}\left(\zeta e^{(1 / 2) \pi i}\right) \\
& =-\frac{1}{2} \pi i e^{-(1 / 2) \pi i} H_{1}^{(2)}\left(\zeta e^{-(1 / 2) \pi i}\right) \tag{2.32}
\end{align*}
$$

with $H_{1}^{(1)}$ and $H_{1}^{(2)}$ being the first and second Hankel functions with index 1.

It is clear that the point $\lambda=0$ causes trouble. Just like in the massless case, we can avoid this by making the replacement (2.5) which we modify as follows:

$$
\begin{equation*}
m x^{4} \rightarrow m x^{4} \pm i \epsilon / 2 m, \quad \epsilon>0 \tag{2.33}
\end{equation*}
$$

This does not affect the Klein-Gordon operator and we find that if $\Psi(\lambda)$ is a solution of $(2.28)$, then so is $\Psi_{ \pm}(\lambda)=\Psi\left(\lambda \pm i \epsilon x^{4}-\epsilon^{2} / 4 m^{2}\right)$, with $\epsilon$ not necessarily infinitesimal

$$
\begin{equation*}
\left(\square+m^{2}\right) \Psi_{ \pm}(\lambda)=\left(\square+m^{2}\right) \Psi\left(\lambda_{ \pm \epsilon}\right)=0 \tag{2.34}
\end{equation*}
$$

where we have used the notation $\lambda_{ \pm \epsilon}=\lambda \pm i \epsilon x^{4}-\epsilon^{2} / 4 m^{2}$.
For real $x^{\mu}$ the function $\Psi\left(\lambda_{ \pm \epsilon}\right)$ is regular everywhere. The solution of interest is

$$
\begin{equation*}
K_{1}\left(\zeta_{ \pm \epsilon}\right) / \zeta_{ \pm \epsilon} \tag{2.35}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta_{ \pm \epsilon}=\left(-\lambda_{ \pm \epsilon}\right)^{1 / 2}, \quad \operatorname{Re} \zeta_{ \pm \epsilon}>0 \tag{2.36}
\end{equation*}
$$

Now, for $x^{4}>0$, let

$$
\begin{equation*}
\eta_{ \pm \epsilon}=\zeta_{ \pm \epsilon} e^{ \pm(1 / 2) \pi i} \tag{2.37}
\end{equation*}
$$

Then, if we move $\lambda$ from negative to positive values along the real axis, we have

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \eta_{ \pm \epsilon}=\eta>0 \tag{2.38}
\end{equation*}
$$

By continuous change of $x^{\mu}$, a change of sign of $x^{4}$ can only occur when $\lambda \leqslant 0$. This does not affect the condition $\operatorname{Re} \xi_{ \pm \epsilon}>0$. If for $x^{4}<0$ we now move $\lambda$ from negative to positive values along the real axis, we have

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \eta_{ \pm \epsilon}=-\eta<0 \tag{2.39}
\end{equation*}
$$

Thus, from (2.32) we find that for positive $\lambda$, independent of the sign of $x^{4}, \Psi_{ \pm}(\lambda)$ has the following form:

$$
\begin{equation*}
\Psi_{ \pm}(\lambda)=\Psi\left(\lambda_{ \pm \epsilon}\right)=\mp \frac{1}{2} \pi i H_{1}^{ \pm}\left(\eta_{ \pm \epsilon}\right) / \eta_{ \pm \epsilon}, \tag{2.40}
\end{equation*}
$$

where $H_{1}^{+}=H_{1}^{(1)}$ and $H_{1}^{-}=H_{1}^{(2)}$.
The solutions (2.40) are, explicitly, in the limit $\epsilon \rightarrow 0$

$$
\begin{equation*}
\psi_{ \pm}(\lambda)=\frac{J_{1}(\eta)}{2 \eta}\left[\mp \pi i+\ln \left(\lambda_{ \pm \epsilon}\right)\right]-\frac{1}{\lambda_{ \pm \epsilon}}+\chi(\lambda), \tag{2.41}
\end{equation*}
$$

where $J_{1}$ is the cylindrical Bessel function with index 1 and $\chi(\lambda)$ is a real analytic function, regular in the entire complex plane. The exact form of $\chi(\lambda)$ is given in any book on Bessel functions. ${ }^{18,19}$

Since $\Psi_{ \pm}(\lambda)$ is an exact solution of the Klein-Gordon equation, the real and imaginary parts are exact solutions themselves. We have in the limit of small $\epsilon$
$\operatorname{Re} \Psi_{ \pm}(\lambda)=\left[J_{1}(\eta) / 2 \eta\right] \ln |\lambda|-P(1 / \lambda)+\chi(\lambda)$
and
$\operatorname{Im} \Psi_{ \pm}(\lambda)=\mp\left\{\left[J_{1}(\eta) / 2 \eta\right]\left[\pi \mp \arg \left(\lambda_{ \pm \epsilon}\right)\right]-\pi \epsilon\left(x^{4}\right) \delta(\lambda)\right\}$.
The latter solution is of most importance. When $\lambda>0$ and $x^{4}>0$ we find for the expression between square brackets the value $\pi$, since for positive $\eta$ the argument is supposed to be zero. If now $\lambda$ is moved along the real axis to negative values, the argument becomes $\pm \pi$ and the expression becomes zero. Now we can move $x^{4}$ to negative values. If we move $\lambda$ back to positive values the change of argument is again $\pm \pi$, so we find
$\operatorname{Im} \Psi_{ \pm}(\lambda)=\mp\left\{\pi \epsilon\left(x^{4}\right) \theta(\lambda)\left[J_{1}(\eta) / 2 \eta\right]-\pi \epsilon\left(x^{4}\right) \delta(\lambda)\right\}$.

We now look for the proper normalization. From the results obtained for $m=0$ and by considering the pole term we find

$$
\begin{equation*}
\left.\left[\frac{\partial}{\partial x^{4}} \Psi_{ \pm}(\lambda)\right]\right|_{x^{4}=0}= \pm \frac{2 \pi^{2} i}{m^{2}} \delta^{(3)}(\mathbf{x}) \tag{2.45}
\end{equation*}
$$

This enables us to define $G^{m}\left(x^{\mu}\right)$ and $\bar{G}^{m}\left(x^{\mu}\right)$ together with the positive and negative frequency parts
$G^{m}\left(x^{\mu}\right)=\left(m^{2} / 2 \pi\right) \epsilon\left(x^{4}\right)\left[\delta(\lambda)-\theta(\lambda)\left[J_{1}(\eta) / 2 \eta\right]\right]$,
$\bar{G}^{m}\left(x^{\mu}\right)=-\frac{m^{2}}{2 \pi^{2}}\left[\frac{J_{1}(\eta)}{2 \eta} \ln |\lambda|-P \frac{1}{\lambda}+\chi(\lambda)\right]$,
and
$G_{ \pm}^{m}\left(x^{\mu}\right)=\frac{1}{2}\left(\bar{G}^{m} \pm i G^{m}\right)=\left(-m^{2} / 4 \pi^{2}\right) \Psi_{\mp}(\lambda), \quad \epsilon \rightarrow 0$.
Finally we have the inhomogeneous case. Using the same arguments as for $m=0$ we find that the functions $\Psi(\lambda \pm i \epsilon)$ are solutions of Eq. (2.28) as long as $x^{\mu} \neq 0$. Using (2.20) we obtain for small $\epsilon$

$$
\begin{equation*}
\left.\int\left[\frac{\partial}{\partial x^{4}} \Psi(\lambda-i \epsilon)\right]\right|_{x^{4}= \pm a} d^{3} x=\mp \frac{2 \pi^{2} i}{m^{2}} \tag{2.49}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\left(\square+m^{2}\right) \Psi(\lambda-i \epsilon)=\left(-4 \pi^{2} i / m^{2}\right) \delta^{(4)}\left(x^{\mu}\right) \tag{2.50}
\end{equation*}
$$

and similarly

$$
\left(\square+m^{2}\right) \Psi(\lambda+i \epsilon)=\left(4 \pi^{2} i / m^{2}\right) \delta^{(4)}\left(x^{4}\right)
$$

Then, since
$\operatorname{Im} \Psi(\lambda \pm i \epsilon)= \pm \pi\left[\delta(\lambda)-\theta(\lambda)\left[J_{1}(\eta) / 2 \eta\right]\right]$,
we find

$$
\begin{equation*}
\left(\square+m^{2}\right)\left(m^{2} / 4 \pi\right)\left[\delta(\lambda)-\theta(\lambda)\left[J_{1}(\eta) / 2 \eta\right]\right]=\delta^{(4)}\left(x^{\mu}\right) \tag{2.52}
\end{equation*}
$$

If the retarded and advanced Green's functions are defined by

$$
\begin{align*}
\underset{\mathrm{adv}}{G_{\mathrm{ret}}^{m}\left(x^{\mu}\right)} & = \pm \theta\left( \pm x^{4}\right) G^{m}\left(x^{\mu}\right) \\
& =\left(m^{2} / 2 \pi\right) \theta\left( \pm x^{4}\right)\left[\delta(\lambda)-\theta(\lambda)\left[J_{1}(\eta) / 2 \eta\right]\right]
\end{align*}
$$

then these invariant functions satisfy the inhomogeneous equation

$$
\begin{equation*}
\left(\square+m^{2}\right) G_{\mathrm{ret}}^{m}\left(x^{\mu}\right)=\delta^{(4)}\left(x^{\mu}\right) \tag{2.54}
\end{equation*}
$$

The Feynman propagator $G_{\mathrm{F}}^{m}$ satisfies the same inhomogeneous equation, is an analytic function of $\lambda$, and an even function of $x^{4}$

$$
\begin{equation*}
G_{\mathrm{F}}^{m}\left(x^{\mu}\right)=-\lim _{\epsilon \rightarrow 0}\left(m^{2} / 4 \pi^{2} i\right) \Psi(\lambda-i \epsilon) \tag{2.55}
\end{equation*}
$$

with

$$
\begin{gathered}
\Psi(\lambda)=K_{1}(\zeta) / \zeta, \quad \zeta=(-\lambda)^{1 / 2} \\
\operatorname{Re} \zeta \geqslant 0 \text { and } \eta=\lambda^{1 / 2}
\end{gathered}
$$

Although the results of this section are of course well known, the method of derivation is not. The reason for exposing it here is that a generalization to $\mathrm{SO}(3,2)$ propagators is straightforward and hardly more complicated.

## III. PROPAGATORS IN ANTI-DE SITTER SPACE-TIME

Consider a five-dimensional flat space with coordinates $\xi^{M}(M=1, \ldots, 5)$ and metric

$$
\begin{equation*}
\eta_{M N}=\operatorname{diag}(-1,-1,-1,+1,+1) \tag{3.1}
\end{equation*}
$$

We are specially interested in points lying on the hyperboloid

$$
\begin{equation*}
\xi_{M} \xi^{M}=-\xi^{2}+\xi^{4^{2}}+\xi^{s^{2}}=R^{2}=\text { const }>0 \tag{3.2}
\end{equation*}
$$

The linear transformations leaving this hyperboloid invariant and which are continuously connected with the identity form the group of restricted $\mathrm{O}(3,2)$ or "orthochronous" $\mathrm{SO}(3,2)$ transformations.

The hyperboloid (3.2) is not simply connected. The functions with which we have to deal are in general many valued and for its specification a winding number must be defined. However, such a winding number can be avoided by defining a many-valued reference function which turns out to play the role of time variable. The quality which has been called orthochronous derives its name from it.

Consider the equation

$$
\begin{equation*}
\square_{5} \Psi=\frac{\partial^{2}}{\partial \xi^{M} \partial \xi_{M}} \Psi=\left(\square_{4}+\frac{\partial^{2}}{\partial \xi^{s^{2}}}\right) \Psi=0 \tag{3.3}
\end{equation*}
$$

where
$\square_{4}=\frac{\partial^{2}}{\partial \xi^{\mu} \partial \xi_{\mu}}=\square=-\Delta+\frac{\partial^{2}}{\partial \xi^{4^{2}}}, \quad \mu=1, \ldots, 4$.
For the moment we consider $R>0$ as defined by (3.2) as a radial variable.

We are interested in those functions which are invariant under the restricted Lorentz transformations leaving the reference point

$$
\begin{equation*}
\xi_{0}^{M}=(0,0,0,0, R) \tag{3.5}
\end{equation*}
$$

invariant. These transformations form a stability subgroup of the restricted $\mathrm{O}(3,2)$ group, leaving the "angular variable" $\lambda$ defined by

$$
\begin{equation*}
\lambda=\xi_{\rho} \xi^{\rho} / R^{2}=1-\xi^{5^{2}} / R^{2} \tag{3.6}
\end{equation*}
$$

invariant.
The functions of interest to us have the following form:

$$
\begin{equation*}
\Psi(R, \lambda, n)=R^{m} \Phi_{n}(\lambda, m) \tag{3.7}
\end{equation*}
$$

where $n$ is a winding number. The function $\Psi$ satisfies Eq. (3.3) in the non-simply-connected domain $R>0$ of fivespace. In order to study its properties we introduce the generalized angular momentum operator $M_{M N}$

$$
\begin{equation*}
M_{M N}=i\left(\xi_{M} \frac{\partial}{\partial \xi^{N}}-\xi_{N} \frac{\partial}{\partial \xi^{M}}\right) \tag{3.8}
\end{equation*}
$$

Then, if the total angular momentum operator $M^{2}$ is defined as

$$
\begin{equation*}
M^{2}=\frac{1}{2} M_{M N} M^{M N} \tag{3.9}
\end{equation*}
$$

we find that $\Psi$ satisfies the equation

$$
\begin{equation*}
\square_{5} \Psi=\left(\frac{\partial^{2}}{\partial R^{2}}+\frac{4}{R} \frac{\partial}{\partial R}-\frac{M^{2}}{R^{2}}\right) \Psi=0 \tag{3.10}
\end{equation*}
$$

as an eigenstate of the $M^{2}$ operator. From (3.7) we obtain

$$
\begin{align*}
\square_{5} \Phi_{n}(\lambda, m) & =-\left[m(m+3) / R^{2}\right] \Phi_{n}(\lambda, m) \\
& =-\left(M^{2} / R^{2}\right) \Phi_{n}(\lambda, m) \tag{3.11}
\end{align*}
$$

so that

$$
\begin{equation*}
\left[M^{2}-m(m+3)\right] \Phi_{n}(\lambda, m)=0 \tag{3.12}
\end{equation*}
$$

In the following we shall suppress the variable $m$ in $\Phi$. The invariant functions in which we are interested have, just like in the Minkowski case, in general a singularity when $\lambda=0$. In order to avoid this we look for a complex coordinate transformation which not only leaves the operator $\square_{5}$, but also $R^{2}$ and $M^{2}$, invariant. The transformation which does the job is a complex rotation in $\left(\xi^{4}, \xi^{5}\right)$ space. Let

$$
\begin{equation*}
\xi^{4}=\sqrt{R^{2}+\xi^{2}} \sin (t / R) \tag{3.13}
\end{equation*}
$$

and

$$
\xi^{5}=\sqrt{R^{2}+\xi^{2}} \cos (t / R)
$$

where $-\infty<t<\infty$.
The parameter $t$ is many valued in $\xi^{M}$ space and serves as a time variable. We make the replacement

$$
\begin{equation*}
t \rightarrow t \pm i \epsilon R / 2, \quad \epsilon>0 \tag{3.14}
\end{equation*}
$$

This results into the following replacements for $\xi^{4}$ and $\xi^{5}$ :

$$
\begin{align*}
& \xi^{4} \rightarrow \xi^{4} \cosh (\epsilon / 2) \pm i \xi^{5} \sinh (\epsilon / 2) \\
& \xi^{5} \rightarrow \mp i \xi^{4} \sinh (\epsilon / 2)+\xi^{5} \cosh (\epsilon / 2) \tag{3.15}
\end{align*}
$$

The transformation amounts to a complex rotation generated by $M_{45}$ which commutes with $\square_{5}$ and $M^{2}$. The quantity $\lambda$ transforms as follows:

$$
\begin{align*}
\lambda \rightarrow \lambda_{ \pm \epsilon} & =1-\frac{1}{R^{2}}\left(\xi^{5} \cosh \frac{\epsilon}{2} \mp i \xi^{4} \sinh \frac{\epsilon}{2}\right)^{2}  \tag{3.16}\\
& \approx \lambda \pm i \epsilon \xi^{4} \xi^{5} / R^{2}-\left[\left(\xi^{5^{2}}-\xi^{4^{2}}\right) / 4 R^{2}\right] \epsilon^{2} \tag{3.17}
\end{align*}
$$

When for $\xi^{2}=0$ the time variable $t$ is changed from $-\infty$ to $+\infty$ along the real axis, we find that $\lambda$ describes an ellipse in the complex plane, with the points 0 and 1 as foci. The upper sign in (3.14) corresponds to clockwise and the lower sign to anticlockwise motion (see Fig. 1).

One revolution corresponds to $\Delta t=\pi R$. When $\xi^{2}>0$, but kept fixed, the contour is an ellipse which lies around the ellipse mentioned above. The points 0 and 1 are always enclosed.

Let us next work out Eq. (3.11). We find with suppression of the index $n$

$$
\begin{align*}
{\left[\square_{5}+\right.} & \left.m(m+3) / R^{2}\right] \Phi(\lambda) \\
= & \left(4 / R^{2}\right)\left[\lambda(1-\lambda) \Phi^{\prime \prime}(\lambda)+\left(2-\frac{s}{2} \lambda\right) \Phi^{\prime}(\lambda)\right. \\
& +[m(m+3) / 4] \Phi(\lambda)]=0 \tag{3.18}
\end{align*}
$$

where a prime means differentiation with respect to $\lambda$. This equation is of the hypergeometric type ${ }^{19}$
$\lambda(1-\lambda) \Phi^{\prime \prime}(\lambda)+[c-(a+b+1) \lambda] \Phi^{\prime}(\lambda)-a b \Phi(\lambda)=0$,
so that we can identify

$$
\begin{equation*}
a=-m / 2, \quad b=(m+3) / 2, \quad \text { and } \quad c=2 \tag{3.20}
\end{equation*}
$$

The regular solution is the hypergeometric function

$$
\begin{equation*}
F(a, b ; c ; \lambda)=F(-m / 2,(m+3) / 2 ; 2 ; \lambda) \tag{3.21}
\end{equation*}
$$

However, of special interest to us is the solution which converges to zero when $\lambda$ goes to $-\infty$. There are two candidates

$$
\begin{align*}
& (-\lambda)^{-a} F\left(a+1-c, a ; a+1-b ; \lambda^{-1}\right) \\
& \quad=(-\lambda)^{m / 2} F\left(-(m+2) / 2,-m / 2 ;-m-\frac{1}{2} ; \lambda^{-1}\right) \tag{3.22}
\end{align*}
$$

which satisfies the condition when $m<0, m=-\frac{1}{2}$ excepted, and

$$
\begin{gather*}
(-\lambda)^{-b} F\left(b+1-c, b ; b+1-a ; \lambda^{-1}\right) \\
=(-\lambda)^{-(m+3) / 2} F((m+1) / 2 \\
\left.(m+3) / 2 ; m+\frac{5}{2} ; \lambda^{-1}\right) \tag{3.23}
\end{gather*}
$$

which satisfies the condition when $m>-3, m=-\frac{5}{2}$ excepted. In order to discriminate, we demand that the function approaches zero faster than $(-\lambda)^{-3 / 4}$ when $\lambda \rightarrow-\infty$. ${ }^{15}$ The exceptional points $m=-\frac{1}{2},-\frac{3}{2}$, and $-\frac{5}{2}$ will then be left out of consideration.

Because $m$ and $-(m+3)$ are interchangeable, we can limit ourselves to $m>-\frac{3}{2}$, which includes the important


FIG. 1. Contour in complex $\lambda$ plane corresponding to real $t$.
special case $m=-1$. We shall therefore limit ourselves to Eq. (3.23).

The condition on the way functions must approach zero when $\lambda \rightarrow-\infty$ amounts to the specification of boundary conditions at infinity in configuration space $\boldsymbol{\xi}$. This is less trivial than in Minkowski space. In a later stage of development we come back to this point.

The function as defined by the analytic continuation of

$$
\begin{gather*}
\Phi(\lambda)=(-\lambda)^{-(m+3) / 2} F\left(\frac{m+1}{2}, \frac{m+3}{2} ; m+\frac{5}{2} ; \lambda^{-1}\right) \\
|\lambda|>1 \tag{3.24}
\end{gather*}
$$

is singular in $\lambda=0$ and $\lambda=1$, so in order to avoid these singularities we replace $\lambda$ by $\lambda_{ \pm \epsilon}$ as given by (3.16). When $t$ is moved from $t_{0}$ to $t_{0}+\pi R$ with fixed $\xi^{2}$, then $\lambda_{ \pm \epsilon}$ makes one complete turn along its ellipse and returns to the same value. The function $\Phi(\lambda)$ then undergoes a change of phase which is independent of the contour as long as this is continuously deformed without passing the points 0 and 1 . Together with the point at infinity these are the only singularities. When the contour is deformed to a large circle, the change in phase can be read off from Eq. (3.24). In the limit of large $|\lambda|$ we have

$$
\begin{equation*}
\Phi(\lambda) \approx(-\lambda)^{-(m+3) / 2} \tag{3.25}
\end{equation*}
$$

For

$$
\begin{equation*}
\pi\left(n-\frac{1}{2}\right)<t / R<\pi\left(n+\frac{1}{2}\right), \quad n=0, \pm 1, \ldots, \tag{3.26}
\end{equation*}
$$

we can now replace $\lambda$ in (3.24) and (3.25) by $\lambda e^{\mp 2 \pi i n}$ and indicate the corresponding analytic continuation of $\Phi(\lambda)$ by $\Phi_{n}(\lambda)$. Then we have

$$
\Phi_{n}(\lambda) \approx\left(e^{\mp 2 \pi i n}\right)^{-(m+3) / 2}(-\lambda)^{-(m+3) / 2}
$$

so that

$$
\begin{equation*}
\Phi_{n}(\lambda)=e^{ \pm \pi i(m+1) n} \Phi_{0}(\lambda) . \tag{3.27}
\end{equation*}
$$

Next let us find out how the function $\Phi_{0}(\lambda)$ looks when it is analytically continued to $|\lambda|<1$. The appropriate expressions can be found using Ref. 20, page 63, formulas 18 and 19:

$$
\begin{align*}
\Phi_{0}(\lambda)= & C\left[-\frac{1}{\lambda}\right. \\
& +\frac{(m+1)(m+2)}{4} F\left(-\frac{m}{2}, \frac{m+3}{2} ; 2 ; \lambda\right) \\
& \times \ln (-\lambda)+\chi(m, \lambda)] \tag{3.28}
\end{align*}
$$

where

$$
\begin{equation*}
C=\Gamma\left(m+\frac{5}{2}\right) / \Gamma((m+3) / 2) \Gamma((m+4) / 2) \tag{3.29}
\end{equation*}
$$

and $\chi(m, \lambda)$ is a real analytic function of $\lambda$, regular in the domain $|\lambda|<1$, which vanishes for $m=-1$.

The following restriction must be observed:

$$
\begin{equation*}
|\arg (-\lambda)|<\pi \tag{3.30}
\end{equation*}
$$

Note the similarity of this with the Minkowski case.
The expression (3.28) shows a simple pole and logarithmic singularity at $\lambda=0$. These are avoided by considering $\Phi_{0}\left(\lambda_{ \pm \epsilon}\right)$ and its analytic continuations which are exact solutions of Eq. (3.12). The real and imaginary parts of $\Phi\left(\lambda_{ \pm \epsilon}\right)$ are exact solutions of (3.12) themselves. Since

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left[\frac{1}{\lambda \pm i \epsilon \xi^{4} \xi^{5} / R^{2}}\right]=P(1 / \lambda) \mp i \pi \epsilon\left(\xi^{4} \xi^{5}\right) \delta(\lambda) \tag{3.31}
\end{equation*}
$$

we obtain with the help of (3.17) in the limit of small $\epsilon$ :

$$
\begin{align*}
\operatorname{Re} \Phi_{0}\left(\lambda_{ \pm \epsilon}\right)= & C\left[-P \frac{1}{\lambda}+\frac{(m+1)(m+2)}{4}\right. \\
& \times F\left(-\frac{m}{2}, \frac{m+3}{2} ; 2 ; \lambda\right) \\
& \times \ln |\lambda|+\chi(m, \lambda)] \tag{3.32}
\end{align*}
$$

and
$\operatorname{Im} \Phi_{0}\left(\lambda_{ \pm \epsilon}\right)= \pm C \pi \epsilon\left(\xi^{4} \xi^{5}\right)\left[\delta(\lambda)-\frac{(m+1)(m+2)}{4}\right.$

$$
\begin{equation*}
\left.\times F\left(-\frac{m}{2}, \frac{m+3}{2} ; 2 ; \lambda\right) \theta(\lambda)\right] \tag{3.33}
\end{equation*}
$$

The latter solution is zero for points which are spacelike separated from the origin, which in this context means that $\lambda<0$ and $n=0$ (Ref. 7).

The condition $|\lambda|<1$ prevents $\xi^{5}$ from changing sign. Moreover, for the region $n=0, \xi^{5}$ is positive and we could replace $\epsilon\left(\xi^{4} \xi^{5}\right)$ by $\epsilon\left(\xi^{4}\right)$. However, for odd $n$, we must insert negative values for $\xi^{5}$ in $\Phi_{0}(\lambda)$ as it is used in expression (3.28) so it is better to leave $\epsilon\left(\xi^{4} \xi^{5}\right)$ as it stands.

Since $\operatorname{Re} \Phi_{0}\left(\lambda_{ \pm \epsilon}\right)$ is an even function of $\xi^{4}$ and $\operatorname{Im} \Phi_{0}\left(\lambda_{ \pm \epsilon}\right)$ vanishes for $\xi \neq 0$ and $\xi^{4}=0$ in the limit $\epsilon \rightarrow 0$, we find by direct calculation of the space integral over a $\xi^{4}$ derivative at $\boldsymbol{\xi}^{4}=0$

$$
\begin{equation*}
\left.\left[\frac{\partial}{\partial \xi^{4}} \Phi_{0}\left(\lambda_{ \pm \epsilon}\right)\right]\right|_{\xi^{4}=0}= \pm 2 \pi^{2} i C R^{2} \delta^{(3)}(\xi) \tag{3.34}
\end{equation*}
$$

This enables us to define the propagators $G_{(0)}^{m}$ and $\bar{G}_{(0)}^{m}$ on the principal sheet ( $n=0$ ) by

$$
\begin{align*}
G_{(0)}^{m}\left(\xi^{M}\right)= & \frac{1}{2 \pi R^{2}} \epsilon\left(\xi^{4} \xi^{5}\right)\left[\delta(\lambda)-\frac{(m+1)(m+2)}{4}\right. \\
& \left.\times F\left(-\frac{m}{2}, \frac{m+3}{2} ; 2 ; \lambda\right) \theta(\lambda)\right] \tag{3.35}
\end{align*}
$$

and

$$
\begin{align*}
\bar{G}_{(0)}^{m}\left(\xi^{M}\right)= & \frac{1}{2 \pi^{2} R^{2}}\left[P \frac{1}{\lambda}-\frac{(m+1)(m+2)}{4}\right. \\
& \left.\times F\left(-\frac{m}{2}, \frac{m+3}{2} ; 2 ; \lambda\right) \ln |\lambda|-\chi(m, \lambda)\right] \tag{3.36}
\end{align*}
$$

With (3.27) we find the proper continuations of these functions

$$
\begin{align*}
G_{(n)}^{m}\left(\xi^{M}\right)= & \cos [\pi(m+1) n] G_{(0)}^{m}\left(\xi^{M}\right) \\
& -\sin [\pi(m+1) n] \bar{G}_{(0)}^{m}\left(\xi^{M}\right) \tag{3.37}
\end{align*}
$$

and

$$
\begin{align*}
\bar{G}_{(n)}^{m}\left(\xi^{M}\right)= & \sin [\pi(m+1) n] G_{(0)}^{m}\left(\xi^{M}\right) \\
& +\cos [\pi(m+1) n] \bar{G}_{(0)}^{m}\left(\xi^{M}\right) . \tag{3.38}
\end{align*}
$$

All this is valid for $|\lambda|<1$. For $\lambda<-1$ we must use

$$
\begin{align*}
\Phi_{n}(\lambda)= & e^{ \pm \pi i(m+1) n}|\lambda|^{-(m+3) / 2} \\
& \times F\left(\frac{m+1}{2}, \frac{m+3}{2} ; m+\frac{5}{2} ; \lambda^{-1}\right), \tag{3.39}
\end{align*}
$$

giving

$$
\begin{equation*}
G_{(0)}^{m}\left(\xi^{M}\right)=0 \tag{3.40}
\end{equation*}
$$

and

$$
\begin{align*}
\bar{G}_{(0)}^{m}\left(\xi^{M}\right)= & \frac{-1}{2 \pi^{2} C R^{2}}|\lambda|^{-(m+3 / / 2} \\
& \times F\left(\frac{m+1}{2}, \frac{m+3}{2} ; m+\frac{5}{2} ; \lambda^{-1}\right), \tag{3.41}
\end{align*}
$$

while for $G_{(n)}^{m}$ and $\bar{G}_{(n)}^{m}$ the relations (3.37) and (3.38) are still valid.

Apparently no mixing takes place when $m$ is an integer. When $m$ is even, no sign change occurs, but when $m$ is odd there is a change of sign due to $\epsilon\left(\xi^{5}\right)$.

As already remarked, the case $m=-1$ is special. The expressions become particularly simple. We then have

$$
\begin{equation*}
G_{(0)}^{-1}\left(\xi^{M}\right)=\left(1 / 2 \pi R^{2}\right) \epsilon\left(\xi^{4} \xi^{5}\right) \delta(\lambda) \tag{3.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{G}_{(0)}^{-1}\left(\xi^{M}\right)=\left(1 / 2 \pi^{2} R^{2}\right) P(1 / \lambda) \tag{3.43}
\end{equation*}
$$

Here we must come back to the question of boundary conditions at infinity. Since $G_{(0)}^{-1}$ never mixes with $\bar{G}{ }_{(0)}^{-1}$, the expression $G_{(0)}^{-1}$ as given by (3.42) is valid for all $n$. However,

$$
\begin{equation*}
\widetilde{G}^{-1}=\left(1 / 2 \pi R^{2}\right) \epsilon\left(\xi^{4}\right) \delta(\lambda) \tag{3.44}
\end{equation*}
$$

is also a solution of the homogeneous equation, and there are many more. ${ }^{16}$ It is therefore essential in the formulation of the boundary conditions at infinity that $G^{-1}$ be obtained from $G^{m}$ by taking the limit $m \rightarrow-1$. Then only expression (3.42) qualifies.

The full analytic continuations $G^{m}$ and $\bar{G}^{m}$ satisfy the homogeneous equations

$$
\begin{equation*}
\left[M^{2}-m(m+3)\right] G=0 \tag{3.45}
\end{equation*}
$$

One can define the positive and negative frequency parts by

$$
\begin{equation*}
G_{ \pm}^{m}=\frac{1}{2}\left(\bar{G}^{m} \pm i G^{m}\right) \tag{3.46}
\end{equation*}
$$

Then

$$
\begin{equation*}
G_{ \pm(n)}^{m}=e^{\mp \pi i(m+1) n} G_{ \pm(0)}^{m}, \tag{3.47}
\end{equation*}
$$

where, for $|\lambda|<1$, in the limit $\epsilon \rightarrow 0$

$$
\begin{align*}
G_{ \pm(0)}^{m}= & \frac{1}{4 \pi^{2} R^{2}}\left[\frac{1}{\lambda_{\mp \epsilon}}-\frac{(m+1)(m+2)}{4}\right. \\
& \times F\left(-\frac{m}{2}, \frac{m+3}{2} ; 2 ; \lambda\right) \\
& \left.\times \ln \left(-\lambda_{\mp \epsilon}\right)-\chi(m, \lambda)\right] \tag{3.48}
\end{align*}
$$

For $m=-1$ we obtain

$$
\begin{equation*}
G_{ \pm(0)}^{-1}=G_{ \pm}^{-1}=1 / 4 \pi^{2} R^{2} \lambda_{\mp \epsilon} . \tag{3.49}
\end{equation*}
$$

for all $m$ we have, from (3.34) and (3.13),

$$
\begin{equation*}
\left.\left[\frac{\partial}{\partial t} G^{m}\right]\right|_{t=0}=\delta^{(3)}(\xi) \tag{3.50}
\end{equation*}
$$

Next we consider the inhomogeneous equation. For small $a \neq 0$ we can calculate the space integral over the $\xi^{4}$ derivative of $\theta\left(\xi^{4}\right) G_{(0)}^{m}$ at the surface $\xi^{4}=a$ and we find

$$
\begin{equation*}
\left.\int d^{3} \xi\left\{\frac{\partial}{\partial \xi^{4}}\left[\theta\left(\xi^{4}\right) G_{(0)}^{m}\right]\right\}\right|_{\xi^{4}=a}=\theta(a) \tag{3.51}
\end{equation*}
$$

Then, by choosing the surfaces $\xi^{4}= \pm|a|$ for the application of Gauss' theorem and by making use of the properties of $G_{(0)}^{m}$ we find with the help of Eq. (3.11)
$\left[M^{2}-m(m+3)\right] \theta( \pm t) G^{m}=\mp R^{2} \delta^{(4)}\left(\xi^{\mu}\right) \delta_{n 0}$.
Thus we can now define the retarded and advanced Green's functions by

$$
\begin{equation*}
G_{\mathrm{ret}}^{m}= \pm \theta( \pm t) G^{m}, \tag{3.53}
\end{equation*}
$$

which satisfy the equation

$$
\begin{equation*}
\left[M^{2}-m(m+3)\right] G=-R^{2} \delta^{(4)}\left(\xi^{\mu}\right) \delta_{n 0} \tag{3.54}
\end{equation*}
$$

Finally, the Feynman propagator is defined as

$$
\begin{equation*}
G_{\mathbf{F}}^{m}=(1 / 2 i)\left[\bar{G}^{m}+i \epsilon(t) G^{m}\right] \tag{3.55}
\end{equation*}
$$

and satisfies the same equation (3.54). It is an even function of $t$ and analytic in the variable $\lambda$. For $m=-1$ the Feynman propagator assumes the simple form

$$
\begin{equation*}
G_{\mathrm{F}}^{-1}=\left(1 / 4 \pi^{2} i R^{2}\right) /\left(\lambda-i \epsilon t \xi^{4} \xi^{5}\right), \quad \epsilon \rightarrow 0 \tag{3.56}
\end{equation*}
$$

Before closing this section we have to consider two exceptional points. The functions discussed so far are not defined by the given expressions when $|\lambda|=1$. The case $\lambda=1$ occurs when $\xi^{5}=0$ and is a singularity, while the case $\lambda=-1$ lies in the range $-\infty<\lambda<0$ and is a regular point. It is useful to have expressions at hand which are valid in regions containing these points.

For $-\pi<t / R<\pi$ and $\lambda>0$ (i.e., $\left|\xi^{5}\right|<R$ ) we have

$$
\begin{align*}
G^{m}\left(\xi^{M}\right)= & \frac{\epsilon\left(\xi^{4}\right)}{2 \pi R^{2}}\left\{\frac{\sqrt{\pi}}{\Gamma(-(m+1) / 2) \Gamma((m+2) / 2)}\right. \\
& \times F\left(-\frac{m}{2}, \frac{m+3}{2} ; \frac{1}{2} ; \frac{\xi^{s^{2}}}{R^{2}}\right) \\
& -\frac{2 \sqrt{\pi}}{\Gamma(-(m+2) / 2) \Gamma((m+1) / 2)} \\
& \left.\times \frac{\xi^{5}}{R} F\left(-\frac{m+2}{2}, \frac{m+1}{2} ; \frac{3}{2} ; \frac{\xi^{5^{2}}}{R^{2}}\right)\right\} \tag{3.57}
\end{align*}
$$

and

$$
\begin{align*}
\bar{G}^{m}\left(\xi^{M}\right)= & \frac{1}{2 \pi R^{2}}\left\{\frac{\sqrt{\pi} \cot [\pi(m+1) / 2]}{\Gamma(-(m+1) / 2) \Gamma((m+2) / 2)}\right. \\
& \times F\left(-\frac{m}{2}, \frac{m+3}{2} ; \frac{1}{2} ; \frac{\xi^{5^{2}}}{R^{2}}\right) \\
& +\frac{2 \sqrt{\pi} \tan [\pi(m+1) / 2]}{\Gamma(-(m+2) / 2) \Gamma((m+1) / 2)} \\
& \left.\times \frac{\xi^{5}}{R} F\left(-\frac{m+2}{2}, \frac{m+1}{2} ; \frac{3}{2} ; \frac{\xi^{s^{2}}}{R^{2}}\right)\right\} \tag{3.58}
\end{align*}
$$

The relations (3.37) and (3.38) can now be used for finding $\boldsymbol{G}^{m}$ and $\overline{\boldsymbol{G}}^{m}$ for other $\boldsymbol{t}$ values.

The expressions valid in the whole region $-\infty<\lambda<0$ are particularly simple. For $-\pi / 2<t / R<\pi / 2$ we have ${ }^{20}$

$$
\begin{equation*}
G^{m}(\lambda)=0 \tag{3.59}
\end{equation*}
$$

and

$$
\begin{align*}
\bar{G}^{m}(\lambda)= & \frac{-1}{2 \pi^{2} R^{2}} \frac{\Gamma((m+3) / 2) \Gamma((m+4) / 2)}{\Gamma\left(m+\frac{5}{2}\right)} \\
& \times(1-\lambda)^{-(m+3) / 2} \\
& \times F\left(\frac{m+3}{2}, \frac{m+4}{2} ; m+\frac{5}{2} ; \frac{1}{1-\lambda}\right) . \tag{3.60}
\end{align*}
$$

Again, Eq. (3.39) and (3.40) can be used for finding $G_{m}$ and $\bar{G}_{m}$ for other $t$ values.

## IV. THE FORM OF THE ANTI-DE SITTER PROPAGATORS FOR AN ARBITRARY REFERENCE POINT

So far all propagators have been written down for the case that the reference point $\xi_{0}^{M}$ has been specially chosen: $\xi_{0}^{M}=(0,0,0,0, R)$. We now choose the reference point arbitrarily on the hypersurface $\xi_{0}^{M} \xi_{0 M}=R^{2}$ and denote the propagators and Green's functions by

$$
\begin{equation*}
G\left(\xi^{M} ; \xi_{0}^{M}\right) \tag{4.1}
\end{equation*}
$$

The quantities $\lambda, \epsilon\left(\xi^{4} \xi^{5}\right)$ and the winding number $n$ must be written in invariant form. The following quantities are manifestly invariant under general $\mathrm{O}(3,2)$ :

$$
\begin{equation*}
\xi^{M} \xi_{M}=\xi_{0}^{M} \xi_{O M}=R^{2} \quad \text { and } \xi^{M} \xi_{0 M}=\gamma \tag{4.2}
\end{equation*}
$$

If $S$ is defined by

$$
\begin{equation*}
S=\xi^{4} \xi_{0}^{5}-\xi^{5} \xi_{0}^{4}, \tag{4.3}
\end{equation*}
$$

then

$$
\begin{equation*}
\operatorname{sgn} S \tag{4.4}
\end{equation*}
$$

is an invariant under orthochronous $\mathrm{O}(3,2)$ and so are the functions $\theta(S)$ and $\epsilon(S)$.

Now, when $\xi_{0 M}$ has the special form ( $0,0,0,0, R$ ) we find

$$
\begin{equation*}
\xi^{5}=\gamma / R \quad \text { and } \quad \xi^{4}=S / R \tag{4.5}
\end{equation*}
$$

So we find the following invariant forms:

$$
\begin{equation*}
\lambda=1-\left[\gamma / R^{2}\right]^{2} \tag{4.6}
\end{equation*}
$$

and
$\epsilon(\gamma S)$.
The definition of winding number $n$ can be given as follows.
(i) $n=0$ when $\xi^{M}$ can be obtained from $\xi_{0}^{M}$ by continuous displacement within the allowed domain, without changing the sign of $\gamma$.
(ii) $\Delta n= \pm 1$ whenever $\gamma$ changes sign and $\Delta t \gtrless 0$ with $t$ given by (3.13).

With $\lambda$ defined by (4.6) we now have, for $|\lambda|<1$

$$
\begin{align*}
G_{(0)}^{m}\left(\xi^{M} ; \xi_{0}^{M}\right)= & \frac{1}{2 \pi R^{2}} \epsilon(\gamma S)\left[\delta(\lambda)-\frac{(m+1)(m+2)}{4}\right. \\
& \left.\times F\left(-\frac{m}{2}, \frac{m+3}{2} ; 2 ; \lambda\right) \theta(\lambda)\right] \tag{4.8}
\end{align*}
$$

while $\bar{G}_{01}^{m}\left(\xi^{M} ; \xi_{0}^{M}\right)$ is given by (3.36). Moreover, we have

$$
\begin{align*}
G_{(n)}^{m}\left(\xi^{M} ; \xi_{0}^{M}\right)= & \cos [\pi(\mathrm{m}+1) \mathrm{n}] G_{(0)}^{m}\left(\xi^{M} ; \xi_{0}^{M}\right) \\
& -\sin [\pi(m+1) n] \bar{G}_{(0,}^{m}\left(\xi^{M} ; \xi_{0}^{M}\right) \tag{4.9}
\end{align*}
$$

and

$$
\begin{align*}
\overline{\boldsymbol{G}}_{(n)}^{m}\left(\xi^{M} ; \xi_{0}^{M}\right)= & \sin [\pi(\mathrm{m}+1) \mathrm{n}] G_{(0)}^{m}\left(\xi^{M} ; \xi_{0}^{M}\right) \\
& +\cos [\pi(m+1) n] \bar{G}_{(0)}^{m}\left(\xi^{M} ; \xi_{0}^{M}\right) . \tag{4.10}
\end{align*}
$$

When $\lambda<-1$ the functions $G_{(0, ~}^{m}\left(\xi^{M} ; \xi_{0}^{M}\right)$ and $\overline{\boldsymbol{G}}_{(0)}^{m}\left(\xi^{M} ; \xi_{0}^{M}\right)$ have the forms (3.40) and (3.41), respectively, while (4.9) and (4.10) are maintained. A similar discussion can be given for the expression (3.57)-(3.60). Similar replacements can be made for the positive and negative frequency parts. The retarded, advanced, and Feynman propagators need some extra attention. Let $t$ be defined by (3.13) and $t_{0}$ similarly by

$$
\xi_{0}^{4}=\sqrt{R^{2}+\xi_{0}^{2}} \sin \left(t_{0} / R\right)
$$

and

$$
\begin{equation*}
\xi_{0}^{s}=\sqrt{R^{2}+\xi_{0}^{2}} \cos \left(t_{0} / R\right) . \tag{4.11}
\end{equation*}
$$

Then $t-t_{0}$ can only change sign when $\lambda \leqslant 0$ and $n=0$. In that case either $\boldsymbol{G}^{m}\left(\xi^{M} ; \xi_{0}^{M}\right)=0$ or $\xi^{M}=\xi_{0}^{M}$, which makes $\theta\left(t-t_{0}\right)$ and $\epsilon\left(t-t_{0}\right)$ effectively invariant functions under orthochronous transformations when they are used in combination with $G^{m}$. Thus we find

$$
\begin{equation*}
G_{\text {red }}^{m}\left(\xi^{M} ; \xi_{0}^{M}\right)= \pm \theta\left[ \pm\left(t-t_{0}\right)\right] G^{m}\left(\xi^{M} ; \xi_{0}^{M}\right) \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{F}^{m}\left(\xi^{M} ; \xi_{0}^{M}\right)=(1 / 2)\left[\bar{G}^{m}\left(\xi^{M} ; \xi_{0}^{M}\right)+i\left(t-t_{0}\right) G^{m}\left(\xi^{M} ; \xi_{0}^{M}\right)\right] . \tag{4.13}
\end{equation*}
$$

These functions satisfy the inhomogeneous equation
$\left[M^{2}-m(m+3)\right] G\left(\xi^{M} ; \xi_{0}^{M}\right)=-R \xi_{0}^{S} \delta^{44}\left(\xi^{\mu}-\xi_{0}^{\mu} \delta_{m 0}\right.$,
where the right-hand side is an invariant function.
To avoid the explicit use of $n$ we may define for all propagators
$\boldsymbol{G}\left(\boldsymbol{\xi}, t ; \boldsymbol{\xi}_{0}, t_{0}\right)=\boldsymbol{G}_{(n)}\left(\boldsymbol{\xi}^{M} ; \boldsymbol{\xi}_{0}^{M}\right)$.
It is perhaps expedient to remark that $n$ is not just a function of $t-t_{0}$, so that a generalization of (3.26) is not possible.

For $G$ as defined by (4.15) we have the relation

$$
\begin{equation*}
G\left(\xi, t ; \xi_{0}, t_{0}\right)=G\left(\xi, t-t_{0} ; \xi_{0}, 0\right) . \tag{4.16}
\end{equation*}
$$

The generalization of Eq. (3.50) is

$$
\begin{equation*}
\left.\left[\frac{\partial}{\partial t} G^{m}\left(\xi, t ; \xi_{0}, t_{0}\right)\right]\right|_{t=t_{0}}=\frac{R^{2}+\xi_{0}^{2}}{R^{2}} \delta^{(33}\left(\xi-\xi_{0}\right) . \tag{4.17}
\end{equation*}
$$

Due to the fact that $G^{m}\left(\xi, t ; \xi_{0}, t_{0}\right)$ is an odd function and its time derivative is an even function of $t-t_{0}$, one can now make use of expression (4.17) to find the general solution of the equation

$$
\begin{equation*}
\left[M^{2}-m(m+3)\right] \chi(\xi, t)=0, \tag{4.18}
\end{equation*}
$$

when $\chi$ and its time derivative are given on a suitable space-
like surface (for example, $t=0$ ) and the implicit boundary conditions at infinity are satisfied.

In terms of $G$ as defined by (4.15) we can rewrite (4.14) as follows:

$$
\begin{align*}
& {\left[M^{2}-m(m+3)\right] G\left(\xi, t ; \xi_{0}, t_{0}\right)} \\
& \quad=-R^{2} \delta^{(3)}\left(\xi-\xi_{0}\right) \delta\left(t-t_{0}\right) . \tag{4.19}
\end{align*}
$$

This enables one to use the advanced or retarded Green's functions for solving the inhomogeneous equation

$$
\begin{equation*}
\left[M^{2}-m(m+3)\right] \chi(\xi, t)=\rho(\xi, t) . \tag{4.20}
\end{equation*}
$$

## V. CENTRAL PROJECTION COORDINATES

Let us consider the following cylinder in $\xi^{M}$ space:

$$
\begin{equation*}
\xi^{4^{2}}+\xi^{5^{2}}=R^{2} . \tag{5.1}
\end{equation*}
$$

The intrinsic curvature of this non-simply-connected manifold is zero and the signature is that of ordinary Minkowski space. The covering space of this cylinder is simply connected and could be identified with ordinary Minkowski spacetime. The reason for introducing it is that by central projection one can represent every point on the hyperboloid $\xi_{M} \xi^{M}=R^{2}$ by a point on the cylinder in such a way as to preserve the winding number. The time as it has been introduced in earlier sections now becomes a natural time variable in flat space. Infinity on the hyperboloid is represented by $\xi^{2}=R^{2}$ on the cylinder and any other point is represented by $\xi^{2}<R^{2}$. thus all points of the original hyperboloid are now represented by points inside a sphere of radius $R$. Moreover, a timelike trajectory on the hyperboloid is represented by a timelike trajectory on the cylinder, confined to the sphere. A timelike geodesic on the hyperboloid is represented by a timelike, confined oscillatory trajectory on the cylinder. Note that points on the cylinder outside the sphere are not represented on the hyperboloid, so there is no one-to-one correspondence.

Let $x^{M}$ represent a point on the cylinder. Then we have, when $x^{M}$ is obtained from $\xi^{M}$ on the hyperboloid by central projection

$$
\begin{equation*}
x^{M}=\left(R / \sqrt{R^{2}+\xi^{2}}\right) \xi^{M} . \tag{5.2}
\end{equation*}
$$

The "natural coordinates" x and $t$ are then obtained by

$$
\begin{equation*}
\mathbf{x}=\left(R / \sqrt{R^{2}+\xi^{2}}\right) \xi \tag{5.3}
\end{equation*}
$$

and

$$
t=R \arctan \left(\xi^{4} / \xi^{5}\right)+n \pi \quad(n=0, \pm 1, \ldots) .
$$

Let $t$ be $x_{0}$. When the SO $(3,2)$ metric $\eta_{M N}$ as it is present on the hyperboloid is projected on the cylinder then an effective metric $g_{\mu \nu}(\mu, \nu=0,1,2,3)$ is generated which has the following analytic form:

$$
\begin{align*}
& g_{k l}=\frac{-R^{2}}{R^{2}-r^{2}}\left(\delta_{k l}+\frac{x^{k} x^{l}}{R^{2}-r^{2}}\right) \quad(k=1,2,3), \\
& g_{k 0}=g_{0 k}=0, \quad g_{00}=R^{2} /\left(R^{2}-r^{2}\right), \tag{5.4}
\end{align*}
$$

where $r^{2}=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}<R^{2}$. This metric is not defined for $r^{2} \geqslant R^{2}$.

For finding the propagators in central projection coordinates, the only thing one has to do is to write the variables $\lambda, \gamma$, etc., in terms of $\mathbf{x}$ and $t$. We have

$$
\begin{align*}
& \xi^{M}=\left(R / \sqrt{R^{2}-r^{2}}\right) x^{M}, \quad x^{4}=R \sin (t / R) \\
& x^{5}=R \cos (t / R) \tag{5.5}
\end{align*}
$$

so that with (4.2) we obtain

$$
\begin{equation*}
\gamma=\frac{R^{2}\left[-\mathrm{x} \cdot \mathbf{x}_{0}+R^{2} \cos \left(\left(t-t_{0}\right) / R\right)\right]}{\sqrt{\left(R^{2}-r^{2}\right)\left(R^{2}-r_{0}^{2}\right)}} \tag{5.6}
\end{equation*}
$$

Furthermore, with (4.6),

$$
\begin{equation*}
\lambda=1-\frac{\left[-\mathbf{x} \cdot \mathbf{x}_{0}+R^{2} \cos \left(\left(t-t_{0}\right) / R\right)\right]^{2}}{\left(R^{2}-r^{2}\right)\left(R^{2}-r_{0}^{2}\right)} \tag{5.7}
\end{equation*}
$$

and finally

$$
\begin{equation*}
\operatorname{sgn}\left(\xi^{4} \xi_{0}^{5}-\xi^{5} \xi_{0}^{4}\right)=\operatorname{sgn}\left[\sin \left(t-t_{0}\right) / R\right] . \tag{5.8}
\end{equation*}
$$

With the help of (5.4)-(5.8), Eqs. (4.19) for the inhomogeneous propagators can be rewritten in the form

$$
\begin{align*}
& {\left[M^{2}-m(m+3)\right] G\left(\mathbf{x}, t ; \mathbf{x}_{0}, t_{0}\right)} \\
& \quad=-\left[\left(R^{2}-r^{2}\right)^{3 / 2} / R\right] \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{0}\right) \delta\left(t-t_{0}\right) \tag{5.9}
\end{align*}
$$

where it may be of use to reexpress $M^{2}$ by means of the La-place-Beltrami operator

$$
\begin{equation*}
\partial_{\mu} \sqrt{-g} g^{\mu v} \partial_{v}=-\left(1 / R^{2}\right) \sqrt{-g} M^{2} \tag{5.10}
\end{equation*}
$$

with $g^{\mu \nu}$ the inverse of $g_{\mu \nu}$ given by (5.4) and $g$ the determinant of $g_{\mu \nu}$.
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#### Abstract

In a recent paper we presented a vector model for the electroweak interactions which is similar to the Weinberg-Salam model but differs in the following features. (1) In the vector model all fermion wave functions are bispinors or equivalently isotropic Yang-Mills triplets (as opposed to a state vector composed of a spinor and bispinors in the Weinberg-Salam model). Particles are distinguished by their Higgs fields. (2) The vector model predicts that $\sin ^{2} \theta_{w}=\frac{1}{4}$, where $\theta_{w}$ is the Weinberg angle. (3) The vector model accounts for conservation of lepton number, electric charge, and baryon number. (4) In the vector model an antiparticle is characterized by opposite lepton number, electric charge, and baryon number; yet both particles and antiparticles propagate forward in time with positive energies. In this paper we extend the vector theory to include interactions between fermions and the gauge bosons mediating the electroweak force. We model the bosons as Yang-Mills fields with their own Higgs fields. We further propose a specific configuration of Higgs fields for the $u, d, s$, and $c$ quarks. With these features, the model accounts for electroweak transitions of quarks and leptons and predicts that $\cos \theta_{C}=0.9744$, where $\theta_{C}$ is the Cabibbo angle. We further show that the vector model accounts for the intrinsic parity of particles and antiparticles, and parity violations and CPT invariance for electroweak interactions.


## I. A SUMMARY OF THE VECTOR MODEL FOR ELECTROWEAK INTERACTIONS

In a recent paper, ${ }^{1}$ we presented a vector model for the electroweak interactions. We showed that the Cartan map gives an isomorphism between bispinors and an isotropic class of Yang-Mills vector fields. A bispinor $\widetilde{\psi}=\left(\xi, \eta^{*}\right)$ consists of a spinor $\xi$ and a conjugated ${ }^{2}$ spinor $\eta^{*}$. The Cartan map takes each bispinor $\tilde{\psi}$ to a triplet of Yang-Mills vector fields $\left(\mathbf{F}_{1}, \mathbf{F}_{2}, \mathbf{F}_{3}\right)$. These Yang-Mills vector fields $\left(\mathbf{F}_{k}=\mathbf{E}_{k}+\boldsymbol{i} \mathbf{H}_{k}\right.$, for $k=1,2,3$ ) satisfy the isotropic condition that the matrix of scalar invariants, $\left(\mathbf{F}_{j} \cdot \mathbf{F}_{k}\right)$, be a scalar multiple of the identity matrix. That is, by definition,

$$
\begin{equation*}
\mathbf{F}_{j} \cdot \mathbf{F}_{k}=\rho^{2} \delta_{j k} \tag{1.1}
\end{equation*}
$$

with $j, k=1,2,3$, and $\rho$ is a complex scalar field ${ }^{3}$ determined by the $\mathrm{F}_{k}$.

We showed that the Cartan map is locally one-to-one from $C^{4}$ onto the manifold of isotropic Yang-Mills vector fields. We also showed that the Cartan map commutes with all bispinor observables, and Lorentz and gauge transformations. ${ }^{4}$

The study of isotropic Yang-Mills vector fields reveals that bispinors have $\operatorname{SL}(2, C)$ gauge symmetry. The gauge group SL( $2, C$ ) acts on Yang-Mills triplets ( $\mathbf{F}_{1}, \mathbf{F}_{2}, \mathbf{F}_{3}$ ) via the complex orthogonal matrices. The equivalent $\operatorname{SL}(2, C)$ action on the bispinors cannot be represented by complex matrices. Instead the equivalent $\mathrm{SL}(2, C)$ action on bispinors is noncomplex linear which obfuscates the $\mathrm{SL}(2, C)$ structure. (See Appendix A.)

In fact, isotropic Yang-Mills vector fields $\mathbf{F}_{k}$ transform under the even bigger gauge symmetry group $\mathrm{SL}(2, C) \times \mathrm{U}(1)$. The subgroup $\mathrm{U}(1)$ consists of the neutral (chiral) gauge transformations which map $\mathrm{F}_{k}$ to $\mathrm{F}_{k} e^{i x}$, where $\chi$ is a phase.

Associated with each isotropic triplet of Yang-Mills vector fields ( $F_{1}, F_{2}, F_{3}$ ), besides the unique complex scalar $\rho$, there is a unique quadruplet of orthogonal real Lorentz four-vectors $\left(j_{0}^{\alpha}, j_{1}^{\alpha}, j_{2}^{\alpha}, j_{3}^{\alpha}\right)$. By the Cartan map these are all SL $(2, C)$ invariants associated with each bispinor $\tilde{\psi}$. For the wave equation to be $\mathrm{SL}(2, C) \times \mathrm{U}(1)$ gauge invariant, a quadruplet of real Higgs scalars $\left(\phi_{0}, \phi_{1}, \phi_{2}, \phi_{3}\right)$ as well as a singlet complex Higgs scalar $\phi_{5}$ are also required. ${ }^{5}$ That is, the $\phi_{K}$ for $K=0,1,2,3$, and 5 are scalars for Lorentz transformations. The $\phi_{\alpha}$ for $\alpha=0,1,2,3$ transform as a quadruplet under $\operatorname{SL}(2, C)$ gauge transformations, but as scalars under the neutral $\mathrm{U}(1)$ gauge transformations. Similarly, the singlet $\phi_{5}$ is a scalar for $\operatorname{SL}(2, C)$ gauge transformations, but undergoes a phase change $e^{i x}$ for the $\mathrm{U}(1)$ gauge transformations.

Both the Dirac equation for bispinors and the electric current are derived from a Lagrangian. In our previous paper, ${ }^{6}$ we extended this Lagrangian to incorporate these Higgs scalars and to derive seven conserved Noether currents [one for each generator of $\mathrm{SL}(2, C) \times \mathrm{U}(1)$ ], denoted ( $J_{1}^{\alpha}, J_{2}^{\alpha}, J_{3}^{\alpha}$ ) and $J_{5}^{\alpha}$, and given by the formulas

$$
\begin{align*}
& \operatorname{Re} J_{k}^{\alpha}=\phi_{0} j_{k}^{\alpha}-\phi_{k} J_{0}^{\alpha} \\
& \operatorname{Im} J_{k}^{\alpha}=-\epsilon_{k m n} \phi_{m} J_{n}^{\alpha}, \quad J_{5}^{\alpha}=\phi^{\beta} j_{\beta}^{\alpha} \tag{1.2}
\end{align*}
$$

with $k, m, n=1,2,3$ and $\alpha, \beta=0,1,2,3$. The gauge-invariant vector equivalent of the Dirac equation derived from this extended Lagrangian is given for isotropic Yang-Mills triplets $\mathbf{F}_{k}$ by $^{7}$

$$
\begin{equation*}
i D_{\alpha} S^{\alpha} \mathbf{F}_{k}+\left(\mathbf{D} \mathbf{F}_{m}\right) \cdot \mathbf{F}_{n} / \rho=M \phi_{s} \mathbf{J}_{k} \tag{1.3}
\end{equation*}
$$

with subscripts ( $k m n$ ) taken in cyclic order, and where the $D_{\alpha}$ are the Yang-Mills covariant derivatives, the $S^{\alpha}$ are the Proca spin-one matrices, and $M$ is the mass.

Because the mass $M$ is given explicitly in Eq. (1.3), the

Higgs scalars must be normalized as follows:

$$
\begin{equation*}
\phi^{\beta} \phi_{\beta}=-1, \quad\left|\phi_{5}\right|=1 . \tag{1.4}
\end{equation*}
$$

With $J_{1}, J_{2}, J_{3}$ and $J_{5}$ as the electroweak currents, and with $\left(\phi_{0}, \phi_{1}, \phi_{2}, \phi_{3}\right)$ and $\phi_{5}$ as the Higgs scalars, we have a vector model for the electroweak interactions different from the Weinberg-Salam model. In our previous paper, we showed that the electric current is given by $\operatorname{Re}\left(J_{3}\right)$ and the neutral current is $J_{5}$. Equating these currents to those in the Weinberg-Salam model leads to the prediction that

$$
\sin ^{2} \theta_{w}=\frac{1}{4}
$$

where $\theta_{\mathrm{w}}$ is the Weinberg angle. ${ }^{8}$
Another prediction of the vector model is that the quadruplet of Higgs scalars $\phi_{\beta}=\left(\phi_{0}, \phi_{1}, \phi_{2}, \phi_{3}\right)$ is additive in all electroweak interactions. This additivity was shown to be a consequence of conserving the Noether currents, given in formulas (1.2). Thus, the vector model predicts the existence of four additive "quantum numbers" consisting of the Higgs scalars $\phi_{\beta}$.

Actual assignment of Higgs scalars depends partly on historical convention, and partly on the condition of additivity. Conventionally we must represent the electron by the Higgs scalars,

$$
\phi_{\alpha}(e)=(0,0,0,1), \quad \phi_{5}(e)=1 .
$$

This makes Eq. (1.3) equivalent to the usual Dirac equation for electrons. Via the Cartan map the electromagnetic gauge action becomes the formal gauge rotation about $\phi_{\alpha}(e)$, i.e., the "three-axis." [This implies that the electric current is $\operatorname{Re}\left(J_{3}\right)$.] Since currents must be reversed for antiparticles, we must have

$$
\phi_{a}(\bar{a})=-\phi_{\alpha}(a)
$$

where $a$ denotes a particle and $\bar{a}$ denotes its antiparticle. We define $\phi_{5}$ as the intrinsic parity of the particle, which is also reversed for antifermions. Substituting $\phi_{a}(\bar{a})$ by $-\phi_{a}(a)$ and $\phi_{5}(\bar{a})$ by $-\phi_{5}(a)$ in the plane wave solutions of Eq. (1.3), shows that antiparticles propagate forward in time with positive energies.

With the electron assigned, the Higgs scalars $\phi_{\beta}$ for the particles $v, u$, and $d$ are almost uniquely determined. ${ }^{9}$ Since the electric current $\operatorname{Re}\left(J_{3}\right)$ of the neutrino vanishes, we must have from (2) that $\phi_{3}(v)=0$. Thus $\phi_{\beta}(v)$ is any unit vector orthogonal to $\phi_{\beta}(e)$, and we may as well designate it as $\phi_{\beta}(v)=(0,1,0,0)$, without any loss of generality. Then the unit vectors $\phi_{\beta}(u)$ and $\phi_{\beta}(d)$ are constrained by the electric charges $\phi_{3}(d)=\frac{1}{3}$ and $\phi_{3}(u)=-\frac{2}{3}$, and also by the formula for beta decay:

$$
\begin{equation*}
\phi_{\beta}(d)+\phi_{\beta}(v)=\phi_{\beta}(u)+\phi_{\beta}(e) . \tag{1.5}
\end{equation*}
$$

As a consequence of formula (1.5), $\phi_{\beta}(u)$ and $\phi_{\beta}(d)$ are orthogonal unit vectors, as are $\phi_{\beta}(e)$ and $\phi_{\beta}(v)$.

It is evident from formula (1.2) that $\phi_{0}$ must vanish to make the vector part of the electric current vanish in the particle's rest frame (in which by definition $\mathbf{j}_{0}$ vanishes but the $j_{k}$ do not). For this reason $\phi_{0}$ will be omitted from further discussion (only the Higgs scalars $\phi_{k}, \phi_{5}$ with $k=1,2,3$ will be discussed). Also, we restrict the theory to the gauge transformations in the subgroup $\operatorname{SU}(2) \times \mathrm{U}(1)$, which leaves $\phi_{0}$
invariant. Formulas (1.2) for the conserved Noether currents then reduce to

$$
\begin{equation*}
J_{k}^{\alpha}=-\phi_{k} J_{0}^{\alpha}, \quad J_{5}^{\alpha}=\phi^{k_{k}^{\alpha}}, \tag{1.6}
\end{equation*}
$$

i.e., four real conserved currents, one for each generator of $\mathbf{S U}(2) \times \mathrm{U}(1)$. Now the vector part of the electric current $\mathbf{J}_{3}=-\phi_{3} \mathbf{j}_{0}$ vanishes in the particle's rest frame (i.e., when $\mathbf{j}_{0}=0$ ).

With these restrictions there are two possible assignments for $\phi_{k}(u)$ and two corresponding assignments for $\phi_{k}(d)$, which are shown in Table I. We chose the first of these in our previous paper. ${ }^{10}$ This choice of $\phi_{k}(u)$ and $\phi_{k}(d)$ along with the assignment of the electron and neutrino leads to the following definition of electric charge $Q$, lepton number $L$, and baryon number $B$ :

$$
\begin{equation*}
Q=-\phi_{3}, \quad L=\phi_{1}-\frac{1}{2} \phi_{2}+\phi_{3}, \quad B=-\frac{1}{2} \phi_{2} . \tag{1.7}
\end{equation*}
$$

Since $B, L$, and $Q$ are linear functions of the $\phi_{k}$ they must be additive also. Thus the vector model predicts the conservation of baryon number and lepton number, as well as the electric charge.

In this paper we extend the previous Lagrangian to include the $W$ bosons. Although we have not yet modeled the Higgs field dynamics, the following assumptions allow analysis of particle transitions.
(1) The total Noether currents for fermions and the $W$ bosons are conserved for an interaction of the type $a \rightarrow b+W$, where $a$ and $b$ are fermions and $W$ is a gauge boson. This implies that the sum of the $W$ boson and fermion Higgs scalars are additive in the interaction; i.e., $\phi_{k}(a)=\phi_{k}(b)+\mu_{k}(W)$, where the $\mu_{k}$ denote the boson Higgs scalars.
(2) The transition currents, denoted by $j^{a}(a \rightarrow b)$ have vector and axial components which are both $\operatorname{SU}(2) \times \mathbf{U}(1)$ gauge invariant.

Using these assumptions, we argue in Sec. II that the transition matrix $T$ for the four fermion interaction $(a \rightarrow b)$, ( $a^{\prime} \rightarrow b^{\prime}$ ) has the following form:

$$
\begin{equation*}
T=2 e^{2} j^{\alpha}(a \rightarrow b) j_{\alpha}\left(a^{\prime} \rightarrow b^{\prime}\right) \hat{\phi}_{k} \hat{\phi}_{k}^{\prime} /\left(m_{w}^{2}-q^{2}\right) \tag{1.8}
\end{equation*}
$$

where
$\left(\hat{\phi}_{k}=\frac{1}{2}\left(\phi_{k}(a)+\phi_{k}(b)\right), m_{\mathrm{w}}\right.$ is the $W$ boson mass,
$q^{2}=q^{\alpha} q_{\alpha}$, and $q^{\alpha}$ is the momentum transfer.
In Sec. III we show the gauge-invariant transition currents have the form

$$
\begin{equation*}
j^{\alpha}(a \rightarrow b)=\cos \left(\theta_{a b} / 2 \tilde{j}^{\tilde{\alpha}}(a \rightarrow b)\right. \tag{1.9}
\end{equation*}
$$

where $\theta_{a b}$ is the angle between Higgs formal vectors, $\phi_{k}(a)$

TABLE I. Higgs scalars for quarks and leptons.

| Quark flavors |  |
| :---: | :---: |
| $u, c, t$ | $\phi_{a}$ |
| $d, s, b$ | $\left(0, \frac{1}{2} \pm \frac{2}{2},-\frac{3}{}\right)$ |
|  | $\left(0,-\frac{2}{3}, \pm \frac{2}{3}, \frac{1}{3}\right)$ |
| Lepton flavors | $\phi_{a}$ |
| $e, \mu, \tau$ | $(0,0,0,1)$ |
| $\nu_{e}, v_{\mu}, v_{\tau}$ | $(0,1,0,0)$ |

${ }^{2}$ Antiparticles: replace $\phi_{\alpha}$ with $-\phi_{\alpha}$.
and $\phi_{k}(b)$, and where $\tilde{f}(a \rightarrow b)$ is the linear combination of the usual bispinor vector and axial currents.

By application of this transition current to Eq. (1.8) we further show in Sec. III that the mass of the $W$ boson is the same as that predicted by the Weinberg-Salam model.

In Sec. IV we extend our assignment of fermion Higgs scalars to the charmed and strange quarks. A consequence of this assignment is the nonconservation of the fermion Higgs scalar $\phi_{2}$ and the production of a more massive boson $W^{\prime}$ during strangeness changing interactions. A straightforward extension of formula (1.8) leads to a prediction of the Cabibbo angle.

Contrary to observation, in the standard bispinor model the charge conjugation, parity, and time reversal operations, denoted $C, P$, and $T$, should commute with weak interactions. Translation of the $C, P, T$ bispinor operations into operators on isotropic triplets ( $\mathbf{F}_{1}, \mathbf{F}_{2}, \mathbf{F}_{3}$ ) or equivalently spinor pairs ${ }^{11}$ reveals that these operators do not commute with general $\mathrm{SU}(2) \times \mathrm{U}(1)$ gauge transformations and consequently are not conserved across electroweak interactions in the vector model. However, the product, CPT, does commute with all the gauge transformations and hence with the transition matrices for electroweak interactions. Thus the vector model predicts $C P T$ invariance for electroweak interactions. These results are stated formally in Appendix B and are summarized in Table II.

We are still investigating a dynamical model for the Higgs fields. Such a model would include a Lagrangian for the Higgs fields which would support the conservation of fermion and boson Noether currents which we assume here. We will address the origin of the axial current in a forthcoming paper. The main achievements of this paper are the following.
(1) The establishment of the form of the transition matrix derived from conservation of Noether currents.
(2) The derivation of formulas for gauge-invariant vector and axial transition currents.
(3) The extension of the vector model to strange and charmed quarks and a prediction of the Cabibbo angle.
(4) The prediction of CPT invariance and parity violation for electroweak interactions.

TABLE II. $C, P, T$ operations. $R_{2}=180^{\circ}$ gauge rotation about the twoaxis. $R_{5}=180^{\circ}$ neutral gauge rotation. $F^{*}=(\mathbf{E}+i \mathrm{H})^{*}=\mathbf{E}-i \mathrm{H} . \boldsymbol{x}^{\boldsymbol{\alpha}}$ $=(t, x)=$ space-time coordinates.

| Charge conjugation $C:$ | $F_{k} \rightarrow R_{5} R_{2} F_{k}$ |
| :--- | :--- |
|  | $\phi_{\beta} \rightarrow-\phi_{\beta}$ |
| Parity $P:$ | $\phi_{5} \rightarrow-\phi_{5}$ |
|  | $F_{k} \rightarrow \mathrm{~F}_{k}^{*}$ |
| Time reversal $T:$ | $\mathbf{F}_{k} \rightarrow-R_{2} \mathrm{~F}_{k}^{*}$ |
|  | $t \rightarrow-t$ |
| CPT: | $\mathbf{F}_{k} \rightarrow R_{5} \mathrm{~F}_{k}$ |
|  | $\phi_{\beta} \rightarrow-\phi_{B}$ |
|  | $\phi_{5} \rightarrow-\phi_{5}$ |
|  | $x^{\alpha} \rightarrow-x^{\alpha}$ |

## II. ELECTROWEAK TRANSITIONS

To describe the electroweak interactions, we must start from the interaction Lagrangian, which may be defined as

$$
\begin{equation*}
L_{I}=J_{k}^{\alpha} W_{k \alpha}+J_{5}^{\alpha} Z_{\alpha} \tag{2.1}
\end{equation*}
$$

where the $W_{k}^{\alpha}$ are the electroweak potentials, the $Z^{\alpha}$ are the neutral potentials, and $J_{k}^{\alpha}$ and $J_{5}^{\alpha}$ are the Noether currents.

We will not discuss the neutral potentials, denoted $Z^{\alpha}$, in this paper. The electroweak potentials, denoted $W_{k}^{\alpha}$ with $k=1,2,3$, satisfy the linearized Yang-Mills equations which are written in the following form with the fermion Noether currents $J_{k}^{\alpha}$ as sources ${ }^{12}$ :

$$
\begin{equation*}
D^{\alpha} D_{\alpha} W_{k}^{\beta}+M_{k n} W_{n}^{\beta}=J_{k}^{\beta} \tag{2.2}
\end{equation*}
$$

where the $D_{\alpha}$ are the Yang-Mills derivatives and $M_{k n}$ is the mass matrix. In the vector model the mass matrix $M_{k n}$ will be composed of two parts:

$$
\begin{equation*}
M_{k n}=M_{k n}^{(W)}+M_{k n}^{(0)} \tag{2.3}
\end{equation*}
$$

The "weak" mass matrix component $M_{k n}^{(W)}$ is given in terms of the Higgs scalars of $W$, which will be denoted as $\mu_{k}$ as follows:

$$
\begin{equation*}
M_{k n}^{(W)}=M_{W}^{2}\left(\|\mu\|^{2} \delta_{k n}-\mu_{k} \mu_{n}\right) \tag{2.4}
\end{equation*}
$$

with $M_{W}=$ const. (We will discuss the $\mu_{k}$ presently.) The other mass matrix component $M_{k n}^{(0)}$ is a constant matrix given by

$$
M_{k n}^{(0)}=\left[\begin{array}{lll}
M_{0} & 0 & 0 \\
0 & M_{0} & 0 \\
0 & 0 & 0
\end{array}\right],
$$

with $M_{0}=$ const. The matrix $M_{k n}^{(0)}$ is used to break the $\operatorname{SU}(2)$ symmetry by inhibiting the propagation of $W_{1}^{\alpha}$ and $W_{2}^{\alpha}$ at long range. To do this $M_{0}$ must be massive enough to allow only the long-range propagation of the electromagnetic waves $W_{3}^{\alpha}$. However, we assume that $M_{0}^{2}$ is still much smaller than $m_{w}^{2}$ (where $m_{w}$ is the mass of $W$ ) and hence may be neglected when $M_{k n}^{\left(W_{n}\right)} \neq 0$.

These restrictions on $M_{0}$ are easily satisfied in the vector model because of the huge mass of the $W$ particle which is given by $\|\mu\| M_{W}$ in formula (2.4). We show in Sec. IV that $m_{w}=75 \mathrm{GeV}$. This prediction for $m_{w}$ agrees with that predicted by the Weinberg-Salam model.

Unlike the constant smaller mass matrix $M_{k n}^{(0)}$, the "weak" mass matrix $M_{k n}^{\left(W^{W}\right)}$ defined by (2.4), depends on the Higgs scalars $\mu_{k}$ of $W$, which depend on the interaction. Like the fermion currents $J_{k}^{\alpha}$, the $W$ boson Noether currents, denoted $I_{k}^{\alpha}$, depend on the Higgs scalars $\mu_{k}$. For normalized plane waves, we have $I_{k}^{\alpha}=-\mu_{k} v^{\alpha}$ (where $v^{\alpha}$ denotes a four-velocity), whereas $J_{k}^{\alpha}=-\phi_{k} \nu^{\alpha}$. By the well-known method of integrating $I_{k}^{0}+J_{k}^{0}$ over a large volume of space and then applying the four-divergence and Gauss's theorem, we see that $\mu_{k}+\phi_{k}$ are additive for interactions that conserve $I_{k}^{a}+J_{k}^{\alpha}$. For the decay, $a \rightarrow b+W$, where $a$ and $b$ denote two fermions, it follows that

$$
\begin{equation*}
\phi_{k}(a)=\phi_{k}(b)+\mu_{k}(W), \tag{2.5}
\end{equation*}
$$

where $\phi_{k}(a)$ and $\phi_{k}(b)$ are Higgs scalars of the particles $a$ and $b$ and $\mu_{k}(W)$ are Higgs scalars of the gauge boson $W$. Note that if $a$ and $b$ are the same particles, then from (2.5),
$\mu_{k}(W)=(0,0,0)$, so that, in particular, a photon is assigned zero electric charge, zero lepton number, and zero baryon number. Moreover, from (2.4) we see that $\mu_{k}=0$ implies $M_{k n}^{(W)}=0$, so that the mass matrix $M_{k n}$ reduces to $M_{k n}^{(0)}$.

We see that formula (2.5) defines the $W$-boson Higgs scalars $\mu_{k}$ in terms of the fermion Higgs scalars $\phi_{k}(a)$ and $\phi_{k}(b)$. We assume that the conservation of Noether currents expressed by (2.5) for the transition, $a \rightarrow b+W$, is generally valid, regardless of whether the transition is real or vitual. Thus, always

$$
\mu_{k}=\phi_{k}(a)-\phi_{k}(b)
$$

for the transition $a \rightarrow b+W$.
Next, consider the transition Noether currents $J_{k}^{\alpha}$ in formula (2.1). In analogy with Eq. (1.6) we propose that these currents have the form

$$
\begin{equation*}
J_{k}^{\alpha}=-e \hat{\phi}_{k} J^{\alpha}(a \rightarrow b) \tag{2.6}
\end{equation*}
$$

where $f^{x}(a \rightarrow b)$ denotes the $\mathrm{SU}(2) \times \mathrm{U}(1)$ gauge-invariant transition current for changing particle $a$ into particle $b$, and where the $\hat{\phi}_{\alpha}$ denotes the transition Higgs scalars, and $e$ denotes the magnitude of the electron charge. We discuss the gauge-invariant current $j^{a}(a \rightarrow b)$ in Sec. III. To restrict the interaction to a short range, it is necessary that $J_{k}$ be orthogonal to the boson Higgs scalars $\mu_{k}$. This implies from (2.6) that the $\hat{\phi}_{k}$ must be orthogonal to the $\mu_{k}$. Thus, from (2.5) we may set

$$
\begin{equation*}
\left.\hat{\phi}_{k}(a \rightarrow b)=\frac{1}{2}\left[\phi_{k}(a)+\phi_{k}(b)\right], \quad \mu_{k}=\phi_{k}(a)-\phi_{k} b\right), \tag{2.7}
\end{equation*}
$$

which then satisfy all the requirements for leptons.
However, if the particles $a$ and $b$ are hadrons and hence are composite of quarks, we define the transition Higgs scalars as

$$
\begin{equation*}
\hat{\phi}_{k}(a \rightarrow b)=\frac{1}{2} \sum \phi_{k}(\text { quarks in } a \text { and } b) . \tag{2.8}
\end{equation*}
$$

Using (8) for hadrons removes a factor $\frac{1}{3}$ which otherwise constantly appears in the following transition matrix (2.11) for quarks. The $\hat{\phi}_{k}$ and the $\mu_{k}$ are still orthogonal.

Also, for four particle interactions, $a \rightarrow b$ and $a^{\prime} \rightarrow b^{\prime}$, twice as many Higgs scalars must be defined; e.g., for leptons,

$$
\begin{aligned}
& \hat{\phi}_{k}(a \rightarrow b)=\frac{1}{2}\left[\phi_{k}(a)+\phi_{k}(b)\right] \\
& \hat{\phi}_{k}\left(a^{\prime} \rightarrow b^{\prime}\right)=\frac{1}{2}\left[\phi_{k}\left(a^{\prime}\right)+\phi_{k}\left(b^{\prime}\right)\right]
\end{aligned}
$$

and also

$$
\begin{equation*}
\mu_{k}=\phi_{k}(a)-\phi_{k}(b), \quad \mu_{k}^{\prime}=\phi_{k}\left(a^{\prime}\right)-\phi_{k}\left(b^{\prime}\right) \tag{2.9}
\end{equation*}
$$

For the interactions which conserve the Noether currents

$$
\phi_{k}(a)+\phi_{k}\left(a^{\prime}\right)=\phi_{k}(b)+\phi_{k}\left(b^{\prime}\right)
$$

and thus from (9), $\mu_{k}^{\prime}=-\mu_{k}$. For this case, the mass matrix $M$ given by (3) and (4) is the same for both $\mu_{k}$ and $\mu_{k}^{\prime}$ and is therefore well defined. In Sec. IV we discuss the mass matrix for strangeness changing interactions which do not conserve $\phi_{2}$.

For four particle interactions, $a \rightarrow b$ and $a^{\prime} \rightarrow b^{\prime}$, the transition matrix $T$ is given by ${ }^{13}$

$$
\begin{equation*}
T=c J_{k}^{\alpha}(a \rightarrow b)\left(M-q^{2} I\right)_{k n}^{-1} J_{n \alpha}\left(a^{\prime} \leftarrow b^{\prime}\right) \tag{2.10}
\end{equation*}
$$

where $q_{\alpha}$ is the momentum transfer, $M$ is the mass matrix, and $c$ is a normalization factor which equals 2 when charged $W$ bosons are exchanged, and equals 1 otherwise. The factor $c$, which also occurs in the Weinberg-Salam transition matrix, ${ }^{14}$ normalizes the phasor representation of charged bosons $W_{ \pm}^{\alpha}$. The derivation of the transition matrix $T$ given by (10), exactly parallels the same derivation of the WeinbergSalam transition matrix. The only difference is the form of the mass matrix $M$ and the currents $J_{k}^{\alpha}$.

Substituting (2.4) and (2.6) into (2.10) and using the facts that $J_{k}^{\alpha}$ and $J_{k}^{\prime \alpha}$ are orthogonal to $\mu_{k}$ and $\mu_{k}^{\prime}$ gives

$$
\begin{equation*}
T=e^{2} c j^{\alpha}\left(a \rightarrow b \backslash j_{\alpha}\left(a^{\prime} \rightarrow b^{\prime}\right) \hat{\phi}_{k} \hat{\phi}_{k}^{\prime} /\left(m_{w}^{2}-q^{2}\right)\right. \tag{2.11}
\end{equation*}
$$

where
$m_{w}=M_{W}\|\mu\|=W$-boson mass.
In the familiar case of elastic electromagnetic scattering of two fermions by exchange of photons, for which $\mu_{k}=\mu_{k}^{\prime}=0$, and for which the electric charges are given by $e \phi_{3}$ and $\mathrm{e} \phi_{3}^{\prime}$, formula (2.11) reduces to the following wellknown expression for the electromagnetic interaction:

$$
\begin{equation*}
T=e^{2} \phi_{3} \phi_{3}^{\prime} j^{\alpha} j_{\alpha}^{\prime} /-q^{2} \tag{2.12}
\end{equation*}
$$

In the next section we derive the gauge-invariant vector and axial transition currents $j^{\alpha}$, and compare the resulting transition matrix with the Weinberg-Salam model.

## III. TRANSITION CURRENTS

In this section we derive the $\mathrm{SU}(2) \times \mathrm{U}(1)$ gauge-invariant vector and axial transition currents used in the transition matrix $T$ in Sec. II. As discussed in the Introduction, the $\mathrm{SU}(2) \times \mathrm{U}(1)$ gauge action on bispinors is noncomplex linear. However, it may be represented linearly on isotropic YangMills triplets $\left(F_{1}, F_{\mathbf{2}}, \mathbf{F}_{\mathbf{3}}\right.$ ) or equivalently on spinor pairs, ${ }^{15}$

$$
\Psi=(\xi, \mu)
$$

Since spinor pairs can be mapped bijectively to the bispinors,

$$
\widetilde{\Psi}=\left(\xi, \mu^{*}\right)
$$

we may express the usual nongauge invariant vector and axial currents in terms of spinor pairs, rather than bispinors. We shall generalize these currents to a form which is $\mathrm{SU}(2) \times \mathrm{U}(1)$ gauge invariant.

Consider the usual bispinor vector and axial currents,

$$
\begin{equation*}
J_{v}^{\alpha}=\overline{\left(\widetilde{\Psi}^{\prime} \gamma^{0}\right)} \gamma^{\alpha} \widetilde{\Psi}, \quad j_{A}^{\alpha}=\overline{\left(\widetilde{\Psi}^{\prime} \gamma^{0}\right)} \gamma_{s} \gamma^{\alpha} \widetilde{\Psi} \tag{3.1}
\end{equation*}
$$

where the $\gamma^{0}, \ldots, \gamma_{5}$ are Dirac matrices acting on bispinors $\widetilde{\Psi}$ and $\widetilde{\Psi}^{\prime}$. We see from (1) that $j_{v}^{0}$ has the form

$$
\begin{equation*}
j_{v}^{0}=\overline{\tilde{\Psi}^{\prime}} \widetilde{\Psi}=\overline{\xi^{\prime}} \xi+\overline{\mu^{\prime *} \mu^{*}} \tag{3.2}
\end{equation*}
$$

where $\widetilde{\Psi}=\left(\xi, \mu^{*}\right)$ and $\widetilde{\Psi}^{\prime}=\left(\xi^{\prime}, \mu^{\prime *}\right)$. By the map $\widetilde{\Psi} \rightarrow \Psi$, Eq. (3.2) becomes

$$
\begin{equation*}
J_{v}^{0}=\bar{\xi}^{\prime} \xi+\overline{\bar{\mu}^{\prime} \mu}=\left(\xi^{\prime}, \xi\right)+\overline{\left(\mu^{\prime}, \mu\right)} \tag{3.3}
\end{equation*}
$$

where we have introduced the inner product notation (, ).
Introducing the electron projection operators $P_{e}$ and $Q_{e}$,

$$
\begin{equation*}
P_{e}=\frac{1}{2}\left(I+\tau_{3}\right), \quad Q_{e}=\frac{1}{2}\left(I-\tau_{3}\right) \tag{3.4}
\end{equation*}
$$

where
$\tau_{3}=\left[\begin{array}{ll}I_{2} & 0 \\ 0 & -I_{2}\end{array}\right]=$ third gauge matrix,
$j_{v}^{0}$ becomes for the electron

$$
\begin{equation*}
j_{v}^{0}=\left(P_{e} \Psi^{\prime}, P_{e} \Psi\right)+\overline{\left(Q_{e} \Psi^{\prime}, Q_{e} \Psi\right)} \tag{3.5}
\end{equation*}
$$

To generalize (3.5), we write as general projections

$$
\begin{equation*}
P_{a}=\frac{1}{2}\left(I+\phi_{k}(a) \tau_{k}\right), \quad Q_{a}=\frac{1}{2}\left(I-\phi_{k}(a) \tau_{k}\right), \tag{3.6}
\end{equation*}
$$

where $a$ denotes an arbitrary particle with Higgs scalars $\phi_{k}(a)$. then, we generalize the inner product for spinor pairs as follows:

$$
\begin{equation*}
\left\langle\Psi_{b}^{\prime}, \Psi_{a}\right\rangle=\left(P_{b} \Psi_{b}^{\prime}, P_{a} \Psi_{a}\right)+\overline{\left(Q_{b} \Psi_{b}^{\prime}, Q_{a} \Psi_{a}\right)} \tag{3.7}
\end{equation*}
$$

where $\Psi_{a}$ and $\Psi_{b}^{\prime}$ are spinor pairs associated with two particles, $a$ and $b$, whose Higgs scalars are $\phi_{k}(a)$ and $\phi_{k}(b)$.

We show in Appendix $C$ that the inner product (3.7) is $\mathrm{SU}(2) \times \mathrm{U}(1)$ gauge invariant. The gauge invariant vector and axial transition currents for spinor pairs can then be defined as follows:

$$
\begin{equation*}
j_{v}^{a}(a \rightarrow b)=\left\langle\Psi_{b}^{\prime}, \sigma^{\alpha} \Psi_{a}\right\rangle, \quad j_{A}^{\alpha}(a \rightarrow b)=\left\langle\Psi_{b}^{\prime}, i \sigma^{\alpha} \Psi_{a}\right\rangle \tag{3.8}
\end{equation*}
$$

where
$\sigma^{\alpha}=(I, \sigma)=$ Pauli matrices acting on spinor pairs.
The following theorem, which is a straightforward application of definitions (3.6) and (3.7), translates formulas (3.8) into bispinor notation.

Theorem: Let $\Psi_{a}$ and $\Psi_{b}^{\prime}$ be spinor pairs associated with two particles $a$ and $b$, whose Higgs scalars are $\phi_{k}(a)$ and $\phi_{k}(b)$. Set

$$
\begin{aligned}
& \phi_{k}(a)=R_{3}\left(\delta_{a}\right) R_{2}\left(\theta_{a}\right) \phi_{k}(e), \\
& \phi_{k}(b)=R_{3}\left(\delta_{b}\right) R_{2}\left(\theta_{b}\right) \phi_{k}(e),
\end{aligned}
$$

where $R_{2}(\theta)$ is the formal gauge rotation through the angle $\theta$ about the two axis, $R_{3}(\delta)$ is the formal gauge rotation through the angle $\delta$ about the three-axis, and $\phi_{k}(e)=(0,0,1)$ are the electron Higgs scalars. Define

$$
\begin{aligned}
& \Psi=R_{2}\left(-\theta_{a}\right) R_{3}\left(-\delta_{a}\right) \Psi_{a} \\
& \Psi^{\prime}=R_{2}\left(-\theta_{b}\right) R_{3}\left(-\delta_{b}\right) \Psi_{b}^{\prime}
\end{aligned}
$$

Then, the $\mathrm{SU}(2) \times \mathrm{U}(1)$ gauge-invariant vector and axial currents (3.8) are equal to

$$
\begin{align*}
& j_{v}^{a}(a \rightarrow b)=\cos \left(\theta_{a b} / 2\right) e^{i \delta / 2}\left(\hat{\Psi}_{b}^{\prime} \gamma^{\alpha} \widetilde{\Psi}_{a}\right) \\
& j_{A}^{\alpha}(a \rightarrow b)=\cos \left(\theta_{a b} / 2\right) e^{i \delta / 2}\left(\hat{\Psi}_{b}^{\prime} \gamma_{5} \gamma^{\alpha} \widetilde{\Psi}_{a}\right) \tag{3.9}
\end{align*}
$$

where $\widetilde{\Psi}_{a}$ and $\widetilde{\Psi}_{b}^{\prime}$ are the bispinors associated with the spinor pairs $\Psi$ and $\Psi^{\prime}, \hat{\Psi}_{b}^{\prime}=\overline{\widetilde{\Psi}}_{b}^{\prime} \gamma^{0}, \delta=\delta_{a}-\delta_{b}$, and $\theta_{a b}$ is the angle between $\phi_{k}(a)$ and $\phi_{k}(b)$.

We see from (9) that

$$
j_{v}^{\alpha}(e \rightarrow e)=\hat{\Psi}_{e}^{\prime} \gamma^{\alpha} \widetilde{\Psi}_{e}, \quad j_{A}^{\alpha}(e \rightarrow e)=\hat{\Psi}_{e}^{\prime} \gamma_{5} \gamma^{\alpha} \widetilde{\Psi}_{e}
$$

reduce to the usual vector and axial transition currents for electrons. Also we see that

$$
j_{v}^{a}(a \rightarrow \bar{a})=j_{A}^{\alpha}(a \rightarrow \bar{a})=0,
$$

where $\bar{a}$ is the antiparticle of $a$, since $\cos \left(\theta_{a \bar{a}} / 2\right)=\cos 90^{\circ}=0$. Thus, there are no transitions allowed between a particle $a$ and its own antiparticle $\bar{a}$.

Note that the phasor $e^{i \delta}$ in formulas (3.9) which repre-
sents a formal gauge rotation about the three-axis, is an inessential factor, and may be omitted without affecting the transition matrix $T$. Thus we may define

$$
\begin{equation*}
j^{\alpha}(a \rightarrow b)=\cos \left(\theta_{\mathrm{ab}} / 2 \tilde{j}^{a}(a \rightarrow b),\right. \tag{3.10}
\end{equation*}
$$

where $\tilde{j}^{a}(a \rightarrow b)$ is the linear combination of the usual bispinor vector and axial currents $\widehat{\Psi}_{b} \gamma^{\alpha} \widetilde{\Psi}_{a}$ and $\widehat{\Psi}_{b} \gamma_{5} \gamma^{\alpha} \widetilde{\Psi}_{a}$, then $J^{\alpha}(a \rightarrow b)$ is the $\mathrm{SU}(2) \times \mathrm{U}(1)$ gauge-invariant transition current describing electroweak interactions, and, using Eq. (2.6), the $\mathrm{SU}(2)$ transition Noether currents are

$$
\begin{equation*}
J_{k}^{\alpha}=e \sum_{a, b} \frac{\phi_{k}(a)+\phi_{k}(b)}{2} \cos \left(\frac{\theta_{\mathrm{ab}}}{2}\right) \tilde{j}^{\alpha}(a \rightarrow b) . \tag{3.11}
\end{equation*}
$$

In the Weinberg-Salam model, the transition matrix for the electromagnetic interactions is the same as the following vector model transition matrix:

$$
\begin{equation*}
T=e^{2}\left(\tilde{V^{2}} \tilde{j}_{a}^{\prime} /-q^{2}\right) \phi_{3} \phi_{3}^{\prime}, \tag{3.12}
\end{equation*}
$$

where $\tilde{j}_{\alpha}=\widehat{\Psi}_{b} \gamma_{\alpha} \widetilde{\Psi}_{a}, q_{\alpha}$ is the momentum transfer, $e$ is the magnitude of the electron charge, and $\phi_{3}$ is the third Higgs scalar. On the other hand, when charged $W$ bosons are exchanged, the Weinberg-Salam transition matrix is given by ${ }^{16}$

$$
\begin{equation*}
T=\left(g^{2} / 8\right)\left[\tilde{j} \tilde{j} \tilde{j}_{a}^{\prime} /\left(m_{w}^{2}-q^{2}\right)\right] \tag{3.13}
\end{equation*}
$$

where $g^{2}=e^{2} / \sin ^{2} \theta_{w}=4 \mathrm{e}^{2}, \theta_{\mathrm{w}}$ is the Weinberg angle, $\tilde{j}_{\alpha}=\widehat{\Psi}_{b}\left(1+\gamma_{5}\right) \gamma_{\alpha} \widetilde{\Psi}_{a}$, and $m_{w}=W$-boson mass.

In the vector model, for ordinary beta decay which is represented by the transitions $d \rightarrow u$ and $v \rightarrow e$, $\cos \left(\theta_{d u} / 2\right)=\cos \left(\theta_{v e} / 2\right)=1 / \sqrt{2}, \quad \hat{\phi}_{k} \hat{\phi}_{k}^{\prime}=\frac{1}{2}$, and so, in the vector model,

$$
\begin{equation*}
T=\left(e^{2} / 2\right)\left[\tilde{j}^{\alpha} \tilde{j}_{\alpha}^{\prime} /\left(m_{w}^{2}-q^{2}\right)\right] \tag{3.14}
\end{equation*}
$$

which agrees with (3.13) for the Weinberg-Salam model.
From (3.14) we obtain Fermi's constant $G_{F}$ as follows:

$$
G_{\mathrm{F}} / \sqrt{2}=e^{2} / 2 m_{w}^{2}
$$

so that the $W$-boson mass is given by

$$
m_{w}=e / 2^{\frac{1}{2}} G_{F}^{\frac{1}{F}}=75 \mathrm{GeV}
$$

## IV. PREDICTION OF THE CABIBBO ANGLE

As previously mentioned in Sec. I, there are two equivalent ways for representing the Higgs scalars for the up and down quarks. Namely,

$$
\begin{equation*}
\phi_{k}(u)=\left(\frac{1}{3}-\frac{2}{3},-\frac{2}{3}\right), \quad \phi_{k}(d)=\left(-\frac{2}{3},-\frac{2}{3}, \frac{1}{3}\right), \tag{4.1}
\end{equation*}
$$

and also,

$$
\begin{equation*}
\phi_{k}(u)=\left(\frac{1}{3}, \frac{2}{3},-\frac{2}{3}\right), \quad \phi_{k}(d)=\left(-\frac{2}{3}, \frac{2}{3}, \frac{1}{3}\right) . \tag{4.2}
\end{equation*}
$$

To extend the vector model to the charmed and strange quarks, we arbitrarily chose one set of Higgs scalars for the up and down quarks, and the other set for the charmed and strange quarks.

However, this assignment of Higgs scalars to the strange and charmed quarks leads to the nonconservation of the Higgs scalar $\phi_{2}$ during transitions between quark families. A look at the strangeness changing beta decay, $s \rightarrow u+e+\bar{v}$, shows that

$$
\begin{equation*}
\phi_{2}(s)+\phi_{2}(v) \neq \phi_{2}(u)+\phi_{2}(e) . \tag{4.3}
\end{equation*}
$$

Thus the Higgs scalar $\phi_{2}$ is not conserved during strangeness
changing interactions (whereas $\phi_{1}$ and $\phi_{3}$ are still conserved) and the Lagrangian describing the strangeness changing interactions, is not invariant under formal gauge rotations about the two-axis. As a consequence the strangeness changing beta decay $s \rightarrow u+e+\bar{v}$ requires a mixed state of $W$ and $W^{\prime}$ bosons having different Higgs scalars $\mu_{k} \neq \mu_{k}^{\prime}$. (See Fig. 1.) For transitions within the same family (e.g., $d \rightarrow u$ ), $\mu_{k}=\mu_{k}^{\prime}$ and the mass matrix $M$ for the $W$ bosons is unique [see formula (2.4)]. However we propose that in the mixed state, the masses of $W$ and $W^{\prime}$ are mixed in the usual way for bosons ${ }^{17}$ which implies that the mass matrix equals the average of the mass matrices, i.e., $\frac{1}{2}\left(M+M^{\prime}\right)$. Using this mass matrix, leads to the following transition matrix [see formula (2.1)]:

$$
\begin{equation*}
T=2 e^{2} j^{\alpha}(s \rightarrow u) j_{\alpha}(v \rightarrow e) \hat{\phi}_{k} \hat{\phi}_{k}^{\prime} /\left[\frac{1}{2}\left(m_{W}^{2}+m_{W^{\prime}}^{2}\right)-q^{2}\right] \tag{4.4}
\end{equation*}
$$

with

$$
m_{\mathrm{w}}=M_{W}\|\mu\| .
$$

Thus, the squared mass $m_{W}^{2}$ has become the average squared mass of $W$ and $W^{\prime}$, which agrees with Feynman's rule for mixing boson masses.

In formula (4), let us replace the particles $s, u, v$, and $e$ with arbitrary fermion particles $a, b, a^{\prime}$, and $b^{\prime}$, and consider the four fermion interactions $a \rightarrow b$ and $a^{\prime} \rightarrow b^{\prime}$. The Higgs scalars of $a, \ldots, b^{\prime}$ are denoted by $\phi_{k}(a), \ldots, \phi_{k}\left(b^{\prime}\right)$ as before. Formula (4.4) can be put in a form that explicitly shows the Higgs scalars. Since from formula (2.9),

$$
\begin{aligned}
& \mu_{k}=\phi_{k}(a)-\phi_{k}(b) \\
& \|\phi(a)\|=\|\phi(b)\|=1
\end{aligned}
$$

we derive that

$$
\|\mu\|=2 \sin (\theta / 2)
$$

where $\theta$ is the angle between the formal vectors $\phi_{k}(a)$ and $\left.\phi_{k} b\right)$. Similarly, we have

$$
\left\|\mu^{\prime}\right\|=2 \sin \left(\theta^{\prime} / 2\right)
$$

where $\theta^{\prime}$ is the angle between the formal vectors $\phi_{k}\left(a^{\prime}\right)$ and $\phi_{k}\left(b^{\prime}\right)$. Using the gauge-invariant currents from Sec. III,

$$
j_{\alpha}=\cos (\theta / 2) \tilde{j}_{\alpha}, \quad j_{\alpha}^{\prime}=\cos \left(\theta^{\prime} / 2 \tilde{j}_{\alpha}^{\prime},\right.
$$

we get the result

$$
\begin{equation*}
T=4 e^{2} \frac{\cos (\theta / 2) \cos \left(\theta^{\prime} / 2\right) \hat{\phi}_{k} \hat{\phi}_{k}^{\prime} \tilde{j}^{2} j_{\alpha}^{\prime}}{m_{W}^{2}\left[\sin ^{2}(\theta / 2)+\sin ^{2}\left(\theta^{\prime} / 2\right)\right]-q^{2}} \tag{4.5}
\end{equation*}
$$



$$
\begin{aligned}
& \mu_{k}(W)=(-1,0,1) \\
& \mu_{k}\left(W^{\prime}\right)=(-1,4 / 3,1)
\end{aligned}
$$

Neglecting the momentum transfer $q_{\alpha}$ gives

$$
\begin{align*}
\mathrm{T}= & \frac{\cos (\theta / 2) \cos \left(\theta^{\prime} / 2 \hat{\phi}_{k} \hat{\phi}_{k}^{\prime}\right.}{\sin ^{2}(\theta / 2)+\sin ^{2}\left(\theta^{\prime} / 2\right)} \\
& \times \text { factors that do not depend on Higgs scalars. } \tag{4.6}
\end{align*}
$$

The ratio of the transition matrices $T$ for the strange and nonstrange beta decay is defined to be $\tan \theta_{c} ;$ i.e., the tangent of the Cabibbo angle.

We now show how formula (6) predicts the Cabibbo angle. Consider first the ordinary beta decay $d \rightarrow u+e+\bar{v}$. From Table I, we derive $\hat{\phi}_{k} \hat{\phi}_{k}^{\prime}=-\frac{1}{6}$, $\cos (\theta / 2)=\cos \left(\theta^{\prime} / 2\right)=1 \sqrt{2}$. Consequently, from (4.6),

$$
\begin{equation*}
T \approx-\frac{1}{12} \tag{4.7}
\end{equation*}
$$

Similarly, for the strange beta decay $s \rightarrow u+e+\bar{v}$, we get
$\hat{\phi}_{k} \hat{\phi}_{k}^{\prime}=-\frac{1}{6}, \quad \cos (\theta / 2)=1 / \sqrt{18}, \quad \cos \left(\theta^{\prime} / 2\right)=1 / \sqrt{2}$, and consequently, from (4.6),

$$
\begin{equation*}
T \approx-\frac{1}{12} \cdot \frac{3}{13} \tag{4.8}
\end{equation*}
$$

The ratio of (4.8) and (4.7) shows that the Cabibbo angle $\theta_{c}$ satisifies

$$
\tan \theta_{c}=\frac{3}{13},
$$

or equivalently, $\cos \theta_{c}=0.9744$ which is very close to the measured value ${ }^{18} \cos \theta_{c}=0.9737$.

## APPENDIX A: SL(2, $C$ ) $\times \mathrm{U}(1)$ GAUGE INVARIANT LAGRANGIAN, DIRAC EQUATION, AND NOETHER CURRENTS

In Fig. 2 we depict the bijection between bispinors $\widetilde{\boldsymbol{\Psi}}$ and spinor pairs $\Psi$, as well as the Cartan map isomorphisms of $\widetilde{\Psi}$ and $\Psi$ with isotropic Yang-Mills vector triplets $\left(F_{1}, F_{2}, F_{3}\right)$. These three isomorphisms were discussed in our previous paper. ${ }^{1}$ We use spinor pairs rather than the equivalent bispinors in writing the fermion Lagrangian, which is


FIG. 2. Isomorphisms.
given in formula (A5) below. Whereas, $\mathrm{SL}(2, C) \times \mathrm{U}(1)$ gauge transformations act on the spinor pairs (and also on the isotropic Yang-Mills triplets) via complex matrices, they are not complex linear on the bispinors, which obfuscates the $\mathrm{SL}(2, C) \times \mathrm{U}(1)$ structure of the bispinors. Let

$$
\xi=\left[\begin{array}{l}
\xi_{1} \\
\xi_{2}
\end{array}\right] \in C^{2}
$$

denote a spinor. The conjugate spinor associated with $\boldsymbol{\xi}$ is defined to be

$$
\xi^{*}=\left[\begin{array}{c}
\bar{\xi}_{2} \\
-\bar{\xi}_{1}
\end{array}\right] \in C^{2}
$$

where the bar denotes complex conjugation. The $\operatorname{map} \xi \rightarrow \xi^{*}$ is a bijection, since $\xi=-\xi^{* *}$.

A bispinor $\widetilde{\Psi}=\left(\xi, \eta^{*}\right) \in C^{4}$ consists of a spinor $\xi \in C^{2}$ and a conjugated spinor $\eta^{*} \in C^{2}$. The generators of the electromagnetic and neutral gauge transformations acting on bispinors are, respectively, $I$ and $\gamma_{5}$, where $I$ is a $4 \times 4$ identity matrix and

$$
\gamma_{5}=\left[\begin{array}{cc}
I & 0 \\
0 & -I
\end{array}\right]
$$

Associated with each bispinor $\widetilde{\Psi}=\left(\xi, \eta^{*}\right)$ is a spinor pair $\Psi=(\xi, \eta)$, where now both $\xi$ and $\eta$ are spinors. The conjugate spinor pair is defined to be $\Psi^{*}=\left(\eta^{*},-\xi^{*}\right)$. The maps $\widetilde{\Psi} \rightarrow \Psi$ and $\widetilde{\Psi} \rightarrow \Psi^{*}$ are well-defined bijections because, as noted above, the maps $\xi \rightarrow \xi^{*}$ and $\eta \rightarrow \eta^{*}$ are bijections.

Electromagnetic gauge transformations become part of a larger $\operatorname{SL}(2, C)$ gauge group as follows: Define $4 \times 4$ matri$\operatorname{ces} \tau=\left(\tau_{1}, \tau_{2}, \tau_{3}\right)$,

$$
\tau_{1}=\left[\begin{array}{ll}
0 & I \\
I & 0
\end{array}\right], \quad \tau_{2}=\left[\begin{array}{cc}
0-i I \\
i I & 0
\end{array}\right], \quad \tau_{3}=\left[\begin{array}{cc}
I & 0 \\
0 & -I
\end{array}\right]
$$

where $\tau_{1}, \tau_{2}$, and $\tau_{3}$ are the generators of the gauge subgroup $\mathbf{S U ( 2 )}$. By the map $\widetilde{\Psi} \rightarrow \Psi$, the electromagnetic gauge generator becomes $\tau_{3}$, so that electromagnetic gauge transformations become the formal "rotations" about the three-axis. Whereas for bispinors, the gauge group is restricted to just $\mathbf{U}(1) \times \mathbf{U}(1)$, the gauge group for spinor pairs is the much larger group $\operatorname{SL}(2, C) \times \mathrm{U}(1)$.

The Dirac equation

$$
\begin{equation*}
D_{\alpha} \sigma^{\alpha} \Psi=-M \phi_{5} \phi_{\beta} \hat{\tau}^{\beta} \Psi^{*} \tag{A1}
\end{equation*}
$$

is invariant under both Lorentz and SL(2,C) $\times \mathrm{U}(1)$ gauge transformations, where the $D_{\alpha}$ are the Yang-Mills derivatives, $\sigma^{\alpha}=(I, \sigma)$ are the Pauli spin-half matrices, $\hat{\tau}^{\beta}$ $=(I,-\tau)$ are the gauge matrices [note that $\hat{\tau}^{\beta}=(I, \tau)$ ], $M$ is the mass, $\phi_{\alpha}$ and $\phi_{5}$ are the Higgs scalars, $\Psi=(\xi, \eta)$ is a spinor pair, $\Psi^{*}=\left(\eta^{*},-\xi^{*}\right)$ is the conjugate of $\Psi$, and the Higgs scalars are normalized as follows:

$$
\begin{equation*}
\phi_{\beta} \phi^{\beta}=-1, \quad\left|\phi_{5}\right|=1 \tag{A2}
\end{equation*}
$$

Solutions of Eq. (A1) also satisfy the Klein-Gordon equation, which, in the case of free particles, is given by

$$
\begin{equation*}
D^{\alpha} D_{\alpha} \Psi=M^{2} \Psi \tag{A3}
\end{equation*}
$$

Equation (A1) is equivalent to the usual Dirac equation when $\phi_{B}$ and $\phi_{5}$ are chosen by convention to be

$$
\begin{equation*}
\phi_{\beta}=(0,0,0,1), \quad \phi_{5}=1 . \tag{A4}
\end{equation*}
$$

Equation (A1) is the Euler-Lagrange equation for the following Lagrangian:

$$
\begin{equation*}
L=\operatorname{Re}\left[\phi_{\beta} \overline{\tau^{\beta} \Psi} \cdot D_{\alpha} \sigma^{\alpha} \Psi+\phi_{5} M \bar{\Psi} * \cdot \Psi\right] \tag{A5}
\end{equation*}
$$

The Lagrangian (A5) is a scalar invariant under both Lorentz and $\operatorname{SL}(2, C) \times U(1)$ gauge transformations. Furthermore (A5) reduces to the usual (non-gauge-invariant) fermion Lagrangian when the Higgs scalars $\phi_{\beta}$ and $\phi_{5}$ assume the conventional values given in (A4). From (A5) one easily derives the seven real Noether currents [one for each generator of $\mathrm{SL}(2, C) \times \mathrm{U}(1)$ ], which are given as follows:

$$
\begin{align*}
& J_{5}^{\alpha}=\phi^{\beta} j_{\beta}^{\alpha}, \quad \operatorname{Re} J_{k}^{\alpha}=\phi_{0} J_{k}^{\alpha}-\phi_{k} J_{0}^{\alpha},  \tag{A6}\\
& \operatorname{Im} J_{k}^{\alpha}=-\epsilon_{k m n} \phi_{m} J_{n}^{\alpha},
\end{align*}
$$

with $\alpha, \beta=0,1,2,3$ and $k, m, n=1,2,3$, and

$$
\begin{equation*}
j_{\beta}^{\alpha}=\overline{\tau_{\beta} \Psi} \cdot \sigma^{\alpha} \Psi \tag{A7}
\end{equation*}
$$

## APPENDIX B: CPTINVARIANCE

To define the operators $C, P$, and $T$ for bispinors, we first define the $4 \times 4$ Dirac matrices,

$$
\gamma_{0}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad \gamma_{k}=\left[\begin{array}{cc}
0 & -\sigma_{k} \\
\sigma_{k} & 0
\end{array}\right]
$$

for $k=1,2,3$. Then for a bispinor field $\widetilde{\Psi}(\mathbf{x}, t)$, we define

$$
\begin{align*}
& C \widetilde{\Psi}(\mathbf{x}, t)=\gamma_{2} \overline{\widetilde{\Psi}}(x t), \\
& P \widetilde{\Psi}(\mathbf{x}, t)=\gamma_{0} \widetilde{\Psi}(-\mathbf{x}, t), \\
& T \widetilde{\Psi}(\mathbf{x}, t)=\gamma_{1} \gamma_{3} \widetilde{\widetilde{\Psi}}(\mathbf{x},-t), \tag{B1}
\end{align*}
$$

and

$$
\begin{equation*}
\operatorname{CPT} \tilde{\Psi}(\mathbf{x}, t)=i \gamma_{5} \widetilde{\Psi}(-\mathbf{x},-t) . \tag{B2}
\end{equation*}
$$

Other definitions can be given for $C, P$, and $T$, but they differ from (B1) by an electromagnetic gauge transformation; i.e., they differ by a formal "rotation" about the three-axis.

The role of $C, P, T$ in the vector model is summarized in the following lemma and corollary. The proof of the lemma is a straightforward application of (B1) across the map $\widetilde{\Psi} \rightarrow \Psi$ (see Sec. III).

Lemma 1: Let $\Psi$ be a spinor pair. The $C, P, T$ operators acting on $\Psi$ are given by

$$
\begin{aligned}
& C \Psi(\mathbf{x}, t)=U_{C} \Psi(\mathbf{x}, t), \\
& P \Psi(\mathbf{x}, t)=U_{P} \Psi^{*}(-\mathbf{x}, t), \\
& T \Psi(\mathbf{x}, t)=U_{T} \Psi^{*}(\mathbf{x},-t),
\end{aligned}
$$

where

$$
\begin{equation*}
U_{C}=e^{-i \tau_{2} \pi / 2} \cdot e^{-i \pi / 2}, \quad U_{P}=I, \quad U_{T}=e^{i \tau_{2} \pi / 2} \tag{B3}
\end{equation*}
$$

with $e^{-i \tau_{2} \pi / 2}$, the formal "rotation" of $180^{\circ}$ about the twoaxis, and $e^{-i \pi / 2}$, the $180^{\circ}$ neutral gauge transformation.

Corollary: The CPT operator acting on a spinor pair $\Psi$ is given by

$$
\begin{equation*}
\operatorname{CPT} \Psi(\mathbf{x}, t)=e^{-i \pi / 2} \Psi(-\mathbf{x},-t) \tag{B4}
\end{equation*}
$$

We see from (B3) that neither $C$ nor $T$ commute with all $\mathrm{SL}(2, C)$ gauge transformations. Neither $P$ nor $T$ commute with neutral gauge transformations. However, the operator $C P T$ commutes with all $\mathrm{SL}(2, C) \times \mathrm{U}(1)$ gauge transformations. Consequently, the theory is invariant under CPT, but
not invariant under $C, P$, or $T$ individually, or in the combinations $C P, C T$, or $P T$.

## APPENDIX C: AN SU(2) $\times$ U(1) GAUGE-INVARIANT INNER PRODUCT

In Sec. III we defined an inner product, denoted $\langle\rangle,$, as follows:

$$
\begin{equation*}
\left\langle\Psi_{b}^{\prime}, \Psi_{a}\right\rangle=\left(P_{b} \Psi_{b}^{\prime}, P_{a} \Psi_{a}\right)+\overline{\left(Q_{b} \Psi_{b}^{\prime}, Q_{a} \Psi_{a}\right)} \tag{Cl}
\end{equation*}
$$

where $\Psi_{a}$ and $\Psi_{b}^{\prime}$ are spinor pairs associated with two particles, $a$ and $b$, whose Higgs scalars are $\phi_{k}(a)$ and $\phi_{k}(b)$. Also, $P_{a}, P_{b}, Q_{a}$, and $Q_{b}$ denote the four projection operators

$$
\begin{array}{ll}
P_{a}=\frac{1}{2}(I+A), & P_{b}=\frac{1}{2}(I+B), \\
Q_{a}=\frac{1}{2}(I-A), & Q_{b}=\frac{1}{2}(I-B), \tag{C2}
\end{array}
$$

with

$$
\begin{equation*}
A=\phi_{k}(a) \tau_{k}, \quad B=\phi_{k}(b) \tau_{k} \tag{C3}
\end{equation*}
$$

where $\tau_{k}$ are the three gauge matrices acing on spinor pairs, and $I$ is the identity matrix, i.e.,

$$
\begin{aligned}
& I=\left[\begin{array}{lr}
I_{2} & 0 \\
0 & I_{2}
\end{array}\right], \\
& \tau_{1}=\left[\begin{array}{cr}
0 & I_{2} \\
I_{2} & 0
\end{array}\right], \quad \tau_{2}=i\left[\begin{array}{rr}
0 & -I_{2} \\
I_{2} & 0
\end{array}\right], \quad \tau_{3}=\left[\begin{array}{cr}
I_{2} & 0 \\
0 & -I_{2}
\end{array}\right] .
\end{aligned}
$$

Moreover, we denote by ( , ) the usual inner product,

$$
(\Psi, \chi)=\bar{\Psi} \cdot \chi
$$

where $\Psi, \chi$ are spinor pairs and $\bar{\Psi}$ is the complex conjugate of $\Psi$.

In this Appendix, we show that the inner product 〈, > given by formula ( Cl ) is invariant (i.e., transforms as a scalar) under $\mathrm{SU}(2) \times \mathrm{U}(1)$ gauge transformations. The gauge invariant properties of the inner product $(\mathbf{C l})$ will be summarized in the final lemma at the end of the Appendix.

The inner product $(\mathrm{C} 1)$ is defined on two Hilbert spaces $\mathscr{H}_{a}$ and $\mathscr{H}_{b}$ of solutions (e.g., $\Psi_{a}$ and $\Psi_{b}$ ) to a pair of Dirac equations. These are two different Hilbert spaces if the particles $a$ and $b$ have different Higgs scalars. The Hilbert space $\mathscr{H}_{a}$ contains the solutions of the Dirac equation

$$
\begin{equation*}
D^{\alpha} \sigma_{\alpha} \Psi=m \phi_{5} \phi^{k}(a) \tau_{k} \Psi^{*} \tag{C4}
\end{equation*}
$$

whereas the Hilbert space $\mathscr{H}_{b}$ contains the solutions of the Dirac equation

$$
\begin{equation*}
D^{\alpha} \sigma_{\alpha} \Psi=m \phi_{5} \phi^{k}(b) \tau_{k} \Psi^{*} \tag{C5}
\end{equation*}
$$

which are distinct from the solutions of (C4). An important difference between the Hilbert spaces $\mathscr{H}_{a}$ and $\mathscr{H}_{b}$ is that the solutions in $\mathscr{H}_{a}$ are transformed into other solutions in $\mathscr{H}_{a}$ by formal gauge rotations about the $\phi_{k}(a)$ axis; whereas the solutions in $\mathscr{H}_{b}$ are transformed by formal gauge rotations about the $\phi_{k}(b)$ axis. Thus, we may define two generators of $\operatorname{SU}(2)$, denoted $A$ and $B$ as in formulas (3): $A=\phi_{k}(a) \tau_{k}$, which is the generator of formal gauge rotations about the $\phi_{k}(a)$ axis; and $B=\phi_{k}(b) \tau_{k}$, which is the generator of formal gauge rotations about the $\phi_{k}(b)$ axis. The Hilbert space $\mathscr{H}_{a}$ is invariant under the formal gauge rotations [about the $\phi_{k}(a)$ axis] generated by the generator $A$;
whereas $\mathscr{H}_{b}$ is invariant under $B$. Ordinary multiplication by complex scalars, however, is the neutral U(1) gauge action which does not leave $\mathscr{H}_{a}$ and $\mathscr{H}_{b}$ invariant. Therefore, complex scalar multiplication for the Hilbert spaces $\mathscr{H}_{a}$ and $\mathscr{H}_{b}$ must differ from ordinary complex scalar multiplication. Indeed, let $c=s+i t$ be a complex number, then

$$
\begin{equation*}
c \cdot \Psi_{a}=(s I+i t A) \Psi_{a}, \quad c \cdot \Psi_{b}=(s I+i t B) \Psi_{b} \tag{C6}
\end{equation*}
$$

defines the scalar multiplications for the Hilbert spaces $\mathscr{H}_{a}$ and $\mathscr{H}_{b}$. For example, if the scalar $c=s$ is real, then $s \cdot \Psi_{a}=s \Psi$, i.e., $\mathscr{H}_{a}$ is a vector space over the reals in the usual way. However, if $c=e^{i \theta}$ is a phasor, then from (C6), the scalar multiplication

$$
e^{i \theta} \cdot \Psi_{a}=e^{i A \theta} \Psi_{a}
$$

acts by a formal gauge rotation about the $\phi_{k}(a)$ axis, which as we have seen leaves $\mathscr{H}_{a}$ invariant. Whereas, ordinary complex scalar multiplication by $e^{i \theta}$ will not map solutions in $\mathscr{H}_{a}$ to other solutions in $\mathscr{H}_{a}$.

One may show then that with the scalar multiplications on $\mathscr{H}_{a}$ and $\mathscr{H}_{b}$ defined by (C6), the inner product (C1) satisfies the usual axioms of invariant Hermitian bilinear forms from $\mathscr{H}_{a} \times \mathscr{H}_{b}$ into $C$.

Lemma: The inner product 〈, > defined in (1) satisfies the following: (a) $\langle$,$\rangle is a Hermitian bilinear form on$ $\mathscr{H}_{a} \times \mathscr{H}_{b} ;$ (b) if $R$ is a gauge transformation in SU(2) (i.e., a formal gauge rotation), then

$$
\left\langle R \Psi_{b}^{\prime}, R \Psi_{a}\right\rangle=\left\langle\Psi_{b}^{\prime}, \Psi_{a}\right\rangle
$$

(c) if $e^{i x}$ denotes a neutral $\mathrm{U}(1)$ gauge transformation, then

$$
\left\langle e^{i X} \Psi_{b}^{\prime}, e^{i X} \Psi_{a}\right\rangle=\left\langle\Psi_{b}^{\prime}, \Psi_{a}\right\rangle
$$
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The boson basis for the fermion shell-model problem has been realized over a representation space $V_{n(n-1) / 2}$ of the unitary group $\mathrm{U}(n(n-1) / 2)$. A contraction of this space was found to yield the generator algebra of $\mathrm{U}(n)$. Based on this result it is shown that the transformations induced by the Dyson-mapped boson Hamiltonian on the Dyson boson basis are identical to the corresponding transformations by the fermion Hamiltonian on the shell-model basis.

## I. INTRODUCTION

Group theoretic approaches to physical problems depend mainly on the fact that the Hamiltonian of the system can be expressed as a polynomial in the generators of the invariance group of the Hamiltonian. This is exemplified, for example, by the many recent unitary group approaches (UGA) to single-particle shell-model studies in atoms, ${ }^{1}$ molecules, ${ }^{2,3}$ and nuclei. ${ }^{4}$ In recent years many nuclear structure studies have been undertaken in which a bosonlike character has been attributed to paired fermion states ${ }^{5-8}$ through a suitable mapping procedure. The need for such a mapping arises because of the fact that the paired fermion creation $c_{i}^{+} c_{j}^{+}$and destruction $c_{i} c_{j}$ operators do not exhibit a bosonlike character but are particle nonconserving operators of the rotation group $\mathrm{SO}(2 n)$. Both unitary ${ }^{5,9}$ and nonunitary ${ }^{6,9}$ mappings have been used. The unitary mappings are infinite boson expansions while nonunitary mappings are finite ones. The nonunitary mapping of bifermion operators is achieved through the generalized Dyson boson mapping (DBM). ${ }^{6}$ Hence this mapping leads to a nonunitary basis and does not retain the Hermiticity properties of the original fermion problem. This then raises the question whether a breakdown of the unitary symmetry of the system has taken place during the mapping or whether this aspect is contained in the formulation based on the use of unitary group generators. We have attempted to analyze this problem in the present note, starting with a group $\mathrm{U}(n(n-1) / 2)$ defined over a basis set of $n(n-1) / 2$ skew-symmetric second-rank boson operators. A contraction of the generators of this group is found to yield the Lie algebra of $\mathrm{U}(n)$. Using these operators and the boson operator realization of the antisymmetrized physical states, it is shown that the effects of these generators on the states are identical to the ones obtained using DBM. It has also been shown that the DBM matrix elements of the bosonmapped Hamiltonian ( $H_{\mathrm{D}}$ ) are identical, to within a multiplicative factor, to the corresponding matrix elements of the fermion Hamiltonian $\left(H_{\mathrm{F}}\right)$. This multiplicative factor has been found ${ }^{10,11}$ to depend solely on the prescription used for normalizing the basis states. The present studies along with the normalization prescription have been found identical to solving the original shell-model problem.

The general algebra of the method is developed in Sec. II and a brief discussion is presented in Sec. III.

## II. BOSON OPERATOR METHOD AND THE UNITARY GROUP

Consider the ordered set of $n(n-1) / 2$ second-rank tensors defined as

$$
\begin{equation*}
\left\{\phi_{i j} ; \phi_{i j}=-\phi_{j i} \mid i, j=1, \ldots, n\right\} \tag{1}
\end{equation*}
$$

spanning the space $V_{n(n-1) / 2}$ and admitting the metric

$$
\left(\phi_{i j} \mid \phi_{p q}\right)=\Delta_{i p ; j q},
$$

where

$$
\begin{equation*}
\Delta_{i p ; j q}=\delta_{i p} \delta_{j q}-\delta_{i q} \delta_{j p} \tag{2}
\end{equation*}
$$

We now realize this tensor basis as

$$
\begin{equation*}
\left.\mid \phi_{i j}\right)=B_{i j}^{+}|0|, \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\{B_{i j}, B_{i j}^{+}, B_{i j}=-B_{j i}, B_{i j}^{+}=-B_{j i}^{+}, \mid i, j=1, \ldots, n\right\} \tag{4}
\end{equation*}
$$

are simple boson operators satisfying

$$
\begin{align*}
& {\left[B_{i j}, B_{p q}\right]=\left[B_{i j}^{+}, B_{p q}^{+}\right]=0}  \tag{5}\\
& {\left[B_{i j}, B_{p q}^{+}\right]=\Delta_{i p ; j q}} \tag{6}
\end{align*}
$$

subject to

$$
\begin{equation*}
\left.B_{i j} \mid 0\right)=\left(0 \mid B_{i j}^{+}=0\right. \tag{7}
\end{equation*}
$$

Using this realization it is now possible to define a set of shift operators on $V_{n(n-1) / 2}$ as

$$
\begin{equation*}
E_{i j, p q}=B_{i j}^{+} B_{p q} . \tag{8}
\end{equation*}
$$

Using the commutation relations of Eqs. (5) and (6) it readily follows that

$$
\begin{equation*}
\left[E_{i j, p q}, B_{r s}^{+}\right]=\Delta_{p r, q s} B_{i j}^{+}, \tag{9}
\end{equation*}
$$

so that they act as shift operators on $V_{n(n-1) / 2}$. It can also be seen that these operators define a Lie algebra of $\mathrm{U}(n(n-1) /$ 2) since

$$
\begin{equation*}
\left[E_{i j ; p q}, E_{k m ; r s}\right]=\Delta_{p k ; q m} E_{i j ; r s}-\Delta_{i r, j s} E_{k m ; p q} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{i j ; p q}^{+}=E_{p q ; i j} . \tag{11}
\end{equation*}
$$

Consider now the $r$ th-rank tensor space $V_{n(n-1) / 2} \otimes^{r}$ spanned by

$$
\begin{align*}
& \left\{\phi_{12}^{N_{12}} \phi_{\phi(3}^{N_{13}} \cdots \phi_{n-1 n}^{N_{n-1 n}}\right. \\
& \left.\left.\quad \equiv\left(B_{12}^{+}\right)^{N_{12}} \cdots\left(B_{n-1 n}^{+}\right)^{N_{n-1 n}} \mid 0\right)\right\}, \tag{12}
\end{align*}
$$

where

$$
\begin{equation*}
\sum_{i<j=1}^{n} N_{i j}=r \tag{13}
\end{equation*}
$$

In view of Eq. (9) we find that only double excitations are permitted on this space of rth-rank products in which an index pair $(p q)$ (for $N_{p q} \neq 0$ ) is replaced symmetrically by another pair ( $i j$ ). Since configurations differing by single-index permutations such as $B_{i j}^{+} B_{p q}^{+} \leftrightarrow B_{i p}^{+} B_{j q}^{+}$cannot be related by these generators, the only representation possible on this space is the totally symmetric one, which is of rank $r$ in these boson operators. This representation is possible because the monomials defined by Eq. (12) are completely symmetric under all interchanges of paired indices. The above group space is too large and irreducible to be of any practical utility. It is thus necessary to use a subgroup restriction to $\mathrm{U}(n)$ in order to be able to reduce this space further. We define this restriction through the $n^{2}$ generators $\left\{E_{i j} \mid i, j=1, \ldots, n\right\}$ of $\mathrm{U}(n)$ defined using Eq. (8) as

$$
\begin{equation*}
E_{i j}=\sum_{p=1}^{n} E_{i p ; j p}=\sum_{p=1}^{n} B_{i p}^{+} B_{j p} \tag{14}
\end{equation*}
$$

Combining the results of Eqs. (10) and (14) now leads to

$$
\begin{equation*}
\left[E_{i j}, E_{p q}\right]=\delta_{j p} E_{i q}-\delta_{i q} E_{p j} \tag{15}
\end{equation*}
$$

We also find that

$$
\begin{equation*}
E_{i j}^{+}=E_{j i} . \tag{16}
\end{equation*}
$$

Thus $E_{i j}$ of Eq. (14) define a Lie algebra of $\mathrm{U}(n)$. Their action on the space $V_{n(n-1) / 2}$ follows readily on using the commutation relations of the boson operators as

$$
\begin{equation*}
\left[E_{i j}, B_{p q}^{+}\right]=\delta_{j p} B_{i q}^{+}+\delta_{j q} B_{i p}^{+} . \tag{17}
\end{equation*}
$$

For all $n>3$, Eq. (14) defines a nontrivial restriction of $\mathrm{U}(n(n-1) / 2)$ to the subgroup $\mathrm{U}(n)$. A consequence of this brought out by Eq. (17) is that all tensor monomials of the set defined by Eq. (12) and differing by a single index interpair permutation can now be linked using the generators $E_{i j}$. Thus, for example, we have

$$
\left.\left.E_{13} B_{12}^{+} B_{34}^{+} \mid 0\right)=-E_{13} B_{14}^{+} B_{23}^{+} \mid 0\right)=B_{12}^{+} B_{14}^{+}|0|,
$$

where the antisymmetry and the boson character of the $B^{+}$'s have been used to obtain the above result. Thus, if we consider a subset of distinct boson monomials of Eq. (12) differing from each other by single index interpair permutations of indices, they could also be linked through the action of polynomials of the generators $E_{i j}$ of $\mathrm{U}(n)$. This distinct subset is generated by applying the permutations $P \in S_{2 r} / S_{r} \otimes\left(S_{2}\right)^{r}$ of $S_{2 r}$ with respect to the subgroup of symmetric interpair interchanges (due to the boson character) and antisymmetric intrapair interchanges (due to skew symmetry) of the defining boson operators. This implies that linear combinations of such monomials have to be chosen spanning irreducible subspaces under $\mathrm{U}(n)$. A first step in this process of reduction is to define a reference monomial among the set related by single index interpair permutations. This is done by introducing an ordering on the monomials of Eq. (12) by assum-
ing that, for any index pairs $\alpha=(i j), \beta=(p q)$ such that $i<j$ and $p<q$, respectively, we have

$$
\begin{array}{ll}
\alpha<\beta, & \text { for all } i<p, \\
\alpha<\beta, & \text { for all } i=p, \text { if } j<q .
\end{array}
$$

Using the above ordering and neglecting explicit mention of all those index pairs $\alpha$ for which $N_{a}=0$ we reexpress Eq. (12) as

$$
\begin{align*}
V_{n(n-1) / 2} \otimes^{r}:\{ & \left.\mid \phi_{\alpha_{1}}^{N_{\alpha_{1}}} \phi_{\alpha_{2}}^{N_{\alpha_{2}}} \cdots \phi_{\alpha_{r}}^{N_{\alpha_{r}}}\right) \\
& \left.\equiv\left(B_{\alpha_{1}}^{+}\right)^{N_{\alpha_{1}}}\left(B_{\alpha_{2}}^{+}\right)^{N_{\alpha_{2}}} \cdots\left(B_{\alpha_{r}}^{+}\right)^{N_{\alpha_{r}}} \mid 0\right) \mid \\
& \alpha_{k} \equiv\left(i_{k} j_{k}\right) ; i_{k}<j_{k} ;\left(i_{1} j_{1}\right) \\
& \left.\ldots,\left(i_{r} j_{r}\right) \in(1,2, \ldots, n) ; \sum_{k} N_{\alpha_{k}}=r\right\} \tag{18}
\end{align*}
$$

For a given distribution of $N_{\alpha}$ the above sets are chosen as the linearly independent ones among those related by the set of coset permutations $P \in S_{2 r} / S_{r} \otimes\left(S_{2}\right)^{r}$. A reduction of tensor spaces into irreducible subspaces $[\lambda] \equiv\left[\lambda_{1} \lambda_{2} \cdots \lambda_{n}\right]$ of $\mathrm{U}(n)$ using symmetrized Wigner operators of the permutation group is a well-studied problem. ${ }^{12,13}$ We can adapt the same procedure to the monomials of Eq. (18) to obtain the basis spanning the irreducible representations of $\mathrm{U}(n)$. In the present context we restrict ourselves to a system of $2 r$ identical fermions so that we need only generate a totally antisymmetric representation of the group. This can be done by applying the antisymmetrizer

$$
\begin{equation*}
A=(1 / \sqrt{(2 r)!}) \sum_{P \in S_{2 r}}(-)^{\rho} P \tag{19}
\end{equation*}
$$

on all possible index locations in the monomials on the right of Eq. (18). In view of the antisymmetric nature of the boson operators we need only apply the normalized form

$$
\begin{equation*}
A=\sqrt{2^{r} r!/(2 r)!} \sum_{\left\{P \in S_{2}, r S_{r} \oplus\left(S_{2}\right)\right]}(-)^{P} P \tag{20}
\end{equation*}
$$

to the monomials on the right side of Eq. (18) in order to generate antisymmetric linear combinations. It is to be noted that if any $N_{\alpha_{i}}>1$ in Eq. (18), the antisymmetrizer annihilates the monomial. This follows since any such pair of indices implies symmetry while the antisymmetrizer is totally antisymmetric under all index location permutations. Thus, only $N_{\alpha_{i}}=1$ is allowed for all $\alpha_{i}$ and, in addition, no two distinct pairs $\alpha_{k}=\left(i_{k}, j_{k}\right)$ and $\alpha_{m}=\left(i_{m}, j_{m}\right)$ can have any common index. The possible linearly independent configurations as restricted above can be visualized using the example $n=5, r=2$, for which $\left(\alpha_{1}\right)=(12) \Rightarrow\left(\alpha_{2}\right)=(34)$, (35), (45); $\left(\alpha_{1}\right)=(13) \Rightarrow\left(\alpha_{2}\right)=(45)$; and $\left(\alpha_{1}\right)=(23) \Rightarrow\left(\alpha_{2}\right)=(45)$. Starting with these $\binom{n}{r} / r$ monomials, which are not related by any interpair or intrapair permutations, and applying $A$ as defined in Eq. (20) to them we can readily generate a complete set of paired boson states. In applying $A$ to those monomials, it is convenient to use a form for this operator expressed in terms of products of transpositions as

$$
\begin{align*}
A= & \prod_{k=1}^{r-1}(2 r-2 k+1)^{-1 / 2} \\
& \times\left\{\left(j_{k}, j_{k}\right)-\sum_{m=k}^{r-1}\left[\left(j_{k}, i_{m+1}\right)+\left(j_{k}, j_{m+1}\right)\right]\right\} \tag{21}
\end{align*}
$$

where $\left(j_{k}, j_{k}\right)=e$ for all $k=1, \ldots, r$. As an illustration of this
form of the operator consider the case $r=3$, for which Eq. (21) reduces to

$$
\begin{aligned}
A= & (1 / \sqrt{5.3})\left[e-\left(j_{1}, i_{2}\right)-\left(j_{1}, i_{3}\right)-\left(j_{1}, j_{2}\right)\right. \\
& \left.-\left(j_{1}, j_{3}\right)\right]\left[e-\left(j_{2}, i_{3}\right)-\left(j_{2}, j_{3}\right)\right] .
\end{aligned}
$$

This operator acting on $\left.B_{i_{1} j_{1}}^{+} B_{i_{2} j_{2}}^{+} B_{i_{3} j_{3}}^{+} \mid 0\right)$ can be readily shown to yield a 15 -term normalized antisymmetrized linear combination as

$$
\begin{aligned}
A B_{i_{1} j_{1}}^{+} B_{i_{2} j_{2}}^{+} B_{i_{3} j_{3}}^{+}(0)= & (1 / \sqrt{15})\left\{B_{i_{1} j_{1}}^{+} B_{i_{2} j_{2}}^{+} B_{i_{3} j_{3}}^{+}-B_{i_{1} i_{2}}^{+} B_{j_{1} j_{2}}^{+} B_{i_{3} j_{3}}^{+}-B_{i_{1} j_{2}}^{+} B_{i_{2} j_{1}}^{+} B_{i_{3} j_{3}}^{+}\right. \\
& -B_{i_{1} i_{3}}^{+} B_{i_{2} j_{2}}^{+} B_{j_{1} j_{3}}^{+}-B_{i_{1} j_{3}}^{+} B_{i_{2} j_{2}}^{+} B_{i_{3} j_{1}}^{+}-B_{i_{1} j_{1}}^{+} B_{i_{2} j_{3}}^{+} B_{i_{3} j_{2}}^{+}+B_{i_{1} i_{2}}^{+} B_{j_{1} j_{3}}^{+} B_{i_{3} j_{2}}^{+} \\
& +B_{i_{1} j_{2}}^{+} B_{i_{2} j_{3}}^{+} B_{i_{3} j_{1}}^{+}+B_{i_{1} i_{3}}^{+} B_{i_{2} j_{3}}^{+} B_{j_{1} j_{2}}^{+}+B_{i_{1} j_{3}}^{+} B_{i_{2} j_{1}}^{+} B_{i_{3} j_{2}}^{+}-B_{i_{1} j_{1}}^{+} B_{i_{2} i_{3}}^{+} B_{j_{2} j_{3}}^{+} \\
& \left.+B_{i_{1} i_{2}}^{+} B_{j_{1} i_{3}}^{+} B_{j_{2} j_{3}}^{+}+B_{i_{1} j_{1}}^{+} B_{i_{i_{2}}}^{+} B_{j_{1} j_{3}}^{+}+B_{i_{i} i_{3}}^{+} B_{i_{2} j_{1}}^{+} B_{j_{2} j_{3}}^{+}+B_{i_{1} j_{3}}^{+} B_{i_{2} j_{2}}^{+} B_{i_{3} j_{1}}^{+}\right\}(0) .
\end{aligned}
$$

We now consider the effect of $\mathrm{E}_{i j}$ as defined by Eq. (14) on the antisymmetrized states obtained from Eq. (18) by applying the normalized operator of Eq. (21). Such an operator only permutes the index locations of a given set $i_{k}, j_{k}$ ( $k=1, \ldots, r$ ) whereas $E_{i j}$ replaces a $j=i_{m}$ or $j_{m}$ by a corresponding $i=i_{m}$ or $j_{m}$ at the same location and with the same sign. This follows from the result of Eq. (17). Hence $E_{i j}$ is just a replacement operator which does not disturb the ordering in the set and commutes with $A$. This can be readily illustrated using a simple example of $\left.E_{14} A B_{12}^{+} B_{34}^{+} \mid 0\right)$. We have

$$
\begin{aligned}
\left.A B_{12}^{+} B_{34}^{+} \mid 0\right)= & (1 / \sqrt{3})\left(B_{12}^{+} B_{34}^{+}-B_{13}^{+} B_{24}^{+}\right. \\
& \left.\left.+B_{14}^{+} B_{23}^{+}\right) \mid 0\right)
\end{aligned}
$$

so that

$$
\begin{aligned}
\left.E_{14} A B_{12}^{+} B_{34}^{+} \mid 0\right)= & (1 / \sqrt{3})\left(B_{12}^{+} B_{31}^{+}-B_{13}^{+} B_{21}^{+}\right. \\
& \left.\left.+B_{11}^{+} B_{23}^{+}\right) \mid 0\right) \\
= & \left.(1 / \sqrt{3})\left(-B_{12}^{+} B_{13}^{+}+B_{13}^{+} B_{12}^{+}\right) \mid 0\right) \\
= & 0
\end{aligned}
$$

and

$$
\begin{aligned}
\left.A E_{14} B_{12}^{+} B_{34}^{+} \mid 0\right) & \left.=-A B_{12}^{+} B_{13}^{+} \mid 0\right) \\
& \left.=A B_{11}^{+} B_{23}^{+} \mid 0\right)=0 .
\end{aligned}
$$

One of the important consequences of this commutativity of the unitary group generators with the antisymmetrizer is that these generators either map the physical space of antisymmetric tensors into itself or annihilate it.

It has been shown by earlier workers ${ }^{6,8}$ that the antisymmetric combinations of boson operator states obtained as above are, in fact, the DBM states
$\begin{aligned} &\left.\widetilde{B}_{i_{1} j_{1}}^{+} \widetilde{B}_{i_{2} j_{2}}^{+} \cdots \widetilde{B}_{i_{r} j_{j}}^{+} \mid 0\right) \\ &\left.=A B_{i_{1} j_{1}}^{+} B_{i_{2} j_{2}}^{+} \cdots B_{i_{r} j_{r}}^{+} \mid 0\right),\end{aligned}$
where a normalized form results on the right side of Eq. (22) if the $A$ of Eq. (21) is used. The modified boson operators on the left side of Eq. (22) are defined as

$$
\begin{equation*}
\widetilde{B}_{i j}^{+}=B_{i j}^{+}-\sum_{p, q} B_{i p}^{+} B_{j p}^{+} B_{p q} \tag{23}
\end{equation*}
$$

and

$$
\begin{align*}
H_{\mathrm{II}}= & \frac{1}{2} \sum_{i<j} \sum_{k<l} V_{(i j):(k l)} \\
& \times\left\{\sum_{p, q} B_{i p}^{+} B_{k p} B_{j q}^{+} B_{l q}-\delta_{j k} \sum_{p} B_{i p}^{+} B_{l p}\right\} . \tag{30}
\end{align*}
$$

Using the commutation relations of Eq. (6), the right side of Eq. (30) can be transformed into

$$
\begin{align*}
H_{\mathrm{II}}= & \frac{1}{2} \sum_{i<j} \sum_{k<l} V_{(i j) ;(k l)} \\
& \times\left(B_{i j}^{+} B_{k l}+\sum_{p, q} B_{i p}^{+} B_{j q}^{+} B_{k p} B_{l q}\right) \\
= & H_{\mathrm{II}}^{1}+H_{\mathrm{II}}^{2} . \tag{31}
\end{align*}
$$

We now consider the effect of

$$
\begin{equation*}
H_{\mathrm{II}}^{2}=\frac{1}{2} \sum_{i<j} \sum_{k<l} V_{(i j) ;(k l)} \sum_{p, q} B_{i p}^{+} B_{j q}^{+} B_{k p} B_{l q} \tag{32}
\end{equation*}
$$

on the Dyson mapped ket of Eq. (22). The presence of $B_{k p} B_{l q}$ on the right side of Eq. (32) and the result of Eq. (17) ensure that all terms in the multiple summations yield zero when acting on the state defined by Eq. (22), except those for which minimally $k, p, l, q \in\left\{i_{k}, j_{k} \mid k=1, \ldots, r\right\}$. Neglecting those terms in the summations of Eq. (32) for which this does not happen, the antisymmetrizer ensures that one term exists in the linear combinations on the right of Eq. (22) with $B_{k p}^{+} B_{l q}^{+}$ occurring in it with the signature $(-)^{P}$. If this occurs, the antisymmetrizer ensures also that there is another term in the linear combination on the right side of Eq. (22) with $B_{k l}^{+} B_{p q}^{+}$occurring in it with the signature $-(-)^{P}$. This change of sign occurs since $B_{k p}^{+} B_{l q}^{+}$and $B_{k l}^{+} B_{p q}^{+}$just differ by an index location transposition. Thus, insofar as the transformations induced by $H_{\text {II }}^{2}$ of Eq. (32) acting on the states of Eq. (22) are concerned, we have the result

$$
\begin{align*}
& H_{\mathrm{II}}^{2}\left(\widetilde{B}_{i_{1} j_{1}}^{+} \widetilde{B}_{i_{2} j_{2}}^{+} \cdots \widetilde{B}_{i_{r} j_{r}}^{+}\right) \mid 0 \\
&= {\left[-\frac{1}{2} \sum_{i<j} \sum_{k<l} V_{\left(i j_{j} k l\right)} \sum_{p, q} B_{i p}^{+} B_{j q}^{+} B_{k l} B_{p q}\right] } \\
& \times A\left(B_{i_{1}, j_{1}}^{+} \cdots B_{i_{r} j_{r}}^{+} \mid 0\right) \tag{33}
\end{align*}
$$

This result combined with that of Eq. (31) leads to

$$
\begin{align*}
&\left.H_{\mathrm{II}}\left(\widetilde{B}_{i_{1}, j_{1}}^{+} \cdots \widetilde{B}_{i_{r}, j_{r} r}^{+}\right) \mid 0\right) \\
&= \frac{1}{2} \sum_{i_{i<j}} V_{(i j) ;(k l)}\left[B_{i j}^{+}-\sum_{p, q} B_{i p}^{+} B_{j q}^{+} B_{p q}\right] \\
&\left.\times B_{k l} A\left(B_{i_{1} j_{1}}^{+} \cdots B_{i_{r}, j_{r}}^{+}\right) \mid 0\right) \\
&= \frac{1}{2} \sum_{i<j} V_{(i j) ;(k l)} \widetilde{B}_{i j}^{+} B_{k l} \\
& \times\left(\widetilde{B}_{i_{1}, l}^{+} \cdots \widetilde{B}_{i_{i}, j_{r}}^{+}\right) \mid 0 \\
&= \widetilde{H}_{\mathrm{II}}\left(\widetilde{B}_{i_{1} j_{i}}^{+} \cdots \widetilde{B}_{i_{r} j_{r}}^{+}\right) \mid 0 \tag{34}
\end{align*}
$$

where the definitions of Eqs. (22), (23), and (24) have been used to obtain the last equality.

Comparing the results of Eqs. (28) and (34) we thus find the equivalence

$$
\begin{align*}
H_{\mathrm{II}} A & \left.\left(B_{i_{i_{j}} j_{1}}^{+} \cdots B_{i_{r} j_{r}}^{+}\right) \mid 0\right) \\
& \left.=\widetilde{H}_{\mathrm{II}}\left(\widetilde{B}_{i_{1} j_{1}}^{+} \cdots \widetilde{B}_{i_{r} j_{r}}^{+}\right) \mid 0\right) \\
& =\widetilde{H}_{\mathrm{II}} A\left(\boldsymbol{B}_{i_{1} j_{1}}^{+} \cdots B_{i_{r} j_{r}}^{+}\right) \mid 0 \tag{35}
\end{align*}
$$

for the two-body part of $H$. The difference between the left and right sides of Eq. (35) is that $H_{I I}^{+}=H_{\mathrm{II}}$, whereas $\widetilde{H}_{\mathrm{II}}^{+} \neq \widetilde{H}_{\mathrm{II}}$. Also, $H_{\mathrm{II}}$ being defined in terms of $E_{i j}$ commutes with every permutation $P \in S_{2 r}$, whereas $\widetilde{H}_{\text {II }}$ does not. The need to use expanded forms of $\widetilde{B}^{+}$operators could be a disadvantage when the number of pairs is large. This aspect of noncommutativity and the identity of Eq. (35) can be readily illustrated using a simple example of two boson states. Let

$$
\begin{align*}
\left.\widetilde{B}_{12}^{+} \widetilde{B}_{34}^{+} \mid 0\right)= & (1 / \sqrt{3})\left(B_{12}^{+} B_{34}^{+}-B_{13}^{+} B_{24}^{+}\right. \\
& \left.\left.+B_{14}^{+} B_{23}^{+}\right) \mid 0\right) . \tag{36}
\end{align*}
$$

For a particular term of $H_{\mathrm{II}}$, say,

$$
\begin{align*}
& V_{56 ;(13)} \widetilde{B}_{56}^{+} \widetilde{B}_{13} \\
& \quad=V_{(56) ;(13)}\left(B_{56}^{+}-\sum_{p, q} B_{5 p}^{+} B_{6 q}^{+} B_{p q}\right) B_{13} \tag{37}
\end{align*}
$$

we have

$$
\begin{align*}
V_{(56) ;(13)} & \left.\widetilde{B}_{56}^{+} \widetilde{B}_{13}\left(\widetilde{B}_{12}^{+} \widetilde{B}_{34}^{+}\right) \mid 0\right) \\
= & \frac{1}{\sqrt{3}} V_{(56) ;(13)}\left(B_{56}^{+}-\sum_{p, q} B_{5 p}^{+} B_{6 q}^{+} B_{p q}\right) \\
& \left.\times B_{13}\left(B_{12}^{+} B_{34}^{+}-B_{13}^{+} B_{24}^{+}+B_{14}^{+} B_{23}^{+}\right) \mid 0\right) \\
& \left.=-V_{(56) ;(13)} \widetilde{B}_{24}^{+} \widetilde{B}_{56}^{+} \mid 0\right) . \tag{38}
\end{align*}
$$

On the other hand, the Hermitian form of Eq. (28) leads to

$$
\begin{align*}
\left.H_{\mathrm{II}} \widetilde{B}_{12}^{+} \widetilde{B}_{34}^{+} \mid 0\right) & \left.=V_{(56) ;(13)} E_{51} E_{63} A B_{12}^{+} B_{34}^{+} \mid 0\right) \\
& \left.=V_{(56) ;(13)} A B_{52}^{+} B_{64}^{+} \mid 0\right) \\
& \left.=-V_{(56) ;(13)} A B_{24}^{+} B_{56}^{+} \mid 0\right) . \tag{39}
\end{align*}
$$

## III. DISCUSSION AND CONCLUSION

The main content of the analysis presented in Sec. II is the restriction of the group $\mathrm{U}(n(n-1) / 2)$ defined on the symmetric representation space of $V_{n(n-1 / / 2} \otimes^{r}$ to yield the representations $\langle\lambda\rangle$ of $\mathrm{U}(n)$. The representation $\left\langle 1^{2 p}\right.$ $0^{n-2 p}$ 〉 of $\mathrm{U}(n)$ was used to generate the antisymmetric physical boson states of rank $p$. The fermion Hamiltonian of Eq. (27) was then expressed in the conventional manner in terms of generators of $\mathrm{U}(n)$ as in Eq. (28). Reexpressing this Hamiltonian in terms of the boson operators, it was found that, insofar as its action on physical states was concerned, it was identical to the action of the DBM Hamiltonian. This result is of considerable importance since it provides correspondence between fermion and DBM Hamiltonian matrix elements with the corresponding boson states. This can be readily demonstrated as follows.

Consider the DBM biorthonormal basis states $|\tilde{i}|$ and ( $j \mid$ defined as

$$
\begin{align*}
& \left.\mid \tilde{i})=N_{i} \bar{N}_{i} \mid A \Psi_{i}\left(B^{+}\right)\right),  \tag{40}\\
& \left(i \mid=N_{i}\left(\Psi_{i}(B) \mid\right.\right. \tag{41}
\end{align*}
$$

where $\Psi_{i}(B), \Psi_{i}\left(B^{+}\right)$are polynomials in $B$ and $B^{+}$, respec-
tively, and $N_{i}$ and $\bar{N}_{i}$ are normalization constants such that

$$
\begin{equation*}
\left(\bar{N}_{i}\right)^{2}\left(A \Psi_{i} \mid A \Psi_{i}\right)=1 \tag{42}
\end{equation*}
$$

and

$$
\begin{equation*}
(i \mid \tilde{i})=N_{i}{ }^{2} \bar{N}_{i}\left(\Psi_{i} \mid A \Psi_{i}\right)=1 \tag{43}
\end{equation*}
$$

so that $N_{i}=\left(\bar{N}_{i}\left(\Psi_{i} \mid A \Psi_{i}\right)\right)^{-1 / 2}$. Thus

$$
\begin{equation*}
\left.\mid \tilde{i})=\left(\bar{N}_{i} /\left(\Psi_{i} \mid A \Psi_{i}\right)\right)^{1 / 2} \mid A \Psi_{i}\right) \tag{44}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(i \mid=\left(\bar{N}_{i}\left(\Psi_{i} \mid A \Psi_{i}\right)\right)^{-1 / 2}\left(\Psi_{i} \mid\right.\right. \tag{45}
\end{equation*}
$$

These results lead to

$$
\begin{align*}
\left(i\left|H_{\mathrm{D}}\right| \tilde{j}\right)= & \left(\bar{N}_{j} / \bar{N}_{i}\left(\Psi_{i} \mid A \Psi_{i}\right)\left(\Psi_{j} \mid A \Psi_{j}\right)\right)^{1 / 2} \\
& \times\left(\Psi_{i}\left|H_{\mathrm{D}}\right| A \Psi_{j}\right) \\
= & \left(\bar{N}_{j} / \bar{N}_{i}\left(A \Psi_{i} \mid A \Psi_{i}\right)\left(A \Psi_{j} \mid A \Psi_{j}\right)\right)^{1 / 2} \\
& \times\left(A \Psi_{i}\left|H_{\mathrm{F}}\right| A \Psi_{j}\right) \tag{46}
\end{align*}
$$

where we have replaced $A \Psi_{i}$ by $A^{2} \Psi_{i}$ using the essential idempotency of $A$ and used the commutativity of $H$ with all $P \in S_{2 r}$. A similar procedure also yields

$$
\begin{align*}
\left(19\left(j\left|H_{\mathrm{D}}\right| \tilde{i}\right)=\right. & \left(\bar{N}_{i} / \bar{N}_{j}\left(\Psi_{i} \mid A \Psi_{i}\right)\left(\Psi_{j} \mid A \Psi_{j}\right)\right)^{1 / 2} \\
& \times\left(\Psi_{j}\left|H_{\mathrm{D}}\right| A \Psi_{i}\right) \\
= & \left(\bar{N}_{i} / \bar{N}_{j}\left(A \Psi_{i} \mid A \Psi_{i}\right)\left(A \Psi_{j} \mid A \Psi_{j}\right)\right)^{1 / 2} \\
& \times\left(A \Psi_{i}\left|H_{\mathrm{F}}\right| A \Psi_{j}\right) \tag{47}
\end{align*}
$$

It is to be noted that the normalization condition $(i \mid \tilde{i})=1$ is preserved even if one multiplies $\mid \tilde{i})$ by $\gamma_{i}$ and $\left(i \mid\right.$ by $1 / \gamma_{i}$. This $\gamma$ ambiguity in the normalization of the DBM basis states may yield different off-diagonal matrix elements of the Hamiltonian depending upon the choice of $\gamma$. This ambiguity can amicably be resolved by using the Hermitization procedure of Gambhir and Basavaraju (GB) ${ }^{10}$ also advocated recently by other authors. ${ }^{11}$ The GB procedure yields a Hermitian matrix $h$ through

$$
\begin{equation*}
h_{i j}=\left(\left(i\left|H_{\mathrm{D}}\right| \tilde{j}\right)\left(j\left|H_{\mathrm{D}}\right| \tilde{i}\right)\right)^{1 / 2} \tag{48}
\end{equation*}
$$

The results of Eqs. (46) and (47) yield

$$
\begin{align*}
h_{i j}= & \left(\left(A \Psi_{i} \mid A \Psi_{i}\right)\left(A \Psi_{j} \mid A \Psi_{j}\right)\right)^{-1 / 2} \\
& \times\left(A \Psi_{i}\left|H_{\mathrm{D}}\right| A \Psi_{j}\right) \tag{49}
\end{align*}
$$

For the present problem the matrix $h$ as seen from Eq. (48) is identical to the corresponding Hamiltonian matrix of the original fermion problem. Therefore, DBM along with the GB hermitization procedure is identical to solving the original shell-model problem in fermion space. These observations are consistent with the earlier investigations, ${ }^{6,7,9}$ though here it is made explicitly transparent and in addition gives a deeper insight into the understanding of this problem.
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The electrohydrodynamic stability of two cylindrical interfaces influenced by a periodic tangential field is studied. The model allows for general forms of deformations of the interfaces. Two simultaneous ordinary differential equations of the Mathieu type are obtained. The coupled equations are solved by the method of multiple scales and stability conditions are discussed. It is found that the constant tangential field has a stabilizing effect while the tangential periodic field has a stabilizing influence except at resonance points. Graphs are drawn to illustrate the resonance regions in a parameter space. It is also found that the thickness of the jet plays a role in the stability criterion. The frequency of the modulated field can be used to control the position of the resonance regions. The special cases of large modulation and small modulation are also examined. It is found that for large modulation the electric field exhibits an enhanced destabilizing influence.

## I. INTRODUCTION

The stability of jets was the concern of many investigators in fluid mechanics. Early experiments by Bassat ${ }^{1}$ and theoretical analysis by Rayleigh ${ }^{2}$ showed that the jet breaks up for deformations having $x$ less than unity $(x=k a, k$ being the wave number and $a$ the radius of the jet). If the fluid is bounded by two cylindrical interfaces with radii $a, b(a<b)$, then the fluid is again stable if both $k a, k b$ are greater than unity ${ }^{3}$ and thus Rayleigh's criterion for a single interface is still true for two cylindrical interfaces.

It was shown by Nayyar and Murty ${ }^{4}$ that the inclusion of a constant axial electric field improves the stability of a jet. For a suitable choice of the electric field, the insulating jet can be stable for $x<1$.

The effect of a tangential periodic field was examined by Mohamed and Nayyar. ${ }^{5}$ They introduced an axial periodic field to the jet and found that although the jet may be stable for $x<1$, it may be unstable at some values of $x>1$ when the system is brought to a state of resonance. The studies were later carried out to two concentric cylindrical surfaces bounding the fluid. It was found that the constant axial electric field leads to a stable state for some values of $k a$ and $k b$ less than unity. ${ }^{6}$

In this work, we extend our previous studies to examine the stability of two cylindrical interfaces separating dielectric fluids which are acted upon by a periodic field.

## II. THE SYSTEM IN EQUILIBRIUM STATE

The system considered here consists of three infinite homogeneous dielectric inviscid fluids of densities $\rho_{i}, \rho_{\mathrm{be}}$, and $\rho_{o}$ and dielectric constants $\epsilon^{i}, \epsilon^{\mathrm{be}}$, and $\epsilon^{o}$, where the subscripts or superscripts $i$, be, and $o$ refer to quantities inside the inner cylinder, between the two cylinders, and outside the outer cylinder. The three fluids are separated by two coaxial cylindrical interfaces whose radii are $r=a$ and

[^12]$r=b$. No volume charges are assumed to be present in the bulk of the fluids. Also, because of the continuity of the electric field, no surface charges are present at the interfaces in the equilibrium state and will therefore vanish during the perturbation. ${ }^{7}$ In order to produce a parametric excitation in this system, we superimpose a modulated electric field ( $E^{*} \cos \omega t$ ) in the $z$ direction on the already existing constant field $E_{0}$. It is also assumed that the axis of the cylinder is the $z$ axis [using the cylindrical polar coordinates $(r, \theta, z)$ ]. We assume that the quasistatic approximation ${ }^{8}$ is valid for the problem and hence the electric field can be determined from a scalar function $\phi$.

In each of the fluids, the equations governing the motion are ${ }^{8}$

$$
\begin{align*}
& \nabla \cdot \epsilon \mathbf{E}=0  \tag{1}\\
& \nabla \wedge \mathbf{E}=0,  \tag{2}\\
& \rho\left[\frac{\partial \mathbf{V}}{\partial t}+(\mathbf{V} \cdot \nabla) \mathbf{V}\right]=-\nabla \Pi, \tag{3}
\end{align*}
$$

and

$$
\begin{equation*}
\nabla \cdot \mathbf{V}=0, \tag{4}
\end{equation*}
$$

where $\Pi=P-(\epsilon / 2) E^{2}, P$ is the hydrostatic pressure, $\epsilon$ is the permittivity, $\mathbf{E}$ is the electric field, and $\mathbf{V}$ is the fluid velocity.

## III. PERTURBATION EQUATIONS

Consider the effect of small wave disturbances to the interfaces $r=a$ and $r=b$, propagating in the positive $z$ direction. The surfaces deflections are assumed to be of the form

$$
\begin{align*}
& r_{a}=a+\gamma_{1}(t) \exp [i(k z+m \theta)] \\
& r_{b}=b+\gamma_{2}(t) \exp [i(k z+m \theta)] \tag{5}
\end{align*}
$$

where $\gamma_{1}(t)$ and $\gamma_{2}(t)$ are arbitrary functions of time which determine the behavior of the amplitude of the disturbances of the interfaces and $k$ is the wave number and is assumed to be positive.

For a small departure from the equilibrium state, the quantities $E, V$, and $\Pi$ receive the increments $E_{1}, V_{1}$, and $\Pi_{1}$ to yield

$$
\mathbf{E}=\mathbf{E}_{0}+\mathbf{E}_{1}, \quad \mathbf{V}=\mathbf{V}_{0}+\mathbf{V}_{1}, \quad \Pi=\Pi_{0}+\Pi_{1}
$$

The subscript " 0 " refers to quantities in the equilibrium state. The linearization of Eqs. (1)-(4) leads to the following:

$$
\begin{align*}
& \nabla^{2} \phi_{1}=0  \tag{6}\\
& \mathbf{E}_{1}=-\nabla \phi_{1},
\end{align*}
$$

where

$$
\begin{equation*}
\nabla^{2} \Pi_{1}=0 \tag{7}
\end{equation*}
$$

As a result of the perturbation $\phi_{1}$ and $\Pi_{1}$, in view of the dependence given by Eq. (5) may have the form

$$
\begin{align*}
\Phi_{1}^{(\lambda)} & =\hat{\phi}^{(\lambda)}(r, t) \exp [i(k z+m \theta)]  \tag{8}\\
\Pi_{1}^{(j)} & =\widehat{\Pi}^{(\lambda)}(r, t) \exp [i(k z+m \theta)] \\
j & =i, \text { be, o. } \tag{9}
\end{align*}
$$

Substituting from Eqs. (8) and (9) into Eqs. (6) and (7), the solutions of the resulting differential equations are
$\phi_{1}^{i}=A I_{m}(k r) \exp [i(k z+m \theta)], \quad r \leqslant a$,
$\phi_{1}^{\text {be }}=\left[C I_{m}(k r)+D K_{m}(k r)\right] \exp [i(k z+m \theta)], \quad a \leqslant r \leqslant b$,
$\phi_{1}^{o}=B K_{m}(k r) \exp [i(k z+m \theta)], \quad r \geqslant b$,
and

$$
\begin{align*}
\Pi_{1}^{i}= & \dot{F}(t) I_{m}(k r) \exp [i(k z+m \theta)], \quad r \leqslant a \\
\Pi_{1}^{b e}= & {\left[\dot{G}(t) I_{m}(k r)+\dot{H}(t) K_{m}(k r)\right] \exp [i(k z+m \theta)] } \\
& a \leqslant r \leqslant b  \tag{14}\\
\Pi_{1}^{o}= & \dot{M}(t) I_{m}(k r) \exp [i(k z+m \theta)], \quad r \geqslant b, \tag{15}
\end{align*}
$$

where $I_{m}$ and $K_{m}$ are modified Bessel functions, $A, B, C, D$, $F, G, H$, and $M$ are time-dependent constants which are to be evaluated by making use of the appropriate boundary conditions, and the overdot denotes the time derivative.

Substituting from Eqs. (13)-(15) into the $r$ th component of the linearized equation of motion, and integrating with respect to time, we get

$$
\begin{align*}
\rho_{i} V_{1}^{i}= & -k F(t) I_{m}^{\prime}(k r) \exp [i(k z+m \theta)], \quad r \leqslant a,  \tag{16}\\
\rho_{\mathrm{be}} V_{1}^{\mathrm{be}}= & -k\left[G(t) I_{m}^{\prime}(k r)+H(t) K_{m}^{\prime}(k r)\right] \\
& \times \exp [i(k z+m \theta)], a \leqslant r \leqslant b,  \tag{17}\\
\rho_{o} V_{\mathrm{I}}^{o}= & -k M(t) K_{m}^{\prime}(k r) \exp [i(k z+m \theta)], \quad r \geqslant b, \tag{18}
\end{align*}
$$

where $V_{1}$ stands now for the radial velocity and the prime denotes differentiation with respect to the argument.

## IV. BOUNDARY CONDITIONS

The determination of $A, B, C, D, F, G, H$, and $M$ can be obtained by applying the following boundary conditions.
(i) The electric potential $\phi$ is continuous at the interfaces
$r_{a}=a+\gamma_{1}(t) \exp [i(k z+m \theta)]$,
$r_{b}=b+\gamma_{2}(t) \exp [i(k z+m \theta)]$.
(ii) The normal electric displacement is continuous across the interfaces.
(iii) The surface displacements at the perturbed inter-
faces $r_{a}$ and $r_{b}$ should be uniquely determined by the equations of motion.
(iv) The normal component of the stress tensor $\Pi_{i j}$ should be discontinuous at the interfaces by the surface tension, where

$$
\Pi_{i j}=-\left(\Pi+(\epsilon / 2) E_{k} E_{k}\right) \delta_{i j}+\epsilon E_{i} E_{j}
$$

Applying the above boundary conditions and using the properties of the Bessel functions, ${ }^{9}$ we find after some lengthy but straightforward calculations that $\gamma_{1}$ and $\gamma_{2}$ must be governed by the following coupled equations:

$$
\begin{align*}
\ddot{\gamma}_{1}+ & {\left[a_{1}+4 b_{1}\left(E_{o}+E^{*} \cos \omega t\right)^{2}\right] \gamma_{1} } \\
& +\left[a_{2}+4 b_{2}\left(E_{o}+E^{*} \cos \omega t\right)^{2}\right] \gamma_{2}=0  \tag{19}\\
\ddot{\gamma}_{2}+ & {\left[a_{3}+4 b_{3}\left(E_{o}+E^{*} \cos \omega t\right)^{2}\right] \gamma_{2} } \\
& +\left[a_{4}+4 b_{4}\left(E_{o}+E^{*} \cos \omega t\right)^{2}\right] \gamma_{1}=0 \tag{20}
\end{align*}
$$

where the $a_{j \mathrm{~s}}$ and $b_{j \mathrm{~s}}$ are constants given in Appendix A.
The solutions of the simultaneous differential equations (19) and (20) determine the behavior of the amplitudes of the disturbances of the interfaces. Therefore the stability discussion will be based on the study of these two equations.

## V. STABILITY ANALYSIS

The case where $E^{*} \rightarrow 0$ corresponds to the case of a constant axial electric field which has been extensively discussed elsewhere ${ }^{3}$ and will not be discussed here.

Although the solutions and the properties of a single Mathieu equation are well known, ${ }^{10}$ there is no general analytical available solution of coupled Mathieu equations (19) and (20). Therefore we shall discuss the stability of the system by using an asymptotic expansion treatment. The method of multiple scales has been successfully used to treat similar systems ${ }^{11,12}$ and it will be adopted here to study the stabilities of the system. In order to apply the method of multiple scales, we shall make use of a smallness parameter $\delta$. The definition of $\delta$ depends on which case of interest is required. For the general case when $E_{0}$ and $E^{*}$ are of the same weight, we define $\delta$ such that

$$
E_{0}=\sqrt{\delta} \hat{e} \quad \text { and } \quad E^{*}=\sqrt{\delta} e
$$

where $\hat{e}, e$ are the magnitudes of the electric fields $E_{0}, E^{*}$, respectively, and $\delta$ is small dimensionless parameter. Thus

$$
\left(E_{0}+E^{*} \cos \omega t\right)^{2}=\delta(\hat{e}+e \cos \omega t)^{2}
$$

and therefore Eqs. (19) and (20) become

$$
\begin{align*}
\ddot{\gamma}_{1}+ & {\left[a_{1}+4 \delta b_{1}(\hat{e}+e \cos \omega t)^{2}\right] \gamma_{1} } \\
& +\left[a_{2}+4 \delta b_{2}(\hat{e}+e \cos \omega t)^{2}\right] \gamma_{2}=0  \tag{21}\\
\ddot{\gamma}_{2}+ & {\left[a_{3}+4 \delta b_{3}(\hat{e}+e \cos \omega t)^{2}\right] \gamma_{2} } \\
& +\left[a_{4}+4 \delta b_{4}(\hat{e}+e \cos \omega t)^{2}\right] \gamma_{1}=0 \tag{22}
\end{align*}
$$

According to the Floquet theory of linear differential equations with periodic coefficients ${ }^{10}$ the $\omega-\delta$ plane is divided into regions of stability and instability which are separated by transition curves along which $\gamma_{j}(t)$ is periodic with a period of either $\Pi$ or $2 \Pi$ (see Refs. 10 and 11).

## VI. STABILITY OF THE GENERAL CASE

We seek a uniformly first-order expansion of the solution of Eqs. (21) and (22) for a small dimensionless parameter $\delta$ in the form

$$
\begin{equation*}
\gamma_{j}=\gamma_{j 0}\left(T_{0}, T_{1}\right)+\delta \gamma_{j 1}\left(T_{0}, T_{1}\right)+\cdots, \quad j=1,2 \tag{23}
\end{equation*}
$$

where $T_{0}$ and $T_{1}$ are time scales variables defined as

$$
T_{0}=t \quad \text { and } \quad T_{1}=\delta t
$$

Substituting from Eqs. (23) into Eqs. (21) and (22), transforming the derivatives, and equating coefficients of like powers of $\delta$, we obtain, for order $\delta^{0}$,

$$
\begin{array}{ll}
D_{0}^{2} \gamma_{10}+a_{1} \gamma_{10}+a_{2} \gamma_{20}=0, & D_{j} \equiv \frac{\partial}{\partial T_{j}} \\
D_{0}^{2} \gamma_{20}+a_{3} \gamma_{20}+a_{4} \gamma_{10}=0, &
\end{array}
$$

and for order $\delta^{1}$,

$$
\begin{align*}
& D_{0}^{2} \gamma_{11}+a_{1} \gamma_{11}+a_{2} \gamma_{21} \\
& \quad=-2 D_{0} D_{1} \gamma_{10}-4\left(b_{1} \gamma_{10}+b_{2} \gamma_{20}\right)\left(\hat{e}+e \cos \omega T_{0}\right)^{2} \tag{26}
\end{align*}
$$

$D_{0}^{2} \gamma_{21}+a_{3} \gamma_{21}+a_{4} \gamma_{11}$

$$
\begin{equation*}
=-2 D_{0} D_{1} \gamma_{20}-4\left(b_{4} \gamma_{10}+b_{3} \gamma_{20}\right)\left(\hat{e}+e \cos \omega T_{0}\right)^{2} \tag{27}
\end{equation*}
$$

The solutions of Eqs. (24) and (25) may be represented in the form
$\gamma_{10}=a_{2} A_{j}\left(T_{1}\right) \exp \left[i \omega_{j} T_{0}\right]+$ c.c., $j=1,2$,
$\gamma_{20}=\left(\omega_{j}^{2}-a_{1}\right) A_{j}\left(T_{1}\right) \exp \left[i \omega_{j} T_{0}\right]+$ c.c., $\quad j=1,2$,
where c.c. represents the complex conjugate of the preceding terms, $A_{1}\left(T_{1}\right), A_{2}\left(T_{1}\right)$ are unknown complex functions, and each of $\omega_{1}$ and $\omega_{2}$ satisfies the following equation:

$$
\begin{equation*}
\omega_{0}^{4}-\left(a_{1}+a_{3}\right) \omega_{0}^{2}+\left(a_{1} a_{3}-a_{2} a_{4}\right)=0 \tag{30}
\end{equation*}
$$

which is a quadratic equation in $\left(\omega_{0}^{2}\right)$ having the real distinct roots (see Appendix B) $\omega_{1}^{2}$ and $\omega_{2}^{2}\left(\omega_{1}^{2}>\omega_{2}^{2}\right)$ and they are given by

$$
\begin{equation*}
\omega_{1,2}^{2}=\frac{1}{2}\left\{\left(a_{1}+a_{3}\right) \pm\left[\left(a_{1}-a_{3}\right)^{2}+4 a_{2} a_{4}\right]^{1 / 2}\right\} \tag{31}
\end{equation*}
$$

It is easy to show that if $\omega_{1}^{2}$ and $\omega_{2}^{2}$ are both real and positive, then the system is statically stable in the absence of the electric field, while if $\omega_{1}^{2}$ and $\omega_{2}^{2}$ have different signs, this means that the system statically has two different modes, one stable and the other is unstable, i.e., the system is unstable in the absence of the electric field. Again, if $\omega_{1}^{2}$ and $\omega_{2}^{2}$ are both negative then the system will also be unstable in the absence of the electric field.

Substituting from Eqs. (28) and (29) into Eqs. (26) and (27), we obtain

$$
\begin{align*}
D_{0}^{2} \gamma_{11} & +a_{1} \gamma_{11}+a_{2} \gamma_{21} \\
= & -2 i a_{2} \omega_{j} D_{1} A_{j} \exp \left[i \omega_{j} T_{0}\right]-\left(b_{1} a_{2}-b_{2} a_{1}+b_{2} \omega_{j}^{2}\right) \\
& \times\left\{\left(2 e^{2}+4 \hat{e}^{2}\right) A_{j} \exp \left[i \omega_{j} T_{0}\right]\right. \\
& +e^{2} A_{j}\left(\exp \left[i\left(\omega_{j}+2 \omega\right) T_{0}\right]\right. \\
& \left.+\exp \left[i\left(\omega_{j}-2 \omega\right) T_{0}\right]\right)+4 e \hat{e} A_{j}\left(\exp \left[i\left(\omega_{j}+\omega\right) T_{0}\right]\right. \\
& \left.\left.+\exp \left[i\left(\omega_{j}-\omega\right) T_{0}\right]\right)\right\}+ \text { c.c. } \tag{32}
\end{align*}
$$

and

$$
\begin{align*}
D_{0}^{2} \gamma_{23} & +a_{3} \gamma_{21}+a_{4} \gamma_{11} \\
= & -2 i \omega_{j}\left(\omega_{j}^{2}-a_{1}\right) D_{1} A_{j} \exp \left[i \omega_{j} T_{0}\right] \\
& -\left(b_{4} a_{2}-b_{3} a_{1}+b_{3} \omega_{j}^{2}\right)\left\{\left(2 e^{2}+4 \hat{e}^{2}\right) A_{j} \exp \left[i \omega_{j} T_{0}\right]\right. \\
& +e^{2} A_{j}\left(\exp \left[i\left(\omega_{j}+2 \omega\right) T_{0}\right]\right. \\
& \left.+\exp \left[i\left(\omega_{j}-2 \omega\right) T_{0}\right]\right)+4 e \hat{e} A_{j}\left(\exp \left[i\left(\omega_{j}+\omega\right) T_{0}\right]\right. \\
& \left.\left.+\exp \left[i\left(\omega_{j}-\omega\right) T_{0}\right]\right)\right\}+ \text { c.c. } \tag{33}
\end{align*}
$$

The analysis will be divided into two sections. In the first, the system is statically stable in the absence of the electric field. The second section is concerned with the case where the system is unstable in the absence of the electric field.

If $\omega_{1}^{2}$ and $\omega_{2}^{2}$ are both real and positive we are in need to distinguish between several possible combinations of $\omega, \omega_{1}$, and $\omega_{2}$ in analyzing the particular solutions of Eqs. (33) and (34). These include the resonance cases and the nonresonance cases.

## A. The general state

We have (1) $\omega$ away from $\omega_{1}, \omega_{2}, \frac{1}{2}\left(\omega_{1} \pm \omega_{2}\right)$ and away from $2 \omega_{1}, 2 \omega_{2},\left(\omega_{1} \pm \omega_{2}\right)$; (2) $\omega$ near $\omega_{1}$ and near $2 \omega_{1}$; (3) $\omega$ near $\omega_{2}$ and near $2 \omega_{2}$; (4) $\omega$ near $\frac{1}{2}\left(\omega_{1}+\omega_{2}\right)$ and near $\left(\omega_{1}+\omega_{2}\right)$; and (5) $\omega$ near $\frac{1}{2}\left(\omega_{1}-\omega_{2}\right)$ and near $\left(\omega_{1}-\omega_{2}\right)$.

## B. Nonresonant case

Because Eqs. (33) and (32) are linear, we can obtain particular solutions for each of the terms on the right-hand sides independently. To determine the solvability conditions, we seek particular solutions corresponding to the terms containing the factor $\exp \left(i \omega_{j} T_{0}\right)$ in the form

$$
\begin{align*}
& \gamma_{11}=P_{1}\left(T_{1}\right) \exp \left(i \omega_{1} T_{0}\right)+Q_{1}\left(T_{1}\right) \exp \left(i \omega_{2} T_{0}\right) \\
& \gamma_{21}=P_{2}\left(T_{1}\right) \exp \left(i \omega_{1} T_{0}\right)+Q_{2}\left(T_{1}\right) \exp \left(i \omega_{2} T\right) \tag{34}
\end{align*}
$$

Substituting from Eqs. (34) into Eqs. (32) and (33) and equating the coefficients of $\exp \left(i \omega_{j} T_{0}\right)$ on both sides, using Eq. (30), we obtain

$$
\begin{equation*}
D_{1} A_{j}-i v_{j}\left(e^{2}+2 \hat{e}^{2}\right) A_{j}=0, \quad j=1,2 \tag{35}
\end{equation*}
$$

where
$v_{j}=\frac{\left(a_{2} b_{4}+a_{4} b_{2}\right)-\left(a_{1} b_{3}+a_{3} b_{1}\right)+\left(b_{1}+b_{3}\right) \omega_{j}^{2}}{\omega_{j}\left(2 \omega_{j}^{2}-a_{1}-a_{3}\right)}$.
The solution of Eq. (35) is given directly by

$$
\begin{equation*}
A_{j}=\alpha_{j} \exp \left[i \delta\left(e^{2}+2 \hat{e}^{2}\right) v_{j} t\right] \tag{37}
\end{equation*}
$$

where the $\alpha_{j}$ are the integration constants. Clearly the $v_{j}$ are real and hence the system, in the case of nonresonance, is stable.

Moreover, if the $\omega_{j}^{2}, j=1,2$, are real and negative, then the $v_{j}$ are imaginary ( $v_{j}= \pm i v_{j}^{*}, v_{j}^{*}$ real) and hence the two modes are possible, one of which has an amplitude of the form $\exp \left(-v_{j}^{*} \delta t\right)$, which is a damped mode, while the other is of amplitude $\exp \left(v_{j}^{*} \delta t\right)$, which generates a growing unstable state. The system is then unstable.

Again if $\omega_{1}^{2}$ and $\omega_{2}^{2}$ are real and have different signs ( $\omega_{1}^{2}$ is positive, say, and $\omega_{2}^{2}$ is negative), then $v_{1}$ is real while $v_{2}$ is imaginary, and hence $\nu_{1}$ results in a stable mode while $\nu_{2}$ yields an unstable mode and the system is therefore unstable.

The above discussion shows that if the system is statically unstable in the absence of the electric field, it cannot be stabilized by a periodic field. A result proved valid for a single interface. ${ }^{13}$ Note that the constant tangential field plays a stabilizing role.

## C. Internal resonance

(a) The case of $\omega$ near $2 \omega_{1}$. In this case we introduce a detuning parameter $\sigma$ defined by

$$
\omega=2 \omega_{1}+\delta \sigma,
$$

then we write

$$
\begin{equation*}
\left(\omega-\omega_{1}\right) T_{0}=\left(\omega_{2} T_{0}+\sigma T_{1}\right) \tag{38}
\end{equation*}
$$

In this case we seek particular solutions which correspond to the terms containing the factor $\exp \left(i \omega_{j} T_{0}\right)$ and have the form of Eqs. (34). Instead of Eq. (35) we get

$$
\begin{equation*}
D_{1} A_{1}-i v_{1}\left[\left(e^{2}+2 \hat{e}^{2}\right) A_{1}+2 e \hat{e} A_{1} \exp \left(i \sigma T_{1}\right)\right]=0 \tag{39}
\end{equation*}
$$

Let the solution of Eq. (39) be

$$
\begin{equation*}
A_{1}=(U+i V) \exp \left(i \sigma T_{1}\right) \tag{40}
\end{equation*}
$$

where $U, V$ are two real functions of $T_{1}$. Substituting from Eq. (40) into Eq. (39) and separating the real and imaginary parts we obtain

$$
U=\alpha \exp \left(n T_{1}\right), \quad V=\beta \exp \left(n T_{1}\right)
$$

where $\alpha$ and $\beta$ are constants, and $n$ is given by
$n^{2}=\left[v_{1}\left(e^{2}-2 e \hat{e}+2 \hat{e}^{2}\right)-\frac{\sigma}{2}\right]\left[\frac{\sigma}{2}-v_{1}\left(e^{2}+2 e \hat{e}+2 \hat{e}^{2}\right)\right]$.

It follows that $A_{1}$ is bounded and hence the motion is bounded if, and only if, $n^{2} \leqslant 0$.

Consequently, the transition from stability to instability corresponds to

$$
\begin{aligned}
& v_{1}\left(e^{2}-2 e \hat{e}+2 \hat{e}^{2}\right)-\sigma / 2=0 \\
& \sigma / 2-v_{1}\left(e^{2}+2 e \hat{e}+2 \hat{e}^{2}\right)=0
\end{aligned}
$$

The transition curves are given by

$$
\begin{align*}
& \omega=2 \omega_{1}+\delta 2 v_{1}\left(e^{2}-2 e \hat{e}+2 \hat{e}^{2}\right)+O\left(\delta^{2}\right) \\
& \omega=2 \omega_{1}+\delta 2 v_{1}\left(e^{2}+2 e \hat{e}+2 \hat{e}^{2}\right)+O\left(\delta^{2}\right) \tag{42}
\end{align*}
$$

(b) The case of $\omega$ near $\omega_{2}$. Similar arguments may be used when $\omega$ near $2 \omega_{2}$, $\omega$ near $\omega_{1}$ and $\omega$ near $\omega_{2}$ by simply replacing $\omega_{1}$ by $\omega_{2}$.
(c) The case of $\omega$ near $\left(\omega_{1}+\omega_{2}\right)$. We express the nearness of $\omega$ to $\left(\omega_{1}+\omega_{2}\right)$ by introducing the detuning parameter $\sigma^{*}$, that is defined by

$$
\omega=\left(\omega_{1}+\omega_{2}\right)+\delta \sigma^{*}
$$

and hence we can write
$\left(\omega-\omega_{1}\right) T_{0}=\omega_{2} T_{0}+\sigma^{*} T_{1}, \quad\left(\omega-\omega_{2}\right) T_{0}=\omega_{1} T_{0}+\sigma^{*} T_{1}$.

We continue to seek particular solutions of Eqs. (32) and (33) in a pattern similar to that applied to the case of $\omega$ near $2 \omega_{1}$. Therefore the details of the analysis will be eliminated. We finally obtain

$$
\begin{equation*}
A_{j}=\sum_{s=1}^{4} \beta_{j s} \exp i\left(\frac{\sigma}{2}+\lambda_{0 s}\right) T_{1}, \quad j=1,2 \tag{44}
\end{equation*}
$$

where the $\beta_{j \mathrm{fs}}$ are complex constants, and each of $\lambda_{0 \mathrm{~s}}$ satisfies the following equation:

$$
\begin{equation*}
\lambda_{0}^{4}-f_{1} \lambda_{0}^{2}+f_{2}^{2}=0 \tag{45}
\end{equation*}
$$

where $f_{1}$ and $f_{2}$ are given in Appendix A.
The restriction for stability implies that $f_{1}>0$, provided that the discriminant of Eq. (45) is positive.

The transition curves separating stability from instability correspond to $f_{1}=0$; which gives a quadratic equation in $\sigma^{*}$ having the roots

$$
\begin{align*}
\sigma_{1,2}^{* *}= & \frac{1}{2}\left\{\left(e^{2}+2 \hat{e}^{2}\right)\left(v_{1}+v_{2}\right)\right. \\
& \left. \pm\left[4 e^{4} \mu_{1} \mu_{2}-\left(e^{2}+2 \hat{e}^{2}\right)\left(v_{1}-v_{2}\right)^{2}\right]^{1 / 2}\right\} \tag{46}
\end{align*}
$$

The transition curves are

$$
\begin{align*}
& \omega=\left(\omega_{1}+\omega_{2}\right)+\delta \sigma_{1}^{*}+O\left(\delta^{2}\right) \\
& \omega=\left(\omega_{1}+\omega_{2}\right)+\delta \sigma_{2}^{*}+O\left(\delta^{2}\right) \tag{47}
\end{align*}
$$

(d) The case of $\omega$ near $\omega_{1}-\omega_{2}$. Similar results can also be obtained for the case of $\delta$ near $\left(\omega_{1}-\omega_{2}\right)$ by changing the sign of $\omega_{2}$, and also for the case of $\omega$ near $\frac{1}{2}\left(\omega_{1} \pm \omega_{2}\right)$.

From the numerical calculations it is found that $\sigma_{1,2}^{* *}$ are complex conjugates and this contradicts Eqs. (47) since $\omega$, $\omega_{1}$, and $\omega_{2}$ are real. Therefore, no transition curves can be obtained in the $\delta-\omega$ plane, for the case of $\omega \cong \frac{1}{2}\left(\omega_{1} \pm \omega_{2}\right)$. No resonance modes are therefore predicted for the present case.

It is well known that the system, ${ }^{3}$ in the absence of the electric field, is stable for all deformations having ( $x=k a$ ) $>1$, where $k$ is the wave number and $a$ is the radius of the jet. In what follows we discuss the stability of the system under a periodic electric field by drawing the transition curves in the $\delta-k$ plane.

The $\delta$ - $k$ diagram is partitioned into two regions $R$ and $Q$ separated by the dotted line at $x=1$. The region $R$ is characterized by $x<1$ while $Q$ represents the region $x>1$. The letter (S) stands for stable regions and (U) for unstable regions in the $\delta-k$ plane.

Figure 1 represents the $\delta-k$ plane for a system having $\rho_{i}=0.001293 \mathrm{~g} / \mathrm{cm}^{3}, \rho_{\mathrm{be}}=0.879 \mathrm{~g} / \mathrm{cm}^{3}, \rho_{o}=0.99823 \mathrm{~g} /$ $\mathrm{cm}^{3}, \epsilon^{i}=1.00059, \epsilon^{\mathrm{bc}}=80.37, \epsilon^{0}=2.284, T_{1}=72.75 \mathrm{dyn} /$ $\mathrm{cm}, T_{2}=35.0 \mathrm{dyn} / \mathrm{cm}, a=12.0 \mathrm{~cm}, b=15.0 \mathrm{~cm}, \omega=3.0$ $\mathrm{Hz}, \hat{e}=3.0 \mathrm{~V} / \mathrm{cm}$, and $e=2.0 \mathrm{~V} / \mathrm{cm}$.

The system is statically stable in the absence of the electric field and $\omega_{1}^{2}, \omega_{2}^{2}$ are both greater than zero for every $k$. The graph indicates stable $Q$ regions except at $\omega$ near $\omega_{1}, \omega$ near $\omega_{2}$, $\omega$ near $2 \omega_{1}$, and $\omega$ near $2 \omega_{2}$ where the resonance modes exist. Thus the effect of the periodicity is to produce resonance (unstable) regions. The $\delta_{\omega_{1}}$ curves start from $k=0.485$ on the $k$ axis, the $\delta_{\omega_{2}}$ start from $k=0.795$, the $\delta_{2 \omega_{1}}$ curves start from $k=0.3$, and the $\delta_{2 \omega_{2}}$ curves start from $k=0.515$. The $\delta_{\omega_{i}}$ corresponds to resonance regions for $\omega$ near $\omega_{i}$.

Near $\omega \cong 2 \omega_{1}$, there is a narrow unstable region. The region gets narrower at $\omega \cong 2 \omega_{2}$, but wider for $\omega \cong \omega_{1}$. The last two regions intersect to form a bigger region of instability. The combined region resulting from the intersection represents the most dangerous modes of instability over a rela-


FIG. 1. For a system having $\rho_{i}=0.001293 \mathrm{~g} / \mathrm{cm}^{3}, \rho_{\mathrm{be}}=0.879 \mathrm{~g} / \mathrm{cm}^{3}, \rho_{o}=0.99623 \mathrm{~g} / \mathrm{cm}^{3}, \epsilon^{i}=1.00059, \epsilon^{b e}=80.37, \epsilon^{0}=2.284, T_{1}=72.75 \mathrm{dyn} / \mathrm{cm}$, $T_{2}=35.0 \mathrm{dyn} / \mathrm{cm}, a=12.0 \mathrm{~cm}, b=15.0 \mathrm{~cm}, \omega=3.0 \mathrm{~Hz}, \hat{e}=3.0 \mathrm{~V} / \mathrm{cm}$, and $e=2.0 \mathrm{~V} / \mathrm{cm}$. (U) denotes unstable regions and (S) refer to stable regions.
tively larger band of values of $k$ for a given $\delta$. The region corresponding to $\omega \cong \omega_{2}$ represents a thin region of instability.

Figure 2 represents the same system as in Fig. 1, but $\omega=2.0 \mathrm{~Hz}$. We remark that the increase of $\omega$ makes the transition curves shift to the right. This can be used to control a system at a given wave number by suitable choice of $\omega$.

In Fig. 3 we plotted the transition curves $\delta_{\omega_{1}}, \delta_{\omega_{2}}, \delta_{2 \omega_{1}}$, and $\delta_{2 \omega_{2}}$ for the same system considered in Fig. 2, but here $a=2.0 \mathrm{~cm}$ and $b=3.0 \mathrm{~cm}$. The $\delta-k$ plane is partitioned into two regions $R$ and $Q$ as defined earlier.

The transition curves $\delta_{\omega_{1}}, \delta_{\omega_{2}}$, and $\delta_{2 \omega_{2}}$ are drawn. The resonance regions are unstable. These regions may lie in the region $R$ or $Q$ according to the value of $\omega$. For example, if $\omega=2.0 \mathrm{~Hz}$ the transition curves $\delta_{2 \omega}$, lie in the $R$ region (Fig. 4). This saves an unstable region from being in the $Q$ region.

If $\omega=3.0 \mathrm{~Hz}$, the curve $\delta 2 \omega_{1}$ lies in both regions $R$ and $Q$ (Fig. 5).

On the other hand, if we reduce the magnitude of the constant field with respect to $\hat{e}[e=2.0 \mathrm{~V} / \mathrm{cm}, \hat{e}=1.5 \mathrm{~V} / \mathrm{cm}$ in Fig. 4, $e=2.0 \mathrm{~V} / \mathrm{cm}$ and $\hat{e}=6.0 \mathrm{~V} / \mathrm{cm}$ in Fig. 6], keeping the other parameters as in Fig. 1, we observe that the transition curves separate unstable regions larger than that in Fig. 1 which ensure again the stabilizing role of the constant axial field.

## VII. STABILITY OF THE LARGE MODULATION

For the special case $E^{*}>E_{0}$, we set $E^{*}=\sqrt{\delta} e$. Thus, $\left(E_{0}+E^{*} \cos \omega t\right)^{2}$ becomes $\delta e^{2} \cos ^{2} \omega t$, the corresponding coupled equations are

$$
\begin{align*}
\ddot{\gamma}_{1}+ & {\left[a_{1}+4 \delta b_{1}(e \cos \omega t)^{2}\right] \gamma_{1} } \\
& +\left[a_{2}+4 \delta b_{2}(e \cos \omega t)^{2}\right] \gamma_{2}=0, \tag{48}
\end{align*}
$$




FIG. 3. A representation of the same system as in Fig. 1, but $a=2.0 \mathrm{~cm}, b=3.0 \mathrm{~cm}$, and $\omega=2.0 \mathrm{~Hz}$.


FIG. 4. A representation of the same system as in Fig. 2, but $a=2.0 \mathrm{~cm}, b=3.0 \mathrm{~cm}$, and $\hat{e}=1.5 \mathrm{~V} / \mathrm{cm}$.


FIG. 5. For the system considered in Fig. 1, but $a=2.0 \mathrm{~cm}$ and $b=3.0 \mathrm{~cm}$.


FIG. 6. For the system considered in Fig. 1, but $a=2.0 \mathrm{~cm}$ and $\hat{e}=6.0 \mathrm{~V} / \mathrm{cm}$.

$$
\begin{align*}
\ddot{\gamma}_{2}+ & {\left[a_{3}+4 \delta b_{3}(e \cos \omega t)^{2}\right] \gamma_{2} } \\
& +\left[a_{4}+4 \delta b_{4}(e \cos \omega t)^{2}\right] \gamma_{1}=0 . \tag{49}
\end{align*}
$$

This case can be treated in the same manner as those above, but the resonances (instability) are here $\omega$ near $\omega_{1}, \omega$ near $\omega_{2}$, and $\omega$ near $\frac{1}{2}\left(\omega_{1}+\omega_{2}\right)$.

Figure 7 is for the same system considered in Fig. 1 but with $\hat{e}=0.0 \mathrm{~V} / \mathrm{cm}, e=4.0 \mathrm{~V} / \mathrm{cm}, a=2.0 \mathrm{~cm}$, and $b=3.0$


FIG. 7. For the same system in Fig. 1, but $a=2.0 \mathrm{~cm}, b=3.0 \mathrm{~cm}, \hat{e}=0.0$ $\mathrm{V} / \mathrm{cm}$, and $e=4.0 \mathrm{~V} / \mathrm{cm}$.
cm . The $\delta$ - $k$ diagram is partitioned into two regions $R, Q$ separated by the dotted line at $k=0.5$, the $R$ region is unstable and the $Q$ region indicates a stable region except at $\omega \cong \omega_{1}$ and $\omega \cong \omega_{2}$ where the resonance mode exists. The resonance regions are plotted. The transition curves $\delta_{\omega_{1}}$ and $\delta_{\omega_{2}}$ separate the stable regions ( $\mathbf{S}$ ) from the unstable regions ( U ).

Figure 8 is for the same system considered in Fig. 7, but here $e=2.0 \mathrm{~V} / \mathrm{cm}$.


FIG. 8. For the same system as in Fig. 1, but $a=2.0 \mathrm{~cm}, b=3.0 \mathrm{~cm}, \hat{e}=0.0$ $\mathrm{V} / \mathrm{cm}$, and $e=2.0 \mathrm{~V} / \mathrm{cm}$.


FIG. 9. A representation of the same system as in Fig. 1, but $\hat{e}=0.0 \mathrm{~V} / \mathrm{cm}$, and $\omega=8.0 \mathrm{~Hz}$. Here $E_{0}=5.0 \mathrm{~V} / \mathrm{cm}$.

## VIII. STABILITY OF THE SMALL MODULATION

This special case means that $E_{0}>E_{1}^{*}$. We set $E^{*}=\delta e$ and hence

$$
\left(E_{0}+E^{*} \cos \omega t\right)^{2}=E_{0}^{2}+2 \delta e \cos \omega t
$$

So, the corresponding coupled equations are reduced to

$$
\begin{align*}
\ddot{\gamma}_{1}+ & {\left[a_{1}^{\prime}+2 \delta b_{1}^{\prime}(e \cos \omega t)\right] \gamma_{1} } \\
& +\left[a_{2}^{\prime}+2 \delta b_{2}^{\prime}(e \cos \omega t)\right] \gamma_{2}=0  \tag{50}\\
\ddot{\gamma}_{2}+ & {\left[a_{3}^{\prime}+2 \delta b_{3}^{\prime}(e \cos \omega t)\right] \gamma_{2} } \\
& +\left[a_{4}^{\prime}+2 \delta b_{4}^{\prime}(e \cos \omega t)\right] \gamma_{1}=0, \tag{51}
\end{align*}
$$

where

$$
\begin{equation*}
a_{j}^{\prime}=a_{j}+4 b_{j} E_{0}^{2}, \quad b_{j}^{\prime}=4 E_{0} b_{j}, \quad j=1,2,3,4 \tag{52}
\end{equation*}
$$

and $a_{j}, b_{j}$ are as defined in Appendix A. Noting that, the resonance here corresponds to $\omega$ near $2 \omega_{1}^{\prime}, \omega$ near $2 \omega_{2}^{\prime}$ and $\omega$


FIG. 10. For the system considered in Fig. 9, but $E_{0}=3.0 \mathrm{~V} / \mathrm{cm}$.
near $\left(\omega_{1}^{\prime} \pm \omega_{2}^{\prime}\right)$, where the $\omega_{1,2}^{\prime 2}$ are the roots of the equation

$$
\begin{equation*}
\omega_{0}^{4}-\left(a_{1}^{\prime}+a_{3}^{\prime}\right) \omega_{0}^{2}+\left(a_{1}^{\prime} a_{3}^{\prime}-a_{2}^{\prime} a_{4}^{\prime}\right)=0 \tag{53}
\end{equation*}
$$

If the special case of small modulation is the characteristic of the system, then the resonance curves for the present system are $\delta_{2 \omega_{i}^{\prime}}, \delta_{2 \omega_{2}^{\prime}}$, and $\delta_{\omega_{1}^{\prime}+\omega_{2}^{\prime}}$ only.

Figure 9 represents the $\delta-k$ plane for a system having $\rho_{i}=0.001293 \mathrm{~g} / \mathrm{cm}^{3}, \rho_{\mathrm{be}}=0.99823 \mathrm{~g} / \mathrm{cm}^{3}, \rho_{o}=0.879 \mathrm{~g} /$ $\mathrm{cm}^{3}, \epsilon^{i}=1.00059, \epsilon^{\mathrm{be}}=80.37, \epsilon^{\rho}=2.284, T_{1}=72.75 \mathrm{dyn} /$ $\mathrm{cm}, T_{2}=35.0 \mathrm{dyn} / \mathrm{cm}, a=2.0 \mathrm{~cm}, b=3.0 \mathrm{~cm}, E_{0}$ $=5.0 \mathrm{~V} / \mathrm{cm}$, and $\omega=8.0 \mathrm{~Hz}$. The system here is different from the other cases, where initially we have a constant tangential field and its influence is observed here when the critical value for ( $x=k a$ ) is less than unity. The $\delta$ - $k$ plane indicates stable regions except at $\omega$ near $2 \omega_{1}^{\prime}, \omega$ near $2 \omega_{2}^{\prime}$, and $\omega$ near $\omega_{1}^{\prime}+\omega_{2}^{\prime}$. All the regions are very thin. This means that the unstable effect of the periodicity is greatly reduced.

Figure 10 is similar to Fig. 9, but with $E_{0}=3.0 \mathrm{~V} / \mathrm{cm}$. The resonance regions for the case of large modulation are relatively wider than those of small modulation. This illustrates the destabilizing role of periodicity. The role is enhanced by the domination of the modulation term.

## APPENDIX A: THE VALUES OF THE COEFFICIENTS $a_{j}, b_{j}, f_{j}$

The values of the $a_{j}$ 's appearing in Eqs. (19) and (20) are

$$
\begin{aligned}
& a_{1}=\frac{T_{1}}{a^{2}}\left(1-m^{2}-x^{2}\right) \frac{\rho_{\mathrm{be}} L_{x}^{m} K_{m}^{\prime}(y)-\rho_{o} K_{m}(y) L_{x y}^{m}}{\Delta . K_{m}^{\prime}(y)}, \quad a_{2}=\frac{T_{2}}{b^{2}}\left(y^{2}+m^{2}-1\right) \frac{\rho_{\mathrm{bc}}}{\Delta . x}, \\
& a_{3}=\frac{T_{2}}{b^{2}}\left(1-m^{2}-y^{2}\right) \frac{\rho_{\rho} I_{m}(x) L_{x y}^{m}-\rho_{\mathrm{be}} L_{y}^{m} I_{m}^{\prime}(y)}{\Delta . I_{m}^{\prime}(x)}, \quad a_{4}=\frac{T_{1}}{a^{2}}\left(x^{2}+m^{2}-1\right) \frac{\rho_{\mathrm{bc}}}{\Delta . y},
\end{aligned}
$$

where

$$
\left.\Delta=\left(1 / k L_{x y}^{m}\right)\left[\rho_{\mathrm{be}}^{2} / x y\left(\rho_{\mathrm{bc}} L_{x}^{m} K_{m}^{\prime}(y)-\rho_{o} K_{m}(y) L_{x y}^{m}\right)\left(\rho_{i} I_{m}(x) L_{x y}^{m}-\rho_{\mathrm{be}} L_{x}^{m} I_{m}^{\prime}(x) /\left(K_{m}^{\prime}(y)\right) I_{m}^{\prime}(x)\right)\right)\right] .
$$

The values of the $b_{j}$ 's involved in Eqs. (19) and (20) are

$$
\begin{aligned}
b_{1}= & \frac{k}{\psi(x, y)}\left\{\frac { \rho _ { \mathrm { be } } } { x } \left[\epsilon^{o} \epsilon^{\mathrm{bc}}\left(\epsilon^{i}-\epsilon^{\mathrm{be}}\right) K_{m}(y) \frac{I_{m}(x)}{y}-\epsilon^{\mathrm{be}}\left(\epsilon^{o}-\epsilon^{\mathrm{be}}\right)\left(\epsilon^{i}-\epsilon^{\mathrm{bc}}\right) I_{m}(y) K_{m}(y) I_{m}(x) K_{m}^{\prime}(y)\right.\right. \\
& \left.+\epsilon^{\mathrm{bc}}\left(\epsilon^{i}-\epsilon^{\mathrm{bc}}\right)\left(\epsilon^{o} K_{m}^{\prime}(y) I_{m}(y)-\epsilon_{\mathrm{be}} K_{m}(y) I_{m}^{\prime}(y)\right) K_{m}(y) I_{m}(x)\right]-\frac{\left(\rho_{\mathrm{be}} L_{x}^{m} K_{m}^{\prime}(y)-\rho_{o} K_{m}(y) L_{x y}^{m}\right)}{K_{m}^{\prime}(y)} \\
& \times\left[\epsilon^{\mathrm{be}}\left(\epsilon^{o}-\epsilon^{\mathrm{bc}}\right)\left(\epsilon^{i}-\epsilon^{\mathrm{bc}}\right) I_{m}^{2}(x) K_{m}(y) K_{m}^{\prime}(y)-\epsilon^{\mathrm{be}}\left(\epsilon^{i}-\epsilon^{\mathrm{bc}}\right)\left(\epsilon^{o} K_{m}^{\prime}(y) I_{m}(y)-\epsilon^{\mathrm{bc}} K_{m}(y) I_{m}^{\prime}(y)\right) K_{m}(x) I_{m}(x)\right. \\
& \left.\left.-\epsilon^{i}\left(\epsilon^{i}-\epsilon^{\mathrm{bc}}\right)\left(\epsilon^{\mathrm{bc}} L_{y}^{m} K_{m}(y)-\epsilon^{o} L^{m} K_{m}^{\prime}(y)\right) I_{m}(x)\right]\right\} \Delta^{-1},
\end{aligned}
$$

$$
\begin{aligned}
& b_{2}=\frac{-k}{\psi(x, y)}\left\{\frac { ( \rho _ { b e } L _ { x } ^ { m } K _ { m } ^ { \prime } ( y ) - \rho _ { 0 } K _ { m } ( y ) L _ { x y } ^ { m } ) } { K _ { m } ^ { \prime } ( y ) } \left[\epsilon ^ { b c } ( \epsilon ^ { b e } - \epsilon ^ { 0 } ) \left(\epsilon^{i} K_{m}(x) I_{m}^{\prime}(x)-\epsilon^{b e} K_{m}^{\prime}(x) I_{m}(x) I_{m}(x) K_{m}(y)\right.\right.\right. \\
& \left.+\epsilon^{\mathrm{bc}}\left(\epsilon^{\epsilon}-\epsilon^{\mathrm{bc}}\right)\left(\epsilon^{0}-\epsilon^{\mathrm{b}}\right) K_{m}(x) I_{m}(x) K_{m}(y) I_{m}^{\prime}(x)+\epsilon^{\prime} \epsilon^{\mathrm{bs}}\left(\epsilon^{0}-\epsilon^{\mathrm{bc}}\right) \frac{I_{m}(x) K_{m}(y)}{x}\right]-\frac{\rho_{\mathrm{bc}}}{x}\left[-\epsilon^{0}\left(\epsilon^{0}-\epsilon^{\mathrm{bc}}\right)\left(\epsilon^{\prime} L^{m} I_{m}^{\prime}(x)\right.\right. \\
& \left.-\epsilon^{b c} L_{x}^{m} I_{m}(x)\right) K_{m}(y)+\epsilon^{b c}\left(\epsilon^{o}-\epsilon^{b c}\right)\left(\epsilon^{\epsilon} K_{m}(x) I_{m}^{\prime}(x)-\epsilon^{b c} I_{m}(x) X_{m}^{\prime}(x) I_{m}(y) K_{m}(y)\right. \\
& \left.\left.-\epsilon^{b c}\left(\epsilon^{\prime}-\epsilon^{b c}\right)\left(\epsilon^{0}-\epsilon^{b c}\right) K_{m}^{2}(y) I_{m}(x) I_{m}^{\prime}(x)\right]\right\} \Delta^{-1}, \\
& b_{3}=\frac{k}{\psi(x, y)}\left\{\frac { \rho _ { \text { be } } } { y } \left[-\epsilon^{b e}\left(\epsilon^{\rho}-\epsilon^{b c}\right)\left(\epsilon^{\prime} K_{m}(x) I_{m}^{\prime}(x)-\epsilon^{b c} K_{m}^{\prime}(x) I_{m}(x)\right) I_{m}(x) K_{m}(y)\right.\right. \\
& +\left[\epsilon^{b e}\left(\epsilon^{\prime}-\epsilon^{b e}\right)\left(\epsilon^{\rho}-\epsilon^{b e}\right) K_{m}(x) I_{m}(x) K_{m}(y) I_{m}^{\prime}(x)+\epsilon^{\prime} \epsilon^{b e}\left(\epsilon^{0}-\epsilon^{b e}\right) \frac{I_{m}(x) K_{m}(y)}{x}\right]-\left(\frac{\rho_{i} I_{m}(x) L_{x y}^{m}-\rho_{\mathrm{be}} L_{y}^{m} I_{m}^{\prime}(x)}{I_{m}^{\prime}(x)}\right) \\
& \times\left[\epsilon^{0}\left(\epsilon^{b e}-\epsilon^{0}\right)\left(\epsilon^{i} L^{m^{m}} I_{m}^{\prime}(x)-\epsilon^{b e} L_{x}^{m} I_{m}(x)\right) K_{m}(y)+\epsilon^{b e}\left(\epsilon^{0}-\epsilon^{b e}\right)\left(\epsilon^{\prime} K_{m}(x) I_{m}^{\prime}(x)\right.\right. \\
& \left.\left.\left.-\epsilon^{b e} I_{m}(x) K_{m}^{\prime}(x)\right) I_{m}(y) K_{m}(y)-\epsilon^{b c}\left(\epsilon^{\prime}-\epsilon^{b c}\right)\left(\epsilon^{0}-\epsilon^{b c}\right) K_{m}^{2}(y) I_{m}(x) I_{m}^{\prime}(x)\right]\right\} \Delta^{-1}, \\
& b_{4}=\frac{-k}{\psi(x, y)}\left\{\frac { ( \rho _ { 1 } I _ { m } ( x ) L _ { x y } ^ { m } - \rho _ { \mathrm { be } } L _ { y } ^ { m } I _ { m } ^ { \prime } ( x ) ) } { I _ { m } ( x ) } \left[\epsilon^{o} \epsilon^{\mathrm{be}}\left(\epsilon^{d}-\epsilon^{\mathrm{be}}\right) \frac{K_{m}(y) I_{m}(x)}{y}-\epsilon^{\mathrm{be}}\left(\epsilon^{\mathrm{be}}-\epsilon^{\rho}\right)\left(\epsilon^{d}-\epsilon^{\mathrm{be}}\right) I_{m}(y) K_{m}(y) I_{m}^{\prime}(x) K_{m}^{\prime}(y)\right.\right. \\
& \left.+\epsilon^{b e}\left(\epsilon^{\prime}-\epsilon^{b c}\right)\left(\epsilon^{0} K_{m}^{\prime}(y) I_{m}(y)-\epsilon^{b c} K_{m}(y) I_{m}^{\prime}(y)\right) K_{m}(y) I_{m}(x)\right]-\frac{\rho_{\mathrm{be}}}{y}\left[\epsilon^{\mathrm{be}}\left(\epsilon^{0}-\epsilon^{\mathrm{bc}}\right)\left(\epsilon^{\prime}-\epsilon^{b \mathrm{co}}\right) I_{m}^{2}(x) K_{m}(y) K_{m}^{\prime}(y)\right. \\
& +\epsilon^{b e}\left(\epsilon^{b e}-\epsilon^{\prime}\right)\left(\epsilon^{\rho} K_{m}^{\prime}(y) I_{m}(y)-\epsilon^{b e} K_{m}(y) I_{m}^{\prime}(y)\right) K_{m}(x) I_{m}(x) \\
& +\left\{\left[\epsilon^{\prime}\left(\epsilon^{\text {be }}-\epsilon^{\prime}\right)\left(\epsilon^{\text {be }} L_{y}^{m} K_{m}(y)-\epsilon_{y}^{o} L_{y}^{\prime}(y) K_{m}^{\prime}(y) I_{m}(x)\right]\right\} \Delta^{-1},\right. \\
& \text { where } \\
& L^{m}=I_{m}(y) K_{m}(x)-I_{m}(x) K_{m}(y), \quad L_{x y}^{m}=I_{m}^{\prime}(y) K_{m}^{\prime}(x)-I_{m}^{\prime}(x) K_{m}^{\prime}(y), \\
& L_{y}^{m}=I_{m}^{\prime}(y) K_{m}(x)-I_{m}(x) K_{m}^{\prime}(y), \quad L_{x}^{m}=I_{m}(y) K_{m}^{\prime}(x)-I_{m}^{\prime}(x) K_{m}(y), \\
& \text { and } \\
& \psi(x, y)=\epsilon^{\prime} \epsilon^{0} I_{m}^{\prime}(x) K_{m}^{\prime}(y) L^{m}-\left[\epsilon_{m}^{o} I_{m}(x) K_{m}^{\prime}(y) L_{x}^{m}+\epsilon^{\prime} K_{m}(y) I_{m}^{\prime}(x) L_{y}^{m}\right] \epsilon^{b e}+I_{m}(x) K_{m}(y) L_{x y}^{m}\left(\epsilon^{b c}\right)^{2} .
\end{aligned}
$$

The values of the $f_{j}$ 's appearing in Eq. (45) are

$$
f_{1}=\left\{\left[\sigma^{*}-v_{2}\left(e^{2}+2 \hat{e}^{2}\right)\right]^{2}+\left[\sigma^{*}-v_{1}\left(e^{2}+2 \hat{e}^{2}\right)\right]^{2}-2 \mu_{1} \mu_{2} e^{4}\right\},
$$

and
$f_{2}=\left\{\left[\sigma^{*}-v_{1}\left(e^{2}+2 \hat{e}^{2}\right)\right]\left[\sigma^{*}-v_{2}\left(e^{2}+2 \hat{e}^{2}\right)\right]-\mu_{1} \mu_{2} e^{4}\right\}$,
where

$$
\begin{aligned}
\mu_{j}= & {\left[a_{2}\left(b_{4} a_{2}-b_{3} a_{1}\right)+a_{3}\left(b_{2} a_{1}-b_{1} a_{2}\right)+b_{2}\left(a_{1} a_{3}-a_{2} a_{4}\right)+\left(a_{2} b_{3}-a_{3} b_{2}\right) \omega_{j}^{2}+\left(b_{1} a_{3}-b_{3} a_{1}\right) \omega_{j+1}^{2}\right] } \\
& \times\left\{2 a_{2} \omega_{j+1}\left[2 \omega_{j+1}^{2}-a_{1} a_{3}\right]\right\}^{-1} .
\end{aligned}
$$

## APPENDIX B: PROOF OF $\omega_{1,2}^{2}$ REAL

We show that the $\omega_{1,2}^{2}$, in Eq. (31), are real [we consider the case of the axisymmetric mode ( $m=0$ ) which is the most unstable one]. The radical in Eq. (31) is

$$
\left(a_{1}-a_{3}\right)^{2}+4 a_{2} a_{4}=0,
$$

by using the values of the $a_{j}$ 's that are given in Appendix A, the above equation can be rewritten as follows:

$$
\begin{aligned}
& \left(\frac{\rho_{b e} L_{x}^{o} K_{1}(x)+\rho_{o} K_{o}(y) L_{x y}^{o}}{K_{1}(y)}\right)\left[\frac{T_{1}\left(1-x^{2}\right) b^{2}}{T_{2}\left(1-y^{2}\right) a^{2}}\right]^{2}+2\left\{\frac{\rho_{b e}^{2}}{x y}-\frac{\left[\rho_{b e} L_{x}^{o} K_{1}(x)+\rho_{o} K_{o}(y) L_{x y}^{o}\right]}{K_{1}(y)}\right. \\
& \left.\quad \times \frac{\left[\rho_{i} I_{o}(x) L_{x y}^{o}+\rho_{b e} L_{y}^{o} I_{1}(x)\right]}{I_{1}(x)}\right\}\left[\frac{T_{1}\left(1-x^{2}\right) b^{2}}{T_{2}\left(1-y^{2}\right) a^{2}}\right]+\frac{\left[\rho_{i} I_{o}(x) L_{x y}^{o}+\rho_{b e} L_{y}^{o} I_{1}(x)\right]_{2}}{I_{1}(x)}=0,
\end{aligned}
$$

which gives a quadratic in $\left[T_{1}\left(1-x^{2}\right) b^{2} / T_{2}(1-y)^{2} b^{2}\right]$, with the discriminant

$$
\begin{aligned}
D= & -\left(16 \rho_{b e}^{2} / x y\right)\left\{\rho_{b e}^{2} L^{o} L_{x y}^{o}+\left(\rho_{\mathrm{be}} \rho_{i} L_{x}^{o} L_{x y}^{o} K_{1}(y) I_{o}(x)\right.\right. \\
& \left.\left.+\rho_{o} \rho_{i} K_{o}(y) I_{o}(x)\left(L_{x y}^{o}\right)^{2}+\rho_{o} \rho_{\mathrm{be}} K_{o}(y) I_{1}(x) L_{x y}^{o} L_{y}^{o}\right) / I_{1}(x) K_{1}(y)\right\}<0 .
\end{aligned}
$$

Since the coefficient of $\left[T_{1}\left(1-x^{2}\right) b^{2} / T_{2}\left(1-y^{2}\right) a^{2}\right]^{2}$ is positive definite, the result follows.

Note that

$$
\begin{aligned}
& L_{x y}^{0}=-\lim _{m \rightarrow 0} L_{x y}^{m}=I_{1}(y) K_{1}(x)-I_{1}(x) K_{1}(y), \quad L_{x}^{0}=-\lim _{m \rightarrow 0} L_{x}^{m}=I_{0}(y) K_{1}(x)+I_{1}(x) K_{0}(y), \\
& L_{y}^{0}=\lim _{m \rightarrow 0} L_{y}^{m}=I_{1}(y) K_{0}(x)+I_{0}(x) K_{1}(y), \quad L^{0}=\lim _{m \rightarrow 0} L^{m}=I_{0}(y) K_{0}(x)-I_{0}(x) K_{0}(y) .
\end{aligned}
$$

It follows directly from the above relations that

$$
L_{x}^{0} L_{y}^{0}=L^{0} L_{x y}^{0}+1 / x y
$$
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# Erratum: A novel class of Bessel function integrals [J. Math. Phys. 25, 2933 (1984)] 
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(Received 29 October 1984; accepted for publication 16 November 1984)
(1) $\alpha$ and $\beta$ are reversed in Eq. (12).
(2) The exponent -1 should be deleted from $\alpha$ in the second line of (17).
(3) The argument of si should be doubled in (18) and (19).
(4) A plus sign should be inserted between $\alpha$ and $\beta$ on the
right-hand side of (20).
(5) "be" should be replaced by "give" on the line above (24), which should read

$$
B_{0}=2\left[\lambda^{-1} \cos (2 \lambda)+\operatorname{si}(2 \lambda)\right]
$$

## Erratum: Triality principle and $G_{2}$ group in spinor language [J. Math. Phys. 26, 6 (1985)]
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The 12th line from the bottom, left column, p. 8 should
read
$=\left(h_{v, \eta} \circ i_{v}\right)\left(h_{v, \eta}(\psi) h_{v, \eta}^{-1} \circ h_{v, \eta}\left(\psi^{\prime}\right)\right)$.
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